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Shape and extinction thresholds in
sonoluminescence parameter space

Jeffrey A. Ketterling∗ and Robert E. Apfel

Department of Mechanical Engineering, Yale University, New Haven, Connecticut 06520
ketterling@rrinyc.org, robert.apfel@yale.edu

Abstract: Experimental single bubble sonoluminescence (SBSL)
ambient radius, acoustic drive pressure (Ro-Pa) phase diagrams are
compared with predictions of the Dissociation Hypothesis (DH) and
calculations of the n = 2, 3, 4 shape thresholds, focusing on the location
of unstable SBSL and the extinction threshold. A phase diagram for
experimental runs with a 20% air saturation is shown to indicate the
location of the SBSL extinction threshold. Mixtures with appropriate
concentrations of argon and nitrogen are presented to show the location
of unstable SBSL. The results are consistent with the DH and show that
unstable SBSL and the extinction threshold appear to coincide more
closely with the n = 4 shape threshold.
c©2000 Acoustical Society of America
PACS numbers: 43.35.Ei, 78.60.Mq

1. Introduction

A single, gas-filled bubble in the presence of an acoustic standing wave can emit a pulse of
light as the bubble violently collapses each acoustic cycle. This process has been labeled
single bubble sonoluminescence (SBSL).1 Some of the interesting early observations
concerning SBSL were the need for a noble gas to obtain light emission,2 the apparent
violation of mass diffusion for a single stable bubble,3 and a “dissolution island” in
parameter space where stable bubbles were observed when they would normally be
expected to dissolve.4 These observations helped to support what is commonly referred
to as the Dissociation Hypothesis (DH) of SBSL.5–8

DH permits predictions of bubble behavior in the ambient radius, acoustic drive
pressure (Ro-Pa) parameter space under the assumption that the diatomic gases in
the bubble begin to dissociate as Pa increases and the bubble collapse becomes more
violent. Stable non-SL occurs at lower Pa, as the bubble enters a stable dissociation
equilibrium where the amount of diatomic gas dissociated each acoustic cycle equals the
amount diffusing back into the bubble. In parameter space, the calculated dissociation
equilibrium has a negative slope. Stable SL occurs at higher Pa, once all of the diatomic
gases have “burned” off, and the bubble enters a stable diffusive equilibrium based on
the noble gas content remaining in the bubble. In parameter space, the calculated stable
diffusive equilibrium has a positive slope.

The predictions of DH for stable bubble behavior agree very well with
experimental results.9–11 For sufficiently high noble gas concentrations, DH also predicts
that unstable SL will occur as the bubble intersects a shape stability threshold as it grows
by rectified diffusion,12 just as bubbles do under low Pa, non-SL conditions.4,9 In this
letter, we show experimental results for air and argon-nitrogen mixtures and compare
them with calculations of the shape stability threshold. A brief background of DH as it
relates to shape instabilities is given, and the experimental apparatus is summarized.
The experimental results are then presented.

∗Present address: Riverside Research Institute, 330 West 42nd Street, New York, NY, 10036
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2. Background

There exist regions of Ro-Pa parameter space where shape instabilities are likely.4,5,13–15

In DH, the shape stability threshold (SST) acts as the upper bound for unstable SL and
non-SL bubbles. However, the first mode to set in (n = 2) may not be sufficient to cause
the bubble to “dance” or break up. Therefore, we also consider higher order modes.
When the bubble reaches a SST, several things may happen. First, it may become
unstable and pinch off a microbubble causing it to drop to a lower Ro and then grow
back in size until it intersects the SST again. This behavior is sometimes referred to as
“dancing.”1,4,16 Second, the bubble may remain oscillating in a “stable” fashion for a
long time period with the resonant mode present.4,17,18 This behavior becomes less likely
with increasing mode number, because higher order modes have increased damping.
Finally, a fast time scale instability may step in and cause the bubble to suddenly break
up with a small change in Pa.19 The sudden break up of the bubble is often referred to as
the SL extinction threshold. What initiates the sudden extinction is not well understood
but may relate to the Rayleigh-Taylor instability,13 Richtmyer-Meshkov instability,20 or
the translation experienced by the bubble from the instantaneous Bjerknes force.19,21

We will consider the SST to also act as the extinction threshold even though
this may not be strictly true. The boundary in parameter space between where the
SST causes unstable behavior and extinction is not clearly defined. Experimentally,
extinction is more likely to occur at higher Pa.

A SST is defined as the location in parameter space where the amplitude of a
shape mode of order n (an(t)) begins to maintain a steady, nonzero value.5,14,15 The
location of the SSTs for n = 2 (solid with +), n = 3 (solid with ×), and n = 4 (solid
with ∗) are shown in Fig. 1. These curves were calculated by Wu20 at 33 kHz using the
method described in Ref. 14. Recent calculations by Hao22 and Hilgenfeldt23 agree with
the n = 2 SST calculated by Wu.

3. Apparatus

The apparatus has been described in more detail elsewhere.10,11 It consisted of a
cylindrical levitation cell acoustically excited at 32.8 kHz. Before running an experiment,
fluid was prepared with a gas-handling system, which allowed accurate control of the
gas content of the fluid. Once a bubble was levitated, its oscillation was captured with a
stroboscopic imaging system (SIS).18 From the digital images acquired with the SIS, we
were able to construct a time averaged radius-time R(t) history of the bubble oscillation.
From this curve we extracted a value for the maximum radius Rmax (±1.1 µm) and Ro

(±0.9 µm). These values were used to determine Pa (±0.07 atm) via a numerical fit to
the Rayleigh-Plesset equation.10 Assembling the collection of R(t) curves for a single
gas saturation permitted the construction of a Ro-Pa phase diagram.

4. Results and discussion

4.1 Air saturated to 20%

Figure 1 shows a phase diagram for five experimental runs with a 20% air saturation.
The final argon concentration in the fluid for this case is C = 0.2%, where C = 100%
would be complete saturation of the fluid. The data sets were taken over a period of
several months which indicates the repeatability of the experiments. Each data point
represents data from a single R(t) curve. The data have one of four types of behavior:
stable non-SL (square) (Mm. 1), unstable non-SL (circle) (Mm. 2), stable SL (upward
pointing triangle) (Mm. 3), and unstable SL (downward pointing triangle) (Mm. 4).
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Mm. 1. One cycle of typical stable non-SL captured with the SIS with Pa ≈ 1.25
atm. Note the small Rmax and the relatively strong afterbounces just after collapse.
The horizontal width (true vertical) of the image is equivalent to 160 µm. The
duration of the acoustic cycle is 30.5 µs, and the 75 frames of the animation are
each separated by ≈400 ns. Light passing directly through the bubble causes the
bright spot at the center the bubble (173 kb).

Mm. 2. One cycle of typical unstable non-SL captured with the SIS with Pa ≈ 1.1
atm. Note that the bubble reaches a slightly larger Rmax with the lower Pa, and
the bubble tends to return to the same location. Afterbounces are also still visible
(284 kb).

Mm. 3. One cycle of typical stable SL captured with the SIS with Pa ≈ 1.5 atm.
Note that Rmax is now much larger, and afterbounces are weak because energy is
lost to light emission (362 kb).

Mm. 4. One cycle of typical unstable SL captured with the SIS with Pa ≈ 1.6 atm.
Note the large Rmax, the lack of strong afterbounces, and that the bubble tends
to move along the same path. The unstable behavior is more “orderly” than that
which was seen in Mm. 1 (324 kb).

Shown in the figure are the curves for the C = 0.2% diffusive equilibrium24,25

(solid), the stable dissociation equilibrium for 20% air (dash dotted) computed by
Arlman,26,27 and the n = 2, 3, 4 SSTs (solid with +, ×, and ∗) calculated by Wu.20

The behavior of the bubble with increasing Pa is described elsewhere10 and is similar
to what has been reported by others.1,4,16 As DH predicts, the stable SL points agree
with the C = 0.2% curve, and the stable non-SL points agree with the dissociation
equilibrium.
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Fig. 1. Phase diagram for five experimental runs with air saturated to 20%. The
curves represent theoretical calculations of the stable diffusive equilibrium C = 0.2%
(solid), the stable dissociation equilibrium for a 20% air saturation computed by
Arlman (dash dotted), and the n = 2, 3, 4 shape thresholds computed by Wu (solid
with +, ×, and ∗). The bubble behavior is represented by a symbol shape (square,
circle, upward pointing triangle, and downward pointing triangle). The cross hairs
represent the experimental error.

In some of the runs, unstable SL was visible near the extinction threshold for
SL. In these cases, the bubble was unstable, but the instability was not severe enough
to destroy the bubble. Interestingly, SL bubbles appear stable well above the n = 2, 3
SSTs, and the extinction threshold appears to coincide with the n = 4 SST.
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4.2 Argon-nitrogen mixture with C = 1.2% final argon concentration

To see unstable SL behavior over a wider pressure range, the argon concentration needs
to be increased above C ≈ 0.7%.5 According to DH, as noble gas concentration increases,
the diffusive stability curve takes on a more and more positive slope causing it to
intersect the SST at lower and lower Pa. Because extinction does not usually occur at
lower values of Pa (< 1.45 atm), the bubble instead follows the SST as Pa increases,
undergoing repeated pinch off and growth until at some point it reaches the extinction
threshold.
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Fig. 2. Phase diagram for two experimental runs with a 12% argon and 88% nitrogen
mixture saturated to 10%. The curves represent theoretical calculations of the stable
diffusive equilibrium C = 1.2% (solid), the stable dissociation equilibrium for 10%
air (dash dotted), and the n = 2, 3, 4 shape thresholds (solid with +, ×, and ∗).

Figure 2 shows the phase diagram for two 12% argon and 88% nitrogen mixtures
saturated to 10%, which gives a final argon concentration in the fluid of C = 1.2%. Also
shown are the n = 2, 3, 4 SSTs (solid with +, ×, and ∗). As DH predicts, the stable
SL points (upward pointing triangles) show agreement with the C = 1.2% curve (solid)
until they intersect the n = 4 SST at Pa ≈ 1.3 atm. Between Pa = 1.3− 1.45 atm there
is a region of unstable SL (downward pointing triangles) as also predicted by DH. For
Pa > 1.45 atm, the bubble reaches the extinction threshold and rapidly breaks up.

For lower Pa where no SL is observed, it has been shown that the calculated
n = 2 mode14,15 is in fairly good agreement with experimental data.4 The agreement
is also seen for the n = 3, 4 modes, since all the modes lie fairly close together at low
Pa. However, as seen in Fig. 2, the agreement between the data and the n = 2 mode
does not appear to occur at higher Pa where SL was observed. This may imply that
the higher order modes are more destructive to the bubble and contribute to unstable
SL and SL extinction. It may also simply mean that the criterion used to define the
SST5,14,15 is not sufficient to describe unstable behavior and extinction.

4.3 Argon-nitrogen mixture with C > 2% final argon concentration

With an amount of final argon concentration C > 2%, DH predicts that neither stable SL
nor stable non-SL should be observed. Figure 3 shows a phase diagram for two mixtures
of > 10% argon in nitrogen saturated to 20%. The exact ratio of gases in the mixture
was unknown due to an error in preparation. If we assume the initial gas mixture was
15% argon and 85% nitrogen, then the final argon concentration in the fluid would be
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C = 3% (solid curve). This curve has no stable SL equilibria, and because it also nearly
overlaps the dissociation equilibrium for 20% air (dash dotted), there is also no stable
non-SL. Therefore, only unstable behavior is possible as was observed experimentally.
Below Pa ≈ 1.3 atm there were only “dancing”, nonluminescing bubbles (circles), and
above Pa ≈ 1.3 atm there were only unstable, luminescing bubbles. As in the previous
case, the unstable SL behavior shows close agreement to the n = 4 SST (solid with ∗).
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Fig. 3. Phase diagram for two experimental runs with an argon-nitrogen mixture
having > 10% argon saturated to 20%. The curves represent theoretical calculations
of the unstable diffusive equilibrium C = 3% (solid), the stable dissociation
equilibrium for 20% air (dash dotted), and the n = 2, 3, 4 shape thresholds (solid
with +, ×, and ∗).

5. Conclusions

The experimental results presented here confirm that the predictions of DH for unstable
SL are valid. For sufficiently high noble gas concentrations, the SST limits the growth
of bubbles, resulting in “dancing” behavior. The SST also appears to coincide with
the extinction threshold. The results raise new questions about what actually causes
unstable bubble behavior and SL extinction. Previously, the n = 2 (quadrupole) mode
was believed to be the cause;5 however, the work presented here suggests higher order
modes may actually be more destructive to the bubble. In fact, we occasionally observed
a luminescing bubble that appeared to have a shape instability, yet it showed no signs of
“dancing”. Holt and Gaitan4 and Tian et al.18 have observed similar behavior, but for
non-SL bubbles at lower Pa. These observations suggest that surfactants that suppress
higher order shape modes28 could be very useful for extending the region of stable SL
in parameter space. Performing SBSL experiments in microgravity29–31 may also help
stabilize the bubble by eliminating the translation induced by the Bjerknes force.21
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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are asked to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

139th Meeting of the Acoustical Society of
America Meeting Announcement

The 139th meeting of the Acoustical Society of America~ASA! will
be held Tuesday through Saturday, 30 May–3 June 2000, at the Westin
Peachtree Plaza in Atlanta, Georgia, USA.

Technical Program and Special Sessions

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Tuesday through Saturday, 30 May–3
June.

The special sessions described below will be organized by the ASA
Technical Committees/Groups.

Acoustical Oceanography (AO)

Acoustical surveys of ocean bottom geology~Joint with Underwater Acous-
tics!
Comparisons of acoustical and conventional measurements of ocean ther-
mohaline structure

Animal Bioacoustics (AB)

Animal hearing sensitivity and characteristics
Auditory temporal processing in animals~Joint with Signal Processing in
Acoustics!
Cognition of complex sounds by animals~Joint with Psychological and
Physiological Acoustics and Speech Communication!

Architectural Acoustics (AA)

Acoustical design of learning spaces
Classroom acoustics poster session
Electronic enhancement and the traditionally unamplified art form: Philoso-
phy and techniques
Stadium and arena acoustics

Biomedical UltrasoundÕBioresponse to Vibration (BB)

Cavitation detection and monitoring~Joint with Physical Acoustics!
New techniques in biomedical imaging~Joint with Physical Acoustics!
Ultrasound for disease treatment and diagnosis

Education in Acoustics (ED)

Take fives
Publishing excellence in JASA

Engineering Acoustics (EA)

Combustion acoustics~Joint with Physical Acoustics!

Musical Acoustics (MU)

Audio signal data compression for musical applications~Joint with Signal
Processing in Acoustics!
Choral and solo vocal performance
Modeling and perception of musical sound sources
Visualization methods for musical instrument acoustics

Noise (NS)

Educating the public on the perils of overexposure to noise~Joint with
Education in Acoustics!

Noise and vibration exposure
Student papers in noise control and noise effects

Physical Acoustics (PA)

Signal processing for low diffraction beams~Joint with Signal Processing in
Acoustics!
Acoustics of multiphase flow
Acoustics of sand, paper and foam

Psychological and Physiological Acoustics (PP)

Characterization and possible neural bases of age-related hearing loss~Joint
with Speech Communication!

Signal Processing in Acoustics (SP)

Acoustical imaging and tomography~Joint with Biomedical Ultrasound/
Bioresponse to Vibration, Underwater Acoustics and Acoustical Oceanog-
raphy!
Time frequency~TF! and wavelet processing~WP! in acoustics~Joint with
Noise!

Speech Communication (SC)

Franklin Cooper: A legacy in speech acoustics

Structural Acoustics and Vibration (SA)

Aeroelasticity and flow-induced noise and vibration
Combining active and passive control of vibration and noise
Tire vibration

Underwater Acoustics (UW)

Model-based processing of sources in motion~Joint with Signal Processing
in Acoustics and Acoustical Oceanography!

Other Technical Events

A ‘‘Hot Topics’’ session sponsored by the Tutorials Committee is
scheduled. The Committee on Archives and History will jointly sponsor the
next in a series of lectures on the history of acoustics with the Technical
Committees on Architectural Acoustics and Engineering Acoustics.

Meeting Program

An advance meeting program summary will be published in the April
issue of JASA and a complete meeting program will be mailed as Part 2 of
the May issue. Abstracts will be available on the ASA Home Page in April.

Student Transportation Subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit
a proposal~e-mail preferred! to be received by 10 April: Elaine Moran,
E-mail: asa@aip.org ASA, Suite 1NO1, 2 Huntington Quadrangle, Melville,
NY 11747-4502, 516-576-2360, Fax: 516-576-2377. The proposal should
indicate your status as a student, whether you have submitted an abstract,
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whether you are a member of ASA, method of travel, whether you will
travel alone or with other students, names of those traveling with you, and
approximate cost of transportation.

Young Investigator Travel Grants

The Committee on Women in Acoustics is sponsoring a Young Inves-
tigator Travel Grant to help with travel costs associated with presenting a
paper at the Atlanta ASA meeting. This award is designed for young pro-
fessionals who have completed the doctorate in the past five years~not
currently enrolled as a student!, who plan to present a paper at the Atlanta
meeting. Up to $500 in support for travel and lodging costs is available.
Applicants should submit a request for support, a copy of the abstract they
have submitted for the meeting and a current resume/vita to Jan Weisen-
berger, Speech and Hearing Science, Ohio State University, 1070 Carmack
Road, Columbus, OH 43210~614-292-1281, jan1@osu.edu!. Deadline for
receipt of applications is 10 April 2000.

Students Meet Members for Lunch

The Education Committee has established a program for students to
meet with members of the ASA over lunch. Students are strongly encour-
aged to contact Scott Sommerfeldt, N241 ESC, P.O. Box 24673, Brigham
Young University, Provo, UT 84602-4673, USA; Tel: 801-378-2205;
E-mail: s–sommerfeldt@byu.edu prior to the meeting. There will also be a
sign up sheet available at the registration desk for those students who have
not responded prior to the meeting.

Members who wish to participate are also encouraged to contact Scott
Sommerfeldt. Participants are responsible for the cost of their own meal.

Plenary Session, Awards Ceremony, Fellows’ Luncheon and
Social Events

Complimentary buffet socials with cash bar will be held early on
Wednesday and Friday evenings at the Westin Peachtree Plaza. The Plenary
session will be held on Thursday afternoon where Society awards will be
presented and recognition of Fellows will be announced. A Fellows’ Lun-
cheon will be held on Friday. The speaker will be Professor Steven Garrett
of the Pennsylvania State University who will discuss Thermoacoustics.
Each ASA Fellow may bring one guest to the luncheon; tickets may be
purchased using the registration form that can be found in the meeting Call
for Papers which was sent to all members or online at^http://asa.aip.org/
atlanta/atlanta.html&

Paper Copying Service

Authors are requested to provide one paper copy of their projection
material and/or paper~s! to the Paper Copies Desk upon arrival. The copy
should contain material on one side only on 8-1/2311 inch or A4 paper
suitable for photocopy reproduction. Copies of available papers will be
made for a nominal charge.

Technical Tours

Technical tours have been arranged to visit the Fox theater. There will
also be an open house at the Acoustical Laboratories of the Woodruff
School of Mechanical Engineering at Georgia Tech and the Aeroacoustics
Laboratories~formerly Lockheed facilities! of the Georgia Tech Research
Institute. Bus transportation will be provided at cost. A schedule of tours
and sign-up sheets will be available at the meeting.

Assistive Listening Devices

Anyone planning to attend the meeting who will require the use of an
assistive listening device is requested to advise the Society in advance of the
meeting by writing to: Acoustical Society of America, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502, asa@aip.org.

Accompanying Persons Program

We hope that spouses and other visitors will come to Atlanta because
we have an exciting program planned for you. A hospitality room, specifi-
cally designated for accompanying persons, will be open from 8:00 to 11:00
a.m. daily, Tuesday through Friday, at the Westin Peachtree Plaza. Informa-
tion will be available about activities in Atlanta and its environs, such as

restaurants, shopping, sports, museums, parks, nightlife, cultural events, his-
torical attractions and other sights not on the planned tours. Some special
activities, such as speakers, are being planned for your early morning en-
joyment in the hospitality room. Also, Atlanta Arrangements has helped us
devise an ambitious tour program for your enjoyment of our city. One tour
is scheduled for each day, Tuesday through Friday. These are: City High-
lights; Atlanta’s Legacy of Leaders Tour, which includes a visit to the Carter
Center and the Martin Luther King, Jr. Historic District; Mansions and
Magnolias Tour, where you will spend a day in the old South; and Atlanta
Past and Present, which includes the beautiful Swan House. Details about
these tours and sign-up information may be found on the Visitors’ Program
Page in the Call for Papers or online at^http://asa.aip.org/atlanta/
atlanta.html&. We encourage you to sign up and pay for the tours in advance,
as they might be cancelled if we don’t have enough preregistrations.

In addition to tours, you might shop at Lenox Square, visit the pandas
in the Atlanta Zoo, see the Civil War at the Cyclorama, attend an Atlanta
Braves baseball game in Turner Stadium, visit Stone Mountain Park, go to
the High Museum, attend the symphony or theater at the Woodruff Arts
Center, or visit Georgia Tech and Emory, our highly-ranked universities.
These are only some of the things to do in Atlanta. We hope to see you in
Atlanta and look forward to welcoming you.

Air Transportation

Hartsfield International Airport in Atlanta is served by all major air-
lines and is a hub for Delta Airlines. The airport designation is ATL.

Ground Transportation

The Westin Peachtree Plaza is located 12 miles from Hartsfield Inter-
national Airport. Transportation from the airport to the hotel may be by car,
taxi, shuttle service, or public transportation. Public metro system
~MARTA ! is the recommended mode of transportation. From the airport
baggage claim area, follow the signs for MARTA. The fare is $1.50. Exit at
the Peachtree Center station. The Westin Peachtree Plaza is half a block
from the exit. The one-way taxi fare is approximately $18. The Airport
Shuttle costs $10 one-way and $17 round trip. It leaves every 30 minutes.
Reservations are only needed after 7:10 p.m. Call~404! 524-3400.

Room Sharing

ASA will compile a list of those who wish to share a hotel room and
its cost. To be listed, send your name, telephone number, email address,
gender, smoker or nonsmoker, by 17 April to the Acoustical Society of
America, by email: asa@aip.org or by postal mail to Attn.: Room Sharing,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502. The re-
sponsibility for completing any arrangements for room sharing rests solely
with the participating individuals.

Weather

Atlanta has a moderate climate and four distinct colorful seasons.
Early June temperatures will range from daytime highs of 75 to 85 degrees
F, to nighttime lows of 60 to 70 degrees F.

Hotel Reservation Information

Guest rooms at discounted rates have been reserved for conference
participants at the Westin Peachtree Plaza. To reserve a room, please contact
the hotel directly. Early reservations are strongly recommended. Note that
the conference rates are not guaranteed after 27 April. Please reference the
Acoustical Society of America when making your reservation.

The Westin Peachtree Plaza, America’s Tallest Hotel, is an Atlanta
landmark. Located in the very heart of the city, and only 20 minutes from
Hartsfield International Airport, it is connected to the Peachtree Center Mall,
with dozens of offices, shops, restaurants and attractions.

Guests can enjoy the health club, year-round indoor-outdoor pool,
business center, and three specialty restaurants. Amenities include wall
safes, irons, ironing boards, coffee makers and coffee, hair dryers, and video
account review. Outside the floor-to-ceiling windows, is a breathtaking 180-
degree panoramic view of the Atlanta skyline.

All reservations at The Westin Peachtree Plaza require a one night’s
room and tax deposit made by check, money order or a major credit card. In
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order to receive a refund of your deposit, you must cancel your reservation
at least 72 hours before your arrival date. Any changes to departure after
check-in will result in a $25.00 administration fee.

A limited number of rooms will be available at the government rate.
To obtain this rate, a government ID must be presented at check-in and the
room must be charged to a government credit card.

Please make your reservations directly with the hotel: The Westin
Peachtree Plaza, 210 Peachtree Street, NW, Atlanta, GA 30303; Tel.: 404-
659-1400; Central Reservations: 1-800-WESTIN1; Fax: 404-589-7424.

Room rates: $115, plus 14% tax. Single; $126, plus 14% tax. Double;
$146, plus 14% tax. Triple~3 persons!; $166, plus 14% tax. Quad~4 per-
sons!. Daily parking is available for $18.

Reservation cut-off date: 27 April 2000.

Preregistration and Registration

The registration desk at the meeting will open on Tuesday morning, 30
May, at 7:30 a.m. on the 7th Level Terrace at the Westin Peachtree Plaza.
To preregister, use the form in the meeting Call for Papers or online at
^http://asa.aip.org/atlanta/atlanta.html&. Preregistration and registration fees
are as follows:

Category

Preregistration

by 27 April

Registration

after 27 April

Acoustical Society Members $200 $250

Acoustical Society Members One-Day $100 $125

Nonmembers $245 $295

Nonmembers One-Day $125 $150

Nonmember Invited Speakers

~Note: The fee is waived for these

speakers if they attend the meeting

on the day of their presentation only!

$200 $250

Students~with current ID cards! Fee waived Fee waived

Emeritus members of ASA

~Emeritus status pre-approved by ASA!

$35 $45

Accompanying Persons $35 $45

~For registrants who will not participate in

the technical sessions!

Nonmembers who simultaneously apply for Associate Membership in
the Acoustical Society of America will be given a $50 discount off their
dues payment for the first year of membership.~Full price for dues: $100.!

Invited speakers who are members of the Acoustical Society of
America are expected to pay the registration fee, but nonmember invited
speakers who participate in the meeting for one day only may register with-
out charge. Nonmember invited speakers who wish to participate in the
meeting for more than one day will be charged the member registration fee,
which will include a one-year membership in the ASA upon completion of
an application form at the meeting.

NOTE: A $25 PROCESSING FEE WILL BE CHARGED TO THOSE
WHO WISH TO CANCEL THEIR REGISTRATION AFTER 1 MAY.

Regional Chapter New
Washington, DC

Help us organize a meeting of the Washington DC Chapter. Charles F.
Gaumond thinks that a meeting should be held in the springer of 2000 in

order to nominate new officers and reorganize and revitalize the Washing-
ton, DC Chapter. If you would like to help, call him at~202! 404-4811
~work!, ~301! 567-0755~home! or e-mail him at gaumond@nrl.navy.mil.
The greater Washington DC area has many acousticians with widely varied
interests. Meetings in the past have been interesting, professionally broad-
ening, and enjoyable.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2000
6–9 Mar Society of Automotive Engineers Congress, Detroit, MI

@SAE Headquarters, 400 Commonwealth Dr., Warren-
dale, PA 15096-0001; Fax: 724-776-1830; E-mail:
congress2000@sae.org#.

17–19 May ASNE Day 2000, Arlington, VA@Andrea Zari, Meet-
ings Department, American Society of Naval Engi-
neers, 1452 Duke St., Alexandria, VA 22314-3458;
Tel.: 703-836-6727; Fax: 703-836-7491; E-mail:
azari@navalengineers.org#.

30 May–3 June 139th meeting of the Acoustical Society of America,
Atlanta, GA @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

8–10 June Synaptic Function in Hearing and Balance Symposium,
Baltimore, MD @Paul Fuchs, Tel.: 410-955-6311;
E-mail: sfhb@bme.jhu.edu#.

22–24 June Binaural Hearing, Hearing Loss & Hearing Aids, Iowa
City, IA @Rich Tyler, Tel.: 319-356-2471; E-mail:
tyler@uiowa.edu; WWW: www.medicine.uiowa.edu/
otolaryngology/news/news#.

25–26 June NIH Bioengineering Symposium—2000, Nanoscience
and Nanotechnology: Shaping Biomedical Research,
Bethesda, MD@Mark Brown, MasiMaxi Resources Inc.,
Tel.: 240-632-5618; E-mail: mbrown@masimax.com#.

13–16 July ClarinetFest 2000, Norman, OK@Dr. Keith Koons, Mu-
sic Dept., Univ. of Central Florida, P.O. Box 161354,
Orlando, FL 32816-1354; Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

4–8 December Joint Meeting: 140th meeting of the Acoustical Society
of America/NoiseCon 2000, Newport Beach, CA
@Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2001
30 April–3 May 2001 SAE Noise & Vibration Conference & Exposi-

tion, Traverse City, MI@Patti Kreh, SAE Int’l., 755 W.
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5,802,195

43.38.Fx HIGH DISPLACEMENT SOLID STATE
FERROELECTRIC LOUDSPEAKER

Curtis R. Reganet al., assignors to the United States of America—
National Aeronautics and Space Administration

1 September 1998„Class 381Õ190…; filed 11 October 1994

A dome-shaped piezoelectric diaphragm is described which can gen-
erate excursions of more than one millimeter at its apex. This is directly
coupled to a conventional loudspeaker cone assembly or planar
diaphragm.—GLA

5,802,196

43.38.Fx SPEAKER FOR RADIATING SOUND
WAVES IN ALL DIRECTIONS RELATIVE TO A
SPEAKER SUPPORTING SURFACE

Takeshi Nakamura, assignor to Murata Manufacturing Company,
Limited

1 September 1998„Class 381Õ202…; filed in Japan 14 December
1995

Hemispherical piezoelectric assembly 14 directly radiates sound up-
ward and outward. Sound energy produced at its rear surface travels through
horn throat 28 and emerges from the radial horn formed between surface 26
and a flat table or other mounting panel~not shown!. ‘‘Therefore, the sound
waves generated by this speaker are transmitted in a omni-directional man-

ner relative to an installation surface, in directions both toward and away
from the installation surface.’’ Assuming that directional response is aver-
aged over a sufficiently wide bandwidth, the assertion is probably
justified.—GLA

5,802,190

43.38.Hz LINEAR SPEAKER ARRAY

Bran Ferren, assignor to The Walt Disney Company
1 September 1998„Class 381Õ182…; filed 4 November 1994

A vertical linear array of small loudspeakers is electrically separated
into upper and lower groups driven by two signals. Speech reinforcement
is concentrated in the upper group. The lower group is driven by a signal
in which speech is substantially attenuated. This arrangement is intended
to provide more uniform sound coverage to a large group of people, many
of whom will be in the near field of the array. It is also intended to
minimize feedback when a roving microphone is brought close to the
array.—GLA

5,809,153

43.38.Hz ELECTROACOUSTICAL TRANSDUCING

J. Richard Aylward et al., assignors to Bose Corporation
15 September 1998„Class 381Õ155…; filed 4 December 1996

Small arrays of two or more loudspeakers can be driven through
simple phase-shift networks to achieve substantial directivity at low fre-
quencies. At high frequencies, the directivity of the speakers themselves is
brought into play. The patent describes every conceivable variant of this
idea in 40 illustrations, six pages of text, and 44 claims.—GLA

5,812,685

43.38.Ja NON-DIRECTIONAL SPEAKER SYSTEM
WITH POINT SOUND SOURCE

Takeshi Fujita, Yokohama, and Kenji Murata, Tokyo, both of
Japan

22 September 1998„Class 381Õ90…; filed 7 March 1996

Every ten years or so someone decides to simulate a point source by
mounting twenty or thirty loudspeakers on a spherical enclosure. The result-
ing high frequency comb filter is ignored in this patent. Instead, the inven-
tion is concerned with correcting low frequency response through the use of
digital FIR equalization, thereby correcting both amplitude and phase
irregularities.—GLA
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5,812,686

43.38.Ja DEVICE FOR ACTIVE SIMULATION OF AN
ACOUSTICAL IMPEDANCE

Maxmillian Hans Hobelsberger, Wurenlingen, Switzerland
22 September 1998„Class 381Õ96…; filed in Switzerland 24 March

1992

Although the invention can be used as a stand-alone active absorber,
this patent and the inventor’s two earlier patents are mainly concerned with
making a small sealed box behave like a much larger, or even an infinite, air
volume behind a loudspeaker. In this variant, signals from pressure trans-

ducer 4 and velocity sensor 5 are electronically combined to provide the
desired acoustic function. Partition openings 11a are stuffed with fibrous
material 11b to form a lowpass filter. The resulting pressure difference be-
tween chambers 14 and 15 is not mentioned.—GLA

5,818,942

43.38.Ja MULTIMEDIA STEREO SOUND SOURCE

Tommyca Freadman, Goshen, NY
6 October 1998„Class 381Õ24…; filed 2 November 1994

Back chambers for computer stereo speakers 10 are vented through
pipes 32 to a common chamber 30 and from there to the outside world. The

arrangement shown appears to waste almost half of the available volume.—
GLA

5,821,470

43.38.Ja BROADBAND ACOUSTICAL
TRANSMITTING SYSTEM

John D. Meyer and Paul J. Kohut, assignors to Meyer Sound
Laboratories, Incorporated

13 October 1998„Class 181Õ155…; filed 8 April 1997

Parabolic reflector 15 concentrates sound from high frequency horn 38
into a highly directional beam. Low frequency loudspeaker 57 extends the
usable bandwidth of the system down into the 125 Hz region. Fairly elabo-

rate signal processing is included to maintain smooth response and uniform
beamwidth through the crossover region.—GLA

5,821,471

43.38.Ja ACOUSTIC SYSTEM

Mark A. McCuller, Fremont, CA
13 October 1998„Class 181Õ156…; filed 30 November 1995

A loudspeaker is mounted on one end of a folded, undamped pipe. The
patent includes more than 100 illustrations of various ways in which a pipe
can be folded. In all cases, the result is ‘‘ . . . a plurality of inner openings,
for causing a selective cancellation of sounds at predetermined frequencies,
while preserving sounds at other frequencies.’’ Since some of the illustra-
tions appear to show known prior art, it is a little difficult to understand
exactly what has been patented.—GLA

5,822,441

43.38.Lc POWER AMPLIFIER ÕLOUDSPEAKER
INTERFACE

Jean-Marie DeHaeze, Chaville, France
13 October 1998„Class 381Õ94.6…; filed in France 1 December 1993

In a conventional two-way loudspeaker system, the resistance of the
connecting cable generates a certain amount of crosstalk between high- and
low-frequency filters. For this reason, high-quality loudspeakers often pro-
vide two sets of terminals to allow for bi-wiring, using separate cables for
the two sets of components. The invention takes the process one step further
by using separate return conductors for each loudspeaker and each filter
section. The patent text asserts that, although this is contrary to the tech-
niques of the art,’’ the dynamic is substantially improved, the sound is more
natural and rich, the timbre of the instruments is quite realistic.’’—GLA
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5,812,971

43.38.Vk ENHANCED JOINT STEREO CODING
METHOD USING TEMPORAL ENVELOPE SHAPING

Juergen Heinrich Herre, assignor to Lucent Technologies
Incorporated

22 September 1998„Class 704Õ230…; filed 22 March 1996

In joint stereo coding, one or more of the processing steps share infor-
mation across channels to improve the coding efficiency. In this method for
encoding stereo audio data, channel-independent high-resolution filter bank
analysis, perceptual adaptation and linear prediction of the band outputs are
followed by steps in which the cross-channel LP band coefficients are com-
pared to reduce redundancies. A single set of band coefficients is transmitted
along with channel-specific band intensity scaling information.—DLR

5,846,629

43.40.Tm CUSHIONING HANDLE WRAP FOR
ISOLATING VIBRATION

James T. Gwinn, assignor to Lord Corporation
8 December 1998„Class 428Õ68…; filed 31 May 1996

This patent describes a continuous strip of a rectangular elastomeric
body filled with foam. The strip is to be wrapped around the controls of a
vibrating source, like the steering wheel of a motorcycle or the handle of a
chain saw, in order to isolate the transmission of high frequency vibrations
from the user’s hands. This should reduce the incidence of occupational
disabilities associated with the use of these vibrating sources.—CJR

5,889,869

43.50.Ki INVISIBLE ACOUSTIC SCREEN FOR
OPEN-PLAN OFFICES AND THE LIKE

Radamis Botros and Rafik A. Goubran, assignors to Botrus
Teleconferencing & Acoustics Consulting, Limited

30 March 1999„Class 381Õ71.11…; filed in Canada 24 June 1996

The invisible screen is an active noise cancellation setup, to deal with
the signal generated by handsfree telephones, loudspeaking computer termi-
nals and such where the source location is clearly defined and localized. The
intent is to reduce sound leakage and improve acoustical privacy for neigh-
bors of offices where there are such loudspeakers.—CJR

5,817,992

43.55.Br PLANAR BINARY AMPLITUDE DIFFUSOR

Peter D’Antonio, assignor to RPG Diffusor Systems, Incorporated
6 October 1998„Class 181Õ295…; filed 5 March 1997

This latest development from this prolific inventor is a basically flat-
faced panel with a series of alternating reflective and absorptive regions
defined by a binary sequence. The combination of regions or patches results
in a combination of absorption and diffusion.—CJR

5,816,016

43.55.Dt METHOD OF INSTALLING ACOUSTICAL
PANELS IN AN ARENA

Bernard F. Zarnick, Rocky River, OH
6 October 1998„Class 52Õ747.1…; filed 11 December 1995

The installation method described in the patent relates to hanging large
acoustical panels~as big as 10 feet by 40 feet! from I-beams high up in the
ceiling of a large space. The method involves a harness and tightrope for a
worker to stand on as he works his way across the space.—CJR

5,874,161

43.55.Ev PLAIN SURFACE ACOUSTICAL
PRODUCT AND COATING THEREFOR

James D. Pape and Darryl L. Sensenig, assignors to Armstrong
World Industries, Incorporated

23 February 1999„Class 428Õ206…; filed 9 November 1995

The patent describes two configurations of decorative wall board, with
or without a laminated porous nonwoven scrim. In both cases, the basic
board underneath is a fiberboard substrate that is either perforated to make it
porous and sound absorptive, or nonperforated, in which case it is not
absorptive.—CJR

5,884,436

43.55.Nd REVERBERATION ROOM FOR
ACOUSTICAL TESTING

Gordon L. Ebbitt, assignor to Lear Corporation
23 March 1999„Class 52Õ79.4…; filed 9 May 1995

This reverberation room is an improvement over typical designs be-
cause of the shape of the room, the placement of the loudspeakers, and the
location of the windows for transmission loss measurements.—CJR

5,907,932

43.55.Ti WALL STRUCTURE HAVING ENHANCED
SOUND TRANSMISSION LOSS

Alain LeConte and Ronald Moulder, assignors to CertainTeed
Corporation

1 June 1999„Class 52Õ144…; filed 1 August 1997

A fastening device between two metal studs provides sound isolation

due to the high vibration loss across the device.—CJR
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5,815,987

43.55.Ti TURNTABLE WITH ACOUSTIC DOOR AND
WALL PANEL

Rex W. Beasley, Venice, CA
6 October 1998„Class 52Õ65…; filed 13 August 1996

Here is a turntable on which sits a small office. On the turntable is a
door and at least one wall panel that engages adjacent permanent building
structure elements, and the patent includes acoustical seals for different
configurations of the turntable.—CJR

5,812,969

43.60.Cg PROCESS FOR BALANCING THE
LOUDNESS OF DIGITALLY SAMPLED AUDIO
WAVEFORMS

Alfred D. Barber, Jr. et al., assignors to Adaptec, Incorporated
22 September 1998„Class 704Õ224…; filed 6 April 1995

When combining audio signals from multiple sources, it is often nec-
essary to adjust the loudness levels to an acceptable uniform loudness. Ac-
cording to the patent, each signal is tested to determine the maximum gain
which will avoid distortion. All signals are then adjusted such that each has
its maximal loudness set equal to the minimum of the non-distorting loud-
ness maxima.—DLR

5,820,588

43.64.Me METHOD FOR PASSING INFORMATION
BETWEEN A PATIENT’S AUDITORY CORTEX
AND A SPEECH PROCESSOR

Matthew A. Howard III, assignor to The University of Iowa
Research Foundation

13 October 1998„Class 604Õ93…; filed 9 February 1994

This is a wireless, implantable, multi-electrode prosthesis designed for
direct insertion into the primary auditory cortex of a hearing-impaired pa-
tient. As many as a few hundred contacts are spaced along a support of a

few millimeters in length. Using MRI scans as a reference, the electrode is
placed longitudinally within the tonotopical region of the auditory cortex.
An external audio processor transmits signals to the implant.—DLR

5,819,217

43.72.Ar METHOD AND SYSTEM FOR
DIFFERENTIATING BETWEEN SPEECH AND
NOISE

Vijay Rangan Raman, assignor to NYNEX Science & Technology,
Incorporated

6 October 1998„Class 704Õ233…; filed 21 December 1995

The patent describes a speech/noise/silence detector which uses a de-
cision tree frame classifier operating on measurements taken within each
speech frame. Various frame-to-frame operations include the monotone test
~energy level similarities!, the pulse test~many samples near the maximum!,
the transition deviation test~energy level change! and the speech level test
~energy above a threshold!.—DLR

5,812,970

43.72.Dv METHOD BASED ON PITCH-STRENGTH
FOR REDUCING NOISE IN PREDETERMINED
SUBBANDS OF A SPEECH SIGNAL

Joseph Chan and Masayuki Nishiguchi, assignors to Sony
Corporation

22 September 1998„Class 704Õ226…; filed in Japan 30 June 1995

This device reduces noise in a speech signal by taking a variety of
energy and other measures on spectral bands from two separate FFT analy-
ses. Speech detection and a pitch estimate are based on a type of autocor-

relation done on the spectral data. A comparison of frame-to-frame filtered
amplitudes andn-frame minima provides a phonetic measure described as a
consonant indicator.—DLR

5,819,212

43.72.Gy VOICE ENCODING METHOD AND
APPARATUS USING MODIFIED DISCRETE COSINE
TRANSFORM

Jun Matsumoto et al., assignors to Sony Corporation
6 October 1998„Class 704Õ219…; filed in Japan 26 October 1995

This variable bitrate vocoder performs a filter bank analysis, followed
by linear prediction of each spectral band. Long-term pitch prediction on
low frequency bands leaves a pitch residual, which is then transformed
using a type of discrete cosine transform. The bitrate setting adjusts various
constants such as sample rates, predictor orders and mappings of certain
bands to baseband throughout the system.—DLR
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5,812,972

43.72.Ne ADAPTIVE DECISION DIRECTED SPEECH
RECOGNITION BIAS EQUALIZATION METHOD
AND APPARATUS

Biing-Hwang Juang et al., assignors to Lucent Technologies
Incorporated

22 September 1998„Class 704Õ234…; filed 30 December 1994

This speech recognition system includes a method for adaptively
equalizing the signal spectrum at the point of phonetic feature analysis. The
adaptation is done by comparing the values of spectral-based phonetic fea-
tures following a segmentation step. The adapted features may also be re-
cycled through the segmentation step, again adjusting the equalization
vector.—DLR

5,812,974

43.72.Ne SPEECH RECOGNITION USING MIDDLE-
TO-MIDDLE CONTEXT HIDDEN MARKOV
MODELS

Charles T. Hemphill et al., assignors to Texas Instruments
Incorporated

22 September 1998„Class 704Õ256…; filed 26 March 1993

This hidden Markov model~HMM !-based speech recognition system
improves the detection of coarticulated words by training unique HMM state
sequences for each word boundary. Designed for a limited word vocabulary,

word transitions are defined from near the end of one word into the begin-
ning of the next.—DLR

5,819,220

43.72.Ne WEB TRIGGERED WORD SET BOOSTING
FOR SPEECH INTERFACES TO THE WORLD
WIDE WEB

Ramesh Sarukkai and Sekhar Sarukkai, assignors to Hewlett-
Packard Company

6 October 1998„Class 704Õ243…; filed 30 September 1996

This speech recognizer is designed for enhanced recognition of the
words which occur in a World Wide Web document. A document scan
produces a list of the words considered most likely to be spoken in the
current context. Language and acoustic models are then adjusted dynami-
cally to reflect the new word set.—DLR

5,819,221

43.72.Ne SPEECH RECOGNITION USING
CLUSTERED BETWEEN WORD AND ÕOR PHRASE
COARTICULATION

Kazuhiro Kondo et al., assignors to Texas Instruments
Incorporated

6 October 1998„Class 704Õ255…; filed 31 August 1994

This speech recognition system uses additional phonetic models added
after the standard training to model the between-word and between-phrase
coarticulated phonetic sequences. Clustering techniques are used to limit the
proliferation of phonetic models. The patent is not specific as to the type of
model to be used, although hidden Markov models are employed in the
examples given.—DLR

5,819,222

43.72.Ne TASK-CONSTRAINED CONNECTED
SPEECH RECOGNITION OF PROPAGATION OF
TOKENS ONLY IF VALID PROPAGATION
PATH IS PRESENT

Samuel Gavin Smyth and Simon Patrick Alexander Ringland,
assignors to British Telecommunications public limited company

6 October 1998„Class 704Õ256…; filed in European Patent Office 31
March 1993

The patent describes a method of backtracking control to allow opti-
mizing the search path during the operation of a speech recognition system.
As each node in a grammar network is matched against a speech feature

vector, a signature is saved which represents the quality of the match and the
progress through the network. When a phrase-final mode is matched, the
entire matching sequence is available in the signatures.—DLR

5,819,223

43.72.Ne SPEECH ADAPTATION DEVICE
SUITABLE FOR SPEECH RECOGNITION DEVICE
AND WORD SPOTTING DEVICE

Keizaburo Takagi, assignor to NEC Corporation
6 October 1998„Class 704Õ256…; filed in Japan 26 January 1995

The patent describes a speech recognition system supposedly able to
recognize speech using an arbitrary vocabulary. Vocabulary-independent
reference patterns, such as Japanese mora, are stored for a preliminary
matching pass. After the first matching pass, both the speech features and all
matched reference patterns are adapted in an attempt to improve the
match.—DLR

5,822,727

43.72.Ne METHOD FOR AUTOMATIC SPEECH
RECOGNITION IN TELEPHONY

Roger Borgan Garberg and M. Yudkowski, assignors to AT&T
Corporation

13 October 1998„Class 701Õ243…; filed 30 March 1995

The patent discloses a method of obtaining training speech data for a
template recognition system using available data such as a telephone sub-
scriber database. For example, names from a phone user’s calling list would
be synthesized using a standard text-to-speech device. The synthesized
speech would be used in a preliminary training pass for the recognizer.—
DLR
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5,822,728

43.72.Ne MULTISTAGE WORD RECOGNIZER
BASED ON RELIABLY DETECTED PHONEME
SIMILARITY REGIONS

Ted H. Applebaum and Philippe R. Morin, assignors to
Matsushita Electric Industrial Company, Limited

13 October 1998„Class 704Õ254…; filed 8 September 1995

This speech recognition system processes the acoustic feature vectors
through a sequence of matching steps. The first reference contains targets
describing the location and shape of stable peaks of phonetic similarity for
each stored word. The second stage represents each word by a prototype
consisting of phoneme targets, word duration and average training match
scores.—DLR

5,822,729

43.72.Ne FEATURE-BASED SPEECH RECOGNIZER
HAVING PROBABILISTIC LINGUISTIC
PROCESSOR PROVIDING WORD MATCHING
BASED ON THE ENTIRE SPACE OF FEATURE
VECTORS

James Robert Glass, assignor to Massachusetts Institute of
Technology

13 October 1998„Class 704Õ255…; filed 5 June 1996

Early speech recognizers typically matched each input acoustic feature
set against all stored reference features, often using clustering or other
means of reducing the reference database. Later models added a stage of
feature processing, such as segmentation or landmark analysis, reducing the
computational load by limiting the set of feature vectors at each match. This
invention restores the full set of feature vectors at each match, but may
include segmentation, landmark or other levels, retaining the advantage of
features specific to the additional levels.—DLR

5,822,730

43.72.Ne LEXICAL TREE PRE-FILTERING IN
SPEECH RECOGNITION

Robert Roth et al., assignors to Dragon Systems, Incorporated
13 October 1998„Class 704Õ255…; filed 22 August 1996

This speech recognition system has a lexical store in the form of trees,
grouping words having common initial phonetic sequences. As each feature
vector is matched, a tree search begins at the corresponding phonetic unit.

At other time points in the input stream, competing word trees may also be
started. Terminal nodes in each word group represent complete words and
signal that a word has been matched.—DLR
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Optimum and standard beam widths for numerical modeling
of interface scattering problems

Ralph A. Stephena)

Woods Hole Oceanographic Institution, Woods Hole, Massachusetts 02543

~Received 19 October 1998; revised 26 October 1999; accepted 16 November 1999!

Gaussian beams provide a useful insonifying field for surface or interface scattering problems such
as encountered in electromagnetics, acoustics and seismology. Gaussian beams have these
advantages:~i! They give a finite size for the scattering region on the interface.~ii ! The incident
energy is restricted to a small range of grazing angles.~iii ! They do not have side lobes.~iv! They
have a convenient mathematical expression. The major disadvantages are:~i! Insonification of an
interface is nonuniform. The scattered field will depend on the location of the scatterers within the
beam.~ii ! The beams spread, so that propagation becomes an integral component of the scattering
problem. A standard beam parameterization is proposed which keeps propagation effects uniform
among various models so that the effects of scattering only can be compared. In continuous wave
problems, for a given angle of incidence and incident amplitude threshold, there will be an optimum
Gaussian beam which keeps the insonified area as small as possible. For numerical solutions of
pulse beams, these standard parameters provide an estimate of the smallest truncated domain
necessary for a physically meaningful result. ©2000 Acoustical Society of America.
@S0001-4966~00!05202-4#

PACS numbers: 43.20.Bi, 43.20.Fn, 43.30.Gv, 43.30.Hw@ANN#

INSONIFYING FIELDS FOR SCATTERING PROBLEMS

Many representations of scattering functions are based
on the notion of an incident plane wave~Bass and Fuks,
1979; Beckman and Spizzichino, 1963; Felsen and Marcu-
vitz, 1973; Ishimaru, 1978; Ogilvy, 1991!. To avoid edge
effects at non-normal angles of incidence and to localize the
scattering area on the interface, however, some form of ta-
pering at the edges of the plane wave is often employed in
theoretical approaches~Pott and Harris, 1984; Thorsos,
1988; Zeroug and Felsen, 1994, for example!, numerical ap-
proaches~Hastingset al., 1995; Jensen and Schmidt, 1987;
Stephen and Swift, 1994; for example! and in laboratory ex-
periments ~Breazealeet al., 1977; Chimentiet al., 1994;
Muir et al., 1979, for example!. In numerical scattering for-
mulations, particularly, it is important to minimize the in-
sonified area to keep computer memory and computation
times as small as possible. In this paper we use the Gaussian
beam description given by Cˇ ervenýet al. ~1982! to predict
the minimum width of a two-dimensional continuous wave
~cw! beam for a given grazing angle and incident amplitude
threshold. Since in numerical solutions to wave scattering
and propagation problems it is advantageous to keep the
computational domain as small as possible, the ‘‘minimum’’
width beams are considered ‘‘optimum.’’ An extension of
this parameterization to pulse beams leads to a definition of
standard beams for validity testing and benchmark models.

The concept of an infinite plane wave as the incident
field originates from Fresnel reflection coefficient theory
~Jackson, 1975, Sec. 7.3! in electromagnetics, and similar
treatments for plane wave reflection coefficients in acoustics
~Pierce, 1989, Sec. 3.6! and seismology~Aki and Richards,
1980, Sec. 5.2!. In these cases, semi-infinite plane waves are

incident on infinite planar surfaces separating semi-infinite
half-spaces. When coupled with the plane or cylindrical
wave decomposition of a point source~Aki and Richards,
1980, Chap. 6; Sommerfeld, 1909; Von Weyl, 1919!, the
reflection coefficients can be used to solve the problem of a
point source over a planar interface separating two semi-
infinite media. In seismology these are referred to as Lamb’s
problems ~Lamb, 1904!. All of these problems are well
posed notions completely consistent with the wave equa-
tions. The propagation and scattering~reflection and trans-
mission! are both correct simultaneously. The solutions are
exact and they lead to a number of convenient and powerful
concepts in wave theory such as wave number vector decom-
positions.

However, problems arise when truncating the time and
space domains. The integral transforms can no longer be
evaluated to infinity and the convenient concepts only apply
approximately over certain bandwidths or in given spatial
domains. Scattering problems from surface roughness and
volume heterogeneities introduce ‘‘length scales’’ to the
problem which are not present in the problems of Fresnel,
Lamb, Weyl, and Sommerfeld. In stratified media or in the
geometrical optics~high frequency! limit, the introduction of
a length scale is not a problem if one is careful in defining
the bandwidth and the smoothness~wave number content! of
the medium. In scattering theory for infinite surfaces with
small stochastic roughness or for infinite surfaces with peri-
odic discrete scatterers, it is still valid to consider incident
and scattered semi-infinite plane waves. If the domain is
truncated, however, either explicitly by tapering the incident
field ~Thorsos, 1988, for example! or implicitly by adding a
single discrete scattering element on the interface, semi-
infinite plane waves are no longer well posed. It is at this
point that the trade-off between angle resolution and spatial
resolution is introduced if one wants to do both the propaga-a!Electronic mail: rstephen@whoi.edu
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tion and scattering problems simultaneously. Large domains
permit small angle spread and small domains require larger
angle spread. Gaussian beams provide a mechanism to ad-
dress this trade-off quantitatively.

This study has been motivated by the computational ne-
cessity, in time-domain numerical solutions to wave equa-
tions, to keep the spatial and temporal domains as small as
possible. Spatial domains of only a few hundred wavelengths
on a side in two-dimensional problems or only a few tens of
wavelengths on a side for three-dimensional problems chal-
lenge even the fastest and largest computers. It is tempting to
use spatial domains that are so small or have such a narrow
aspect ratio that even results for homogeneous media will not
be valid.

As an example, consider propagation in a homogeneous,
two-dimensional medium~Fig. 1!. Figure 1~a! is an example
similar to acoustic well logging problems. The incident field
is a vertically propagating plane wave, but in an effort to
minimize the computational domain absorbing boundaries
are placed close together and parallel to the propagation di-
rection. In this case energy diffracts from the edges of the
plane wave into the absorbing regions on either side. After
propagating a short distance, the planar wave front inside the
domain no longer agrees with the intended solution of an
infinite plane wave. This problem is closely related to the
radiated field from a vibrating piston~Pierce, 1989, Chap. 5!.
Figure 1~b! is an example similar to many problems in con-
trolled source or earthquake modeling. It shows a point
source in homogeneous media where the domain has been
truncated by absorbing boundaries parallel to the propagation
direction of interest. This is often done in an effort to mini-
mize the computational domain. In this problem, energy also
diffracts into the absorbing boundaries, and the solutions for
even homogeneous media will be incorrect. Although these
examples are trivial, similar but less obvious effects occur in
many applications where the medium is more complex.

I. GAUSSIAN BEAMS

Gaussian beams are a useful way to restrict the angular
~or horizontal wave number! content of the incident field
while keeping the interaction localized on the surface~Čer-
venýet al., 1982; Chimentiet al., 1994; Felsen, 1976!. How-
ever, by truncating a plane wave the additional complexity of
beam spreading~Huygen’s principle! must be considered.
This introduces propagation issues into scattering problems.

In this paper we are interested in actual Gaussian beams
in homogeneous media which can be used as insonifying
fields for scattering problems~Bertoni and Tamir, 1973;
Choi and Harris, 1989; Felsen, 1976; Jensen and Schmidt,
1987; Zeroug and Felsen, 1994, for example!. There is ex-
tensive literature on the Gaussian beam summation method
for computing wave fields from point and line sources in
inhomogeneous media~Červenýet al., 1982; Georgeet al.,
1987; Klimeš, 1989; Nowack and Aki, 1984; Weber, 1988;
White et al., 1987, for example!. The Gaussian beam sum-
mation method is not being addressed here. Rather we con-
sider Gaussian beams as a physical reality.

Assume that the medium is homogeneous and that we
are in a two-dimensional Cartesian coordinate system. For a
beam waist centered at (xp ,zp) with a half-width at the waist
of LM , and an angle of incidencea, the pressure at~x,z! is
given by ~Červenýet al., 1982!,

F~x,z!5AA2pLM

s1e
exp$2p i @s1n2/~2~s1e!!#%,

where

e52 ipLM
2 ,

s5~x2xp!sin~a!1~z2zp!cos~a!,

n5~x2xp!cos~a!2~z2zp!sin~a!. ~1!

This is an asymptotic solution to the time harmonic, two-
dimensional parabolic wave equation, obtained using a para-
bolic approximation to the wave equation about the beam
axis. The beam coordinates are~s, n!, wheres is the propa-
gation distance from the beam waist andn is the direction
normal to the beam axis~Fig. 2!. All distances are in terms
of wavelengths. The normalized power, the area underuFu2

as a function of wavelength across the beam, is unity. IfF is
pressure~in Pascals!, r is density ~in kg/m3! and f is fre-
quency~in Hertz!, then the power in the beam~in Watts! is

P5
1

r f E uFu2dn5
1

r f
. ~2!

An equation similar to Eq.~1!, with differences in the phase
and amplitude normalization, can also be derived using the
complex source point method~Zeroug and Felsen, 1994!.

In ray coordinates, Eq.~1! can be rewritten as

F~s,n!5AA2pLM

s2 ipLM
2 expH 2p i @s1n2K~s!#2

n2

L2~s!J ,

where

FIG. 1. In some numerical solutions to wave equations, such as time-
domain finite-differences, it is necessary to make the computational domain
in space as small as possible. This is accomplished by adding absorbing
regions~hashed! around the spatial domain of interest. The examples in~a!
and~b! show a truncated plane wave and a point source, respectively, propa-
gating in a homogeneous medium. Because of diffraction of energy into the
absorbing region, neither of these examples correctly portrays propagation
in infinite, homogeneous media. Similar but less obvious effects occur in
many applications where the medium is more complex. As an alternative to
plane waves and point sources, Gaussian beams provide a convenient and
useful incident field in these cases of dramatically truncated domains.
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K~s!5
s

2@s21~pLM
2 !2#

,

L~s!5ALM
2 1S 1

pLM
D 2

s2. ~3!

K(s) controls the divergence of the beam energy or curva-
ture of the surfaces of constant phase. The profile of the
beam is Gaussian with an ‘‘effective half-width,’’L(s). This
is the half-width to the point where the amplitude decreases
to e21 of the value which occurs at the beam axis. The
functionL(s) defines the beam envelope as a half-width and
is hyperbolic. If the beam envelope is defined by an absolute
amplitude, however, there is a small additional factor to ac-
count for the change in amplitude along the beam axis. The
amplitude of the beam is

a~s,n!5A A2pLM

As21~pLm
2 !2

expH 2
n2

L2~s!J . ~4!

The power on lines normal to the beam is constant and the
amplitude on the beam axis,a(s,0), is related to the half-
width, L(s), by

a2~s,0!L~s!5A2

p
. ~5!

For a given path length,Smax, in homogeneous media there
is an initial beam half-width,LM

opt, which will yield the nar-
rowest beam, as defined by half-width

LM
opt5ASmax/p. ~6a!

The corresponding half-width atSmax is

L~Smax!5A2Smax/p. ~6b!

Gaussian beams are a convenient incident field for interface
scattering problems because they have such a simple analytic
expression for the beam divergence and they have a predict-
able minimum width for a given propagation distance. For
initial beam half-widths less thanLM

opt, the beam spreads
more, so that the half-width atSmax is greater than
A2Smax/p. For initial beam half-widths greater thanLM

opt, the
beam spreads less but the resultant half-width atSmax is still
greater thanA2Smax/p.

Bessel beams have many of the same advantages as
Gaussian beams and, in addition, they are diffraction-free
and do not spread~Durnin and Miceli, 1988!. The major
disadvantage of Bessel beams for interface scattering prob-
lems is that they have multiple lobes and zeros within the
beam. Insonification across the beam footprint is dramati-
cally nonuniform.

Felsen and coauthors~Chimenti et al., 1994; Felsen,
1984; Zeroug and Felsen, 1992! use the complex source
point ~CSP! method to generate beams which are close ap-
proximations to plane waves with a Gaussian profile when
the Fresnel length@pLM

2 in Eq. ~1!# is greater than a wave-
length. The beam is constructed by interference of evanes-
cent~inhomogeneous! plane waves. Their approach has been
applied to the study of reflection of Gaussian beams from
fluid loaded elastic structures~Chimentiet al., 1994! and the
coupling of beams to leaky modes~Zeroug and Felsen,
1994!. Good agreement between the CSP method and labo-
ratory observations was obtained~Chimentiet al., 1994!.

A number of investigators have used bounded beams to
study reflection and refraction at planar fluid-solid interfaces
~Bertoni and Tamir, 1973; Breazealeet al., 1977; Pott and

FIG. 2. ~a! The optimum Gaussian beam for surface scattering problems is
defined on the notion that the beam will spread as it propagates across a flat
virtual interface at the mean level of the surface. Optimum beam parameters
are constrained by the grazing angle and the incident amplitude threshold.
The incident amplitude threshold is the maximum acceptable incident am-
plitude at the edges of the scattering region and is chosen based on an
acceptable level of artifacts from edge effects. The minimum half-width
occurs at the beam waist. The origin is defined as the intersection of the
beam axis and the virtual interface. The center of the beam waist is located
at (xp ,zp). The footprint size is the distance along the virtual interface
between the lower and upper incident amplitude threshold points.~b! To
compute parameters for the optimum beam it is convenient to work in beam
coordinates~s,n!. Two parameters that define the shape of the beam are the
incident amplitude threshold,aT, and the propagation distance,Smax. From
these one can compute the half-width at the beam waist,L(0), thesize of
the footprint on the virtual interface,f, and the ‘‘nominal’’ angle of inci-
dence,c. By the inverse coordinate transform in Eq.~1! one can also locate
the beam waist in~x,z! coordinates, (xp ,zp). ~c! The locus of points which
have an amplitudeaT is shown in beam coordinates.
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Harris, 1984, for example!. Deterministic scattering of
bounded beams from rough seafloors has been discussed by
Stephen and Swift~1994!, from volume heterogeneities be-
low a fluid-solid boundary by Swift and Stephen~1994!, and
from a rough sea surface by Thorsos~1996!, Stephen~1996!
and Hastingset al. ~1997!. In this paper we propose a stan-
dard beam configuration for all types of interface and surface
scattering problems including flat interfaces between homo-
geneous media, interfaces with volume heterogeneity in the
lower medium, interfaces with fine scale roughness and in-
terfaces with discrete scatterers.

II. THE ‘‘OPTIMUM’’ GAUSSIAN BEAM

When applying Gaussian beams to interface scattering
problems it is desirable to minimize the footprint on the in-
terface while keeping the half-width of the beam, the ampli-
tude of the incident field, and the angle of incidence as con-
stant as possible across the footprint. The ‘‘optimum’’
Gaussian beam is defined by considering propagation in a
homogeneous medium with the beam incident on a virtual
interface normal to thez axis in a Cartesian coordinate sys-
tem @Fig. 2~a!#. The virtual interface is transparent to the
optimum beam. The virtual interface, however, specifies the
location of the mean surface for actual scattering problems
and is the reference for defining the beam parameters.

We choose the origin in~x,z! coordinates to be at the
intersection of the axis of the beam and the virtual interface.
The beam axis intersects the virtual interface with the nomi-
nal grazing angle,c. Since the beam diverges as it propa-
gates across the virtual interface@because of the curvature
factor K(s) in Eq. ~3!#, the actual grazing angle@defined in
this context as the inverse cosine of the slope of the phase
curve in cycles per wavelength~Stephen, 1996!# varies with
range along the interface.

For a given angle of incidence and a given incident am-
plitude threshold, the optimum Gaussian beam will minimize
the insonified area, or footprint, on the virtual surface. The
incident amplitude threshold,aT , is the largest incident am-
plitude that is acceptable at the end of the tapers on the left
and right edges of the scattering region@Fig. 2~a!#. It can be
expressed in decibels down from a reference amplitude,

ÂT520 log10~ âT!520 log10S aT

a~0,0! D . ~7!

For a reference amplitude we choose the peak amplitude at
the beam waist,a(0,0), which in homogeneous media is the
largest amplitude in the problem.~In this paper we use log10

to indicate logarithms to the base 10 and log to indicate
natural logarithms.! As the beam propagates along its axis
from the waist, its half-width,L(s), increases and its on-axis
amplitude,a(s,0), decreases according to Eqs.~3! and ~5!.
The normalized amplitude,â, can be expressed in terms of
the waist half-width only,

â~s,n!5A pLM
2

As21~pLM
2 !2

expH 2n2

L2~s!
J ,

L2~s!5LM
2 1S 1

pLM
D 2

s2. ~8!

The beam half-width from the axis to the normalized ampli-
tude â is

n~s!56S LM
2 1S s

pLM
D 2D 1/2F2 log~ â!

2 logSAAs21~pLM
2 !2

pLM
2

D G 1/2

. ~9!

The first expression on the right side represents the hyper-
bolic spreading of the beam half-width corresponding to an
amplitude of 1/e. The first term in the square brackets modi-
fies the 1/e half-width to the half-width at the normalized
amplitude. The second term in square brackets allows for the
decay in amplitude along the beam axis. For a fixed distance,
s, the term in square brackets varies much more slowly with
respect to the waist half-width, than the preceding hyperbolic
spreading term. The waist half-width which gives the nar-
rowest beam in terms of half-width@Eq. ~6!# also gives the
narrowest beam in terms of constant amplitude. The beam
half-width to the normalized amplitude can then be ex-
pressed as a function of the propagation distance,Smax,

n~s!56S Smax
2 1s2

pSmax
D 1/2F2 logS âAASmax

2 1s2

Smax

D G 1/2

.

~10!

To compute parameters for the optimum beam it is con-
venient to work in beam coordinates,~s,n! @Fig. 2~b!#. The
beam shape is defined by the locus of points at the amplitude
threshold,âT . The beam half-width, from the axis to the
amplitude threshold, isnT(s). The angle that the beam axis
makes with the virtual interface is the grazing angle,c. The
initial and final beam half-widths,nT(0) andnT(Smax), are

nT~0!56ASmax

p
~2 log âT!,

~11!

nT~Smax!56A2Smax

p
~2 log âT2 logA4 2!.

Now tan c is the sum of these initial and final beam half-
widths divided by the propagation distance,Smax @Fig. 2~c!#.
So for a given grazing angle and a given incident amplitude
threshold, the propagation distance for the optimum Gauss-
ian beam can be obtained,

Smax5

FA2 log âT1A2~2 log âT2 logA4 2!G2

p tan2 c
. ~12!

OnceSmax is determined, the waist half-width is obtained by
~6! and the beam shape is defined by~3!. The footprint on the
virtual interface,f, is

f 5
Smax

cosc
. ~13!

1098 1098J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 R. A. Stephen: Optimum beam widths



The center of the beam waist in~x,z! coordinates, (xp ,zp) is

xp52nT~0!
cosc

tanc
, zp52nT~0!cosc, ~14!

Footprint sizes as functions of grazing angle for the op-
timum Gaussian beams are shown in Fig. 3 for incident am-
plitude thresholds of220 and240 dB. For thresholds less
than 220 dB, footprints greater than 130 wavelengths are
necessary for grazing angles less than about 10°. For thresh-
olds greater than240 dB, at grazing angles near 50° the
footprints drop below about 10 wavelengths. At grazing
angles greater than 50° there will be criteria other than beam
spreading which control the footprint size. For example, one
needs a footprint sufficiently large that there will be enough
scattering elements to adequately represent a particular phe-
nomenon. Since angle spread increases with decreasing
beam waist widths, defining beams in terms of grazing angle
and acceptable angle spread may be more useful.

III. EXAMPLES AND DISCUSSION

As an example of an optimum Gaussian beam, consider
a 400 Hz beam insonifying a surface at 10° grazing angle in
water~velocity of 1500 m/s, density of 1000 kg/m3! ~Fig. 4!.
This is similar to the incident field used in Test Case 1 of
Thorsos ~1996! which was generated by a vertical array.
Gaussian beams for Test Case 1 are also discussed in
Stephen~1996!. Figure 5 shows the projection of the incident
optimum Gaussian beam on the surface for an incident am-
plitude threshold of240 dB. The footprint size is 1023 m

~273 wavelengths! compared to the 750 m~200 wavelengths!
footprint used in Test Case 1. Figure 6 shows the corre-
sponding grazing angle across the surface. Even though the
nominal grazing angle was 10°, the actual grazing angle var-
ies from about 7 to 10.5°. The angle spread for the optimum
Gaussian beam of 3.5° is narrower by about 1° than the angle
spread for the beam used in Test Case 1. The waist half-
width of the optimum beam is 34.68 m and is considerably
wider than the half-width of the vertical taper used in Test
Case 1, 27.55 m. The depth of the midpoint of the waist is
also deeper, 73.30 compared to 66.12 m.@The ‘‘optimum
Gaussian beam’’ discussed in Stephen~1996! was based on
slant range, rather than the amplitude threshold criteria de-
fined in Eq.~12!. This gave a more meaningful comparison
with the other beams discussed in that paper but was not as
rigorous in terms of incident amplitude constraints.#

In some formulations of the scattering problem~Hast-
ings et al., 1995; Thorsos, 1988, for example!, the incident
field is ‘‘layed-down’’ on the scattering surface, rather than
propagating the incident field up to the scattering surface.
The scattered fields are compared with theoretical results for
incident plane waves. Gaussian tapers, however, are used on
the mean scattering surface to truncate the domain, and the
incident field in the medium adjacent to the scattering sur-
face is undefined and could be quite complicated. Compari-
son with results from other methods, where it is impractical
to ‘‘lay-down’’ the incident field, would be difficult. In these
formulations, the optimum Gaussian beams defined here
would provide useful incident fields with simple and well-

FIG. 3. Footprint sizes are shown as a function of graz-
ing angle for amplitude threshold values of220 and
240 dB. Using minimum footprints is particularly im-
portant at low grazing angles where the footprint size
exceeds 100 wavelengths. At higher grazing angles,
where the optimum footprint size goes to zero, other
issues may constrain the footprint size. For example, it
may be necessary to have a sufficiently large number of
scattering elements on the interface to adequately rep-
resent the statistical distribution of scatterers. Since
angle spread increases with decreasing beam waist
widths, defining the beam in terms of grazing angle and
acceptable angle spread may be more useful.

FIG. 4. As an example of an optimum beam calcula-
tion, consider a 400 Hz beam insonifying a free surface
at 10° grazing angle in water~velocity of 1500 m/s,
density of 1000 kg/m3!.
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defined propagation characteristics. In one example, Hast-
ings et al. ~1995! for a rough sea surface with a grazing
angle of 10° used a footprint of 180 wavelengths and a half-
width for the Gaussian taper of 40 wavelengths. The opti-
mum Gaussian beam with an incident amplitude threshold of
236 dB has a footprint of 245 wavelengths and the profile
on the footprint has a half-width of about 54 wavelengths. It
is beyond the scope of this paper to investigate the numerical
implications of using optimum Gaussian beams in these
methods, but it would be worth considering them. The opti-
mum beam profile could be used in these calculations with
very little additional computational effort. In addition to hav-
ing the propagation of the incident field well defined, the
angle spread over the footprint would also be well defined. In
this case it is less than 3.5°.

In a third example, Stephen and Swift~1994! use a
Gaussian pulse-beam as the insonifying field for seafloor
scattering problems in a Numerical Scattering Chamber us-
ing time-domain finite-differences. Their footprint calcula-
tions assume a uniform ‘‘channel width,’’ rather than a mini-
mum incident amplitude threshold. The optimum Gaussian
beam, based on the peak frequency in pressure, for a grazing
angle of 15° and an incident amplitude threshold of220 dB,
would have a waist half-width of 4.25 wavelengths located at
~223.27,26.24!. The footprint would be only 58.9 wave-
lengths compared to the 72 wavelengths used in the earlier
study. The depth of the computational domain would not
change appreciably, but there would be a reduction in the
length by 20% and computational time would be reduced by
35% for the same problem. The divergence, caused by the

FIG. 5. The optimum beam projection on the interface
for the example shown in Fig. 4 has a footprint of over
1000 m for an incident threshold value of240 dB. If
beam spreading were ignored and geometrical optics
was used to project the beam, the footprint size would
be only 750 m. The projection of the Gaussian beam on
the horizontal surface is asymmetrical because of beam
spreading.

FIG. 6. Grazing angles for the optimum Gaussian beam
in Fig. 4, with a nominal grazing angle of 10°, actually
vary from about 7.0 to 10.5°. Narrower angle ranges
~less diffraction! can be obtained by using wider foot-
prints.
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curvature of the phase fronts, of the optimum Gaussian beam
would be about 5°.

In a Gaussian pulse-beam the various frequency compo-
nents of the beam will spread at different rates. For the same
initial half-width and propagation distance~in meters, not
wavelengths!, lower frequency beams will spread more.
Table I shows half-widths and normalized amplitude thresh-
olds at the peak frequency and upper and lower half-power
frequencies for the time wavelet used in Stephen and Swift
~1994!. The table assumes a peak frequency of 10 Hz and a
propagation velocity of 1500 m/s. At the lower half-power
frequency the beam has spread 25% more, and the threshold
amplitude at@Smax,nT(Smax)# is 37% greater than at the peak
frequency. If these discrepancies are judged to be significant,
a more conservative value of the incident amplitude thresh-
old should be used in the beam design.

By considering Gaussian beams as the incident field, we
gain some insight into the problem of backscatter in the limit
as grazing angle goes to zero. It is challenging to imagine a
plane wave incident on an interface at 0° grazing angle. It is
quite natural, however, to consider a Gaussian beam, such as
in Fig. 2~c!, propagating at 0° just above an interface with a
particular incident amplitude threshold. The optimum beam
notion, discussed above, would not apply, but the incident
field into the interface would consist solely of diffracted en-
ergy from beam spreading. The insonified length between
incident amplitude thresholds would still be bounded be-
cause of decay in amplitude along the beam axis. Scattering
elements, either roughness on the interface or sub-bottom
heterogeneity, would scatter a finite amount of energy back
into the upper medium in all directions.

Although in this paper we considered Gaussian beams in
two-dimensional media, a similar approach can be taken to
obtain optimum beams for interface scattering problems in
three dimensions using the formulas for three-dimensional
Gaussian beams~Červený, 1985, Sec. 9; Pott and Harris,
1984; Wang and Waltham, 1995; Zeroug and Felsen, 1994,
for example!.

IV. CONCLUSIONS

In applying cw Gaussian beams to seafloor scattering
problems there are optimum beam parameters which mini-
mize the size of the scattering region on the interface. For a
given footprint size, these optimum Gaussian beams have the
most uniform half-width and the least angle spread across the
footprint. The optimum beam parameters are constrained by
the angle of incidence and the incident amplitude threshold.
In finite bandwidth, pulse-beam problems, standard beams

can be defined by applying the optimum beam parameters at
the peak or center frequencies. By using optimum Gaussian
beams investigators can minimize and standardize the propa-
gation effects in beam scattering problems.
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A boundary that sustains a negligible specular reflection
coefficient over a wide frequency band
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In a previous paper the authors analyzed and discussed the specular reflection coefficient of a plane
boundary comprised of a plate, a compliant layer, and a fluid. The analysis showed that a negligible
specular reflection coefficient may be derived provided specific resonance conditions are met. The
resonance of concern is that between the surface mass of the plate and the surface stiffness of the
compliant layer. The conditions of resonance included the value that must be assigned to the loss
factor in the compliant layer. In the present paper, an attempt is made to determine the conditions
that must be placed on the surface stiffness of the compliant layer in order to increase the frequency
range over which a negligible specular reflection coefficient may be maintained. The tolerances in
these conditions are also estimated. ©2000 Acoustical Society of America.
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2)2( f̄ Z̄g)u2 a positive definite and dimension-
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3@cos(u)/Ec# dependent on the normalized fre-
quency (v/vc) and on the angle
of incidence~u!

c the speed of sound in the fluid
( f )215(K/K12) the surface stiffness modification

parameter of the compliant layer
( f̄ )215(v0 /v)2( f )21 the surface stiffness modification

factor of the compliant layer
g5(11h2

2)(uku/kp)n the normalized surface stiffness
impedance of the panel

K the surface stiffness of the com-
pliant layer

K12 a constant~independent of$k,v%!
surface stiffness

kp the free wave number in the
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25(vvc /c2)
k5$k,ky% the wave vector variable
$k,v% the spectral vector variable
(k3

21uku2)5(v/c)2 is a statement of the wave equa-
tion in the fluid; k̄35(k3c/v)

M25M (11h2
2) the surface mass of the panel;

M̄25@M2 /(rc)#
( iv)M the surface mass impedance of the
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n the flexural index;n52 a mem-

brane,n54 a plate
R(k,v) the specular reflection coefficient

of the boundary
Z(k,v) the mechanical surface impedance

of the boundary; Z̄(kv)
5@Z(kv)/(rc)#5Z̄R(kv)
1 i Z̄ I(kv)

Z1(k,v)5(rc)( k̄3)21 the surface impedance of the fluid
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Z12(k,v) surface impedance of the com-
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g5(ukuc/v) the normalized wave number vari-
able; g,1 defines the supersonic
spectral range; andg.1 defines
the subsonic spectral range

D designates an elemental variation
in the quantity on which it oper-
ates

E degree of smallness;uEu!1
E2 (11h2

2)21Ec5the fluid loading
parameter; E25(vcM̄2)21 and
Ec5(vcM̄ )21

h5h21ghp the loss factor in the isotropic
panel; h2 is the mass attributed
loss factor and (ghp) is the stiff-
ness attributed loss factor

h12 the loss factor in the compliant
layer

$u,f% the angular vector of incidence
r the density of the fluid
(rc) the characteristic impedance of

the fluid
v05(K12/M )1/2 the resonance frequency;v0

2

5v1
2(11h2

2)
vc the critical frequency in the iso-

tropic panel
@¯#0 encloses a quantity that is evalu-

ated for a negligible specular re-
flection coefficient
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INTRODUCTION

The achievement of several noise control goals relies on
the presence of a resonance. For example, a negligible specu-
lar reflection coefficient of a plane boundary may be
achieved if the incident pressure wave perceives a matching
surface impedance in the mechanical boundary.1 Another ex-
ample is the achievement of vibration reduction by a reso-
nant sprung mass~a dynamic absorber! placed on a machin-
ery piece that excessively vibrates at the sprung-mass
resonance frequency.2–4 In these examples and others, the
operation of the noise control devices are largely effective at
and in the immediate vicinity of the resonance frequency.
This paper deals largely with a noise control device that ren-
ders negligible the specular reflection coefficient of a bound-
ary. Since the surface impedance of the fluid is real, to match
this fluid surface impedance the mechanical surface imped-
ance of the boundary also needs to be real. The fluid surface
impedance is that pertaining to an incident propagating pres-
sure wave. To render the mechanical surface impedance of
the boundary real, a resonance may be employed; at reso-
nance, the surface impedance of the boundary is real. More-
over, the magnitude of that real surface impedance is in-
versely proportional to the loss factor associated with the
boundary. To achieve a matching surface impedance with
that pertaining to the incident pressure wave, the loss factor
needs to assume a specific value. However, when the inci-
dent pressure wave enters the boundary, its initial vision of
an endless propagation, into an apparent infinite fluid me-
dium is shattered. It transpires that the specific value of the
loss factor in the resonant boundary is just right for effi-
ciently dissipating the incident pressure wave before it can
re-emerge into the fluid. In this manner, a resonating bound-
ary, with the right loss factor, may possess a negligible
specular reflection coefficient. The conditions that bestow a
resonant boundary with a surface impedance matching the
fluid surface impedance, are enumerated and discussed in
Ref. 1. Also discussed, in that reference, are the sensitivities
of these conditions when the demand for achieving a strictly
negligible specular reflection coefficient is relaxed. A brief
account of the conditions and their sensitivities under these
circumstances is included herein, which may help to intro-
duce the wider scope of the present paper.

Noise control devices, that rely on a resonance for
achieving a desired goal, are largely effective only in the
immediate vicinity of the resonance frequency. Means to ex-
tend the operational frequency band of these resonant de-
vices are constantly sought.3–14 An obvious extension is one
in which a series of adjacent and appropriately tailored reso-
nances are designed into the device with associated loss fac-
tors that obey the ‘‘modal overlap’’ condition.5–13 Although
such an extension is obvious, implementation is not always
that straightforward. Indeed, in certain situations implemen-
tation may not even be physically realizable.10–13,15It may be
useful, nonetheless, to suspend the question of realization
and examine the analytical implications involved in such an
extension, employing a simple generic device. With the no-
table exception of Ref. 15, most of the references just quoted
relate to the analysis of structural fuzzies and, as such, they
are only obliquely relevant to the present paper.6 As already

mentioned, the subject of interest herein is the analysis of a
noise control device that renders negligible the specular re-
flection coefficient of a boundary. Of particular interest is the
sustenance of this quality of the boundary over a wider fre-
quency band as well as a wider angular incidence.15,16 The
conditions that sustain a negligible specular reflection coef-
ficient over a wide frequency band and the sensitivities of
these conditions to variations in the material properties of a
generic boundary are detailed in this paper. The generic
boundary is to be composed merely of a compliant layer
facing a compressible fluid and backed by a thin plate1 @cf.
Figs. 1 and 2~a!#. The compliant layer is backed by the thin
plate only. In this case the mechanism for achieving a wide
frequency band is associated with designing the surface stiff-
ness of the compliant layer to be frequency dependent. The
analysis of this frequency dependence allows one to demon-
strate, in a straightforward manner, the conditions, and the
tolerances on these conditions, that need to be satisfied in
order to achieve the desired boundary. Although this ap-
proach is of limited scope, it addresses questions that are
relevant to any other attempt to achieve a boundary of neg-
ligible specular reflection coefficient over a wide frequency
band.

I. A NEGLIGIBLE SPECULAR REFLECTION
COEFFICIENT FOR A BOUNDARY FACING A SEMI-
INFINITE FLUID ATOP

The specular reflection coefficientR(k,v) of a plane
surface that interfaces with a semi-infinite fluid atop and that
possesses a uniform mechanical surface impedanceZ(k,v),
is familiarly given by

R~k,v!5@Z~k,v!2Z1~k,v!#@Z~k,v!1Z1~k,v!#21,

k5$k,ky%, ~1!

whereZ1(k,v) is the surface impedance of the fluid on the
plane,~k! is the wave-vector variable in the plane, and~v! is
the frequency variable; see Fig. 1.1,17 The surface impedance
of the fluid on that plane is expressed in the form

Z1~k,v!5~rc/ k̄3!, ~2a!

FIG. 1. Incidence and specular reflection as defined by the angular vector
$u,f%. The velocityV1(k,v) is on the interface of the boundary and the top
fluid. The surface impedanceZ1(k,v) is that of the top fluid andZ2(k,v) is
the surface impedance of the basic boundary; e.g., a backing plate.
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k̄3~k,v!5~12g2!1/2U~12g2!2 i ~g221!1/2U~g221!,

g5~ ukuc/v!, ~2b!

where~r! and ~c! are the density and speed of sound in the
fluid, respectively,U is the step function, and$k,v% defines
the incidence on and the specular reflection from the plane
boundary; again, see Fig. 1.1,17 From Eqs.~1! and ~2a! one
obtains

R~k,v!5@ Z̄~k,v!k̄321#@ Z̄~k,v!k̄311#21,
~3!

Z̄~k,v!5@Z~k,v!/~rc!#.

The normalized surface impedanceZ̄(k,v) is a complex
quantity that can be expressed in the form

Z̄~k,v!5Z̄R~k,v!1 i Z̄ I~k,v!, ~4!

where Z̄R and Z̄I are real quantities and for the structural
system to be stable it requires that

Z̄R~k,v!1Re$~ k̄3!21%.0. ~5!

In this connection it is observed, from Eq.~2b!, that the
normalized surface impedance (k̄3)21 of the fluid on the
plane is either wholly real or wholly imaginary.17 A real
( k̄3)21 defines the supersonic spectral range; i.e., the range
g,1, and an imaginary (k̄3)21 defines the subsonic spectral
range, i.e., the rangeg.1. In the vicinity ofg51, u( k̄3)21u is
large, atg51, u( k̄3)21u is singularly large. A propagating
incidence is commensurate with a normalized surface fluid
impedance that is wholly real and, therefore, may be cast in
the form

@ Z̄1~k,v!#215 k̄3~k,v!5cosu,

g,1, 0<u,~p/2!, ~6a!

~kc/v!5$sin~u!cos~f!, sin~u!sin~f!%, ~6b!

where$u, f% is the angular vector of incidence; see Fig. 1.17

To obtain a substantially negligible specular reflection coef-
ficient; namely,

R~k,v!5~E/A2!@11E1~E2/2!#2~1/2!, uEu!1, ~7!

the following conditions need to be satisfied simultaneously:

Z̄R~k,v!cos~u!5~11E!, Z̄I~k,v!cos~u!5E, g,1, ~8!

where the smallness ofuEu, as compared with unity, is yet to
be specified. The conditions just stated in Eq.~8! may be
satisfied were the mechanical boundary to resonate; the nor-
malized mechanical surface impedanceZ̄(k,v) in the imme-
diate vicinity of the resonance frequency is largely real.
Thus, at resonance the specular reflection coefficient may be
necessarily, but not sufficiently, small enough to be consid-
ered negligible. A generic mechanical boundary that appro-
priately admits to a resonance may comprise a panel and a
compliant layer with the compliant layer facing the fluid. If
the advantages, that the resonance bestows upon this generic
boundary, are to be sustained over a wider and wider fre-
quency band, means to maintain the resonance conditions in
the boundary, over such a frequency bandwidth, must be
devised.

II. NORMALIZED SURFACE IMPEDANCE OF A
BOUNDARY COMPRISING A PANEL AND
A COMPLIANT LAYER

The elements of a fluid-loaded boundary of this kind are
depicted in Fig. 2~a! and the equivalent circuit diagram is
shown in Fig. 2~b!.1 An isotropic panel is characterized by
the normalized surface impedance

Z̄2~k,v!5 ivM̄ Z̄g~k,v!5 i ~v/vcEc!Z̄g~k,v!,

M̄5@M /~rc!#, ~9a!

Z̄g~k,v!5@~12g!2 ih#,

h5@h21~ghp!#, ~9b!

g5~11h2
2!~ uku/kp!n

and if n54, kp
25(vvc /c2),

M̄5~11h2
2!21M̄2 , M̄25@M2 /~rc!#,

Ec5~vcM̄ !21, ~9c!

E25~vcM̄2!215~11h2
2!21Ec , h5~h21ghp!,

where (M2) is the surface mass, (kp) is the free wave num-
ber, (vc) is the critical frequency with respect to the speed of
sound~c! in the fluid, (E2) is the fluid loading parameter,~n!
is the flexural index@~n! is equal either to~2! or ~4!#, (ghp)
and (h2) are the loss factors associated with the surface stiff-
ness and the surface mass of the panel, respectively, and it is
to be understood that the explicit dependence of quantities

FIG. 2. ~a! A boundary composed of a basic boundary and a compliant
layer. The top surface of the compliant layer is facing a semi-infinite space
filled with fluid. The surface impedancesZ1 , Z12 , andZ2 of the fluid, the
compliant layer and the basic boundary, respectively, are indicated. Also
indicated, are the velocitiesV1 and V2 on top and bottom surfaces of the
compliant layer, respectively. An external drive,P1 , is shown applied at the
interface of the compliant layer and the fluid.~b! Equivalent circuit diagram
of the model depicted in Fig. 2a showing also the possibility than an exter-
nal drive, Pe , may be applied directly to the basic boundary. WhenP1

50, the radiated pressure isPrad5Z1V1 .
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and parameters on the vector variable$k,v% may, at times, be
omitted as obvious; e.g.,g5g(k,v) andhp5hp(k,v) in the
above equations.18 For the sake of simplicity the panel is
considered to be an isotropic plate so that (kpc/v)
5(vc /v)1/2 andn54 reign. The extension to include ortho-
tropic panels, that are or are not plates, may be readily pre-
scribed when the need arises.19

The compliant layer is characterized by the normalized
surface impedance

Z̄12~k,v!5~K̄/ iv!~11 ih12!, f 5~K̄12/K̄ !,
~10a!

v1
25~K̄12/~M̄12!,

f̄ 5~v/v0!2f , v0
25~K̄12/M̄ !5v1

2~11h2
2!,

~10b!
K̄125@K12/~rc!#,

where, again, the surface impedance of the compliant layer is
considered to be isotropic, (K12) is a constant~independent
of $k,v%! surface stiffness, (h12) is the loss factor associated
with the compliant layer, and~f! is a dimensionless and a real
function of the normalized frequency (v/v0); namely, f
5 f (v/v0). The normalizing frequency (v0) is defined in
Eq. ~10!. The factor (f )21 is a surface stiffness modification
parameter~or simply a modification parameter! that defines
the actual surface stiffness~K! of the compliant layer in
terms of the constant surface stiffness (K12), again, as de-
fined in Eq.~10!. In this context, (f̄ )21 is termed the modi-
fication factor and (f̄ ) is, then, the inverse modification fac-
tor.

The normalized surface impedanceZ̄$k,v%, of the
boundary, that is sketched in Fig. 2~a!, is

Z̄~k,v!5Z̄12~k,v!Z̄2~k,v!@ Z̄12~k,v!1Z̄2~k,v!#21,
~11!

as can be verified with the help of Fig. 2~b!. Substituting
Eqs.~4! and ~9!–~11! one obtains

Z̄~k,v!5~ ivM̄ !~ Z̄g!~11 ih12!@~11 ih12!2 f̄ Z̄g#21,
~12a!

or equivalently

@ Z̄R cos~u!#5Bc~v,u!@h12f̄ uZ̄gu21h~11h12
2 !#/A,

~12b!

@ Z̄I cos~u!#5Bc~v,u!@~11h12
2 !~12g!2 f̄ uZ̄gu2#/A,

~12c!

where

Bc~v,u!5~v/vc!@cos~u!/Ec#, ~13a!

A5u~11 ih12!2 f̄ Z̄gu2, ~13b1!

which, in turn, may be cast either in the form

A5@$12 f̄ ~12g!%21$h12f̄ h%2#, ~13b2!

or, equivalently, in the form

A5@~11h12
2 !1 f̄ 2uZ̄gu222 f̄ $~12g!2h12h%#,

~13b3!
Z̄~k,v!5Z̄R~k,v!1 i Z̄ I~k,v!, Z̄g* 5@~12g!1 ih#,

uZ̄gu25@~12g!21h2#. ~13c!

As already indicated in Eqs.~12b! and ~12c! and hereafter,
quantities that are dependent on$k,v%, but are to be evalu-
ated in the supersonic range only, are to be stated free of this
explicit dependence. Thus, for example,17

R~k,v![R$~v/c!sin~u!cos~f!,~v/c!sin~u!sin~f!,v%

→R. ~6c!

Subjecting Eq.~12! to the conditions stated in Eq.~8! and
imposing, in addition, thatE50, one obtains

@ZR cos~u!#0→@B~v,u!uZ̄gu2$h12~12g!1h%21#051,
~14a!

@ZI cos~u!#0→0, @~11h12
2 !~12g!5 f̄ uZ̄gu2#0 , ~14b!

@A#0→@ f̄ ~12g!21$h12~12g!1h%2#0 . ~14c!

The brackets@¯#0 evaluate the enclosed quantity withE50
@cf. Eq. ~8!#. Were Eq.~14! satisfied, the specular reflection
coefficientR, stated in Eq.~3! with Eq. ~6! imposed, would
be equal to zero. Thus, Eq.~14! constitutes the design criteria
for achieving a boundary of negligible specular reflection
coefficient. The boundary of concern is depicted in Fig. 2~a!
and its mechanical surface impedance is stated in Eqs.~12!
and ~13!. If Eq. ~14! is only nearly satisfied, the specular
reflection coefficientR, stated in Eq.~3! with Eq. ~6! im-
posed, would deviate from its value of zero. One may then
request that the deviation inuRu does not exceed a predeter-
mined value and request the limits on the parametric varia-
tions that would ensure that this predetermined value foruRu
would not be exceeded. These parametric variations consti-
tute the design criteria tolerances for the construction of a
surface for which the absolute values for the specular reflec-
tion coefficient remain tightly bounded within these preset
values.

III. DESIGNING A NEGLIGIBLE SPECULAR
REFLECTION COEFFICIENT FOR THE BOUNDARY
SPECIFIED IN SEC. II

To establish an appropriate connection with Ref. 1 and
to duplicate the results thereof, one needs merely conform
some of the quantities and parameters to those used in Ref.
1; namely

g→0, ~ghp!→0, h→h2 , f 51. ~15!

Substituting Eq.~15! in Eq. ~14! one immediately recovers
Eq. ~30! of Ref. 1. @Erratum: ~m! in Eq. ~30c! of Ref. 1
should be corrected to read (M2).# In Ref. 1 it was found
that a negligible specular reflections coefficient, under the
conditions stated in Eqs.~7! and ~15!, is achieved for a fre-
quency~v! that is very nearly equal to (v1) and for an angle
~u! defined by the relationship

~v/v1!25~11h12
2 !,

~K̄12/v!cos~u!.~h121h2!~11h12
2 !21, ~16!

~vM̄2!cos~u!.~h121h2!

@cf. Eq. ~30! of Ref. 1#.
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The purpose of this paper is to examine the parametric
values of the boundary that are needed to achieve a negli-
gible specular reflection coefficient over a wider frequency
bandwidth and/or a wider angle of incidence than that
achieved in Ref. 1. To set the stage it may be useful to
assume, again, that the surface impedance of the panel is
largely surface mass controlled; namely

Z̄2~k,v!→ ivM̄ ~12 ih2!, g→0, ghp→0, h→h2 .
~17!

Substituting Eq.~17! in Eqs.~12!–~14! yields

@ZR cos~u!#5Bc~v,u!@h12f̄ ~11h12
2 !1h2~11h12

2 !#/A,
~18a!

@ZI cos~u!#5Bc~v,u!@~11h12
2 !2 f̄ ~11h2

2!#/A, ~18b!

A5@~11h12
2 !1~ f̄ !2~11h2

2!22 f̄ $12h12h2%#, ~18c!

@ZR cos~u!#05@Bc~v,u!~11h2
2!~h121h2!21#051, ~19a!

@ZI cos~u!#0→0, @~11h12
2 !5 f̄ ~11h2

2!#0 , ~19b!

@A#0→@ f̄ $~h121h2!%2#0 , Z̄g* 5~11 ih2!,
~19c!

uZ̄gu25~11h2
2!.

From Eqs.~9c! and~10b!, Eqs.~19a! and~19b! may be cast
in the form

@~h12!#05@$Bc~v,u!~11h2
2!2h2%#0 , ~20a!

@~ f̄ !#05~11h2
2!21$11@~h12!#0

2%, ~20b!

whereBc(v,u) and (h2) are stated in Eqs.~13a! and ~9!,
respectively, and, again,@¯#0 encloses parameters that are
evaluated for negligible specular reflection coefficients. For a
given boundary (v0 /vc), (Ec), and (h2) are assumed to be
specified parameters; the variables in Eq.~20! are then
(v/v0) and @cos~u!#. The loss factor@(h12)#0 and the in-
verse modification factor@( f̄ )#0 are depicted, as functions of
(v/v0) and @cos~u!#, for several values of (v0 /vc), (Ec)
and (h2), in Figs. 3 and 4, respectively. For checking pur-
poses, the corresponding absolute values of the specular re-
flection coefficients@ uR$(v/v0), cos(u)%u#0, as functions of
(v/v0) and @cos~u!#, are depicted in Fig. 5. Figures 3–5
clearly demonstrate that extended regions in which values of
@(h12)#0 and @( f̄ )#0 can be found and that these values in-
deed yield, in these extended regions, negligible specular
reflection coefficients;@R#0→0. Moreover, Eq.~20b! shows
that a constraint exists between the inverse modification fac-
tor @( f̄ )#0 and the loss factor@(h12)#0 . This constraint,
which is fundamental to achieving a boundary of negligible
specular reflection coefficient, is depicted in Fig. 6 for two
values of (h2); h251022 and 1021. In addition, Eq.~20!
states that a boundary of negligible reflection coefficient re-
quires the loss factor@(h12)#0 to be linearly dependent on
the normalized frequency (v/v0) and on the angular func-
tion @cos~u!#. In this connection one realizes that the damp-
ing of the boundary is contributed by both, the damping in
the panel, as measured by (h2), and in the compliant layer,
as measured by (h12). The combined loss factor (h121h2)
may exceed the loss factor necessary to achieve a negligible

reflection coefficient. In such a case one may be required to
introduce a component in the loss factor that is negative.
This requirement cannot be achieved passively. Then, to
achieve a negligible specular reflections coefficient, a call for
an active control surface impedance may become mandatory.

Although the surface stiffness modification factor
@( f̄ )21#0 is a natural quantity in the analysis, data relating to
the surface stiffness of the compliant layer is often cast in
terms of~K! or equivalently (K12)

21(K). It may, therefore,
be of interest to exhibit, at least once, the surface stiffness in
terms of the modification parameter@( f )21#0 . For this pur-
pose a portion of Eq.~10! is recalled in the form

$ f ~v/v0!%215~K12!
21K~v/v0!, ~21a!

@$ f ~v/v0!%21#05~K12!
21@K~v/v0!#0 , ~21b!

where K12 is a constant independent of frequency. Again,
using Eq.~20!, the dependence of the modification parameter
@( f )21#0 , and hence the dependence of the surface stiffness
@(K)#0 , on (v/v0) and@cos~u!# is depicted in Fig. 7@cf. Fig.
4#. Figure 7 shows that in the lower range of the loss factor

FIG. 3. The loss factor@(h12)#0 as a function of (v/v0) and cos~u!: ~a!
(v0 /vc)5(1/20), h251022; ~b! (v0 /vc)5(1/20), h251021; ~c!
(v0 /vc)5(1/50), h251022.
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in the compliant layer; i.e., when@(h12)#0<(1/2), @( f )21#0

is quadradically dependent on the normalized frequency
(v/v0) and is largely independent of the angular function
@cos~u!# ~cf. Fig. 3!. As the loss factor@(h12)#0 increases into
the higher range; i.e., when@(h12)#0>(3/2), the modifica-
tion parameter@( f )21#0 becomes asymptotically indepen-
dent of the normalized frequency (v/v0), but becomes in-
versely proportional to@cos2(u)#. Whether, the data exhibited
in Fig. 6 and/or Fig. 7 may constitute a practical proposition,
lies, however, beyond the scope of the present paper. Here it
is assumed that all data are analytically acceptable.

IV. VARIATIONS OF †„h12…‡0 AND OF †„ f̄ …‡0

Although a negligible specular reflection coefficient may
be a design goal, often achieving an absolute value for the
specular reflection coefficient that is small compared with
unity may suffice. Indeed, for many practical purposes a
uRu(5uR(k,v)u that lies in the supersonic range, whereg
5(ukuc/v),1) that is less than one third is satisfactory

enough. The extreme of this value indicates and absorption
of 90% of the incident spectral density. Of course, the limits
on the variation inuRu may be practically induced by the
inability to meet the prescribed values of the loss factor
@(h12)#0 and the inverse modification factor@( f̄ )#0 . Using
Eqs.~18! and~19! one may derive relationships between the
values ofuRu and the proportional variations of@(h12)#0 and
of @( f̄ )#0 . These variations and relationships are readily de-
rived to be

FIG. 4. The inverse modification factor@( f̄ )#0 as a function of (v/v0) and
cos~u!: ~a! (v0 /vc)5(1/20), h251022; ~b! (v0 /vc)5(1/20), h2

51021; ~c! (v0 /vc)5(1/50), h251022.

FIG. 5. The specular reflection coefficient@ uRu#0 as a function of (v/v0)
and cos~u!: ~a! (v0 /vc)5(1/20), h251022; ~b! (v0 /vc)5(1/20), h2

51021; ~c! (v0 /vc)5(1/50), h251022.

FIG. 6. The relationship between@(h12)#0 and @( f̄ )#0 curves for h2

51022 and 1021 are largely indistinguishable.
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@~h12!
21#0D~h12!562uRu@11~h2 /h12!#0

3$@112h12h2!21#0
2

1@2h12~11h12
2 !21#0

2%2~1/2!, ~22a!

@~ f̄ !21#0D~ f̄ ![@~ f̄ !#0D~ f̄ !21

562uRu@11~h2 /h12!#0

3$@h12
2 ~11h12

2 !21#0%
1/2, ~22b!

where~D! designates a variation in the quantity on which it
operates. In Figs. 8 and 9 the ratios$uRu@h12#0%

21D(h12)
and$uRu@( f̄ )#0%

21D( f̄ ) are depicted as functions of@(h12)#0

and of@( f̄ )#0 , respectively, for values of (h2) equal to 1022

and to 1021. It is immediately clear from Figs. 8 and 9 that
when @(h12)#0<1 or equivalently when @( f̄ )#05@(1
1h12

2 )#0(11h2
2)21<2, the permissible variations of

@(h12)#0 are much less stringent than those of@ f̄ #0 , if rea-
sonable low values are to be achieved in the designeduRu;
uRu, again, is the specular reflection coefficient of the generic
boundary in the supersonic range of spectral space@cf. Eqs.
~3!–~6!#. On the other hand, when@(h12)#0>1 or equiva-
lently when@( f̄ )#05@(11h12

2 )#0(11h2
2)21>2, the permis-

sible variations of @(h12)#0 are comparable to those of
@( f̄ )#0 . Moreover, in this range of values the variations of
@(h12)#0 and of @( f̄ )#0 are comparable to those regarding
uRu; i.e., if in the supersonic range of spectral spaceuRu is
allowed to reach ~1/3!, the proportional variations of
@(h12)#0 and of @( f̄ )#0 are allowed approximately the same
reach. The situations just discussed are illustrated in Figs. 10

and 11. In these figuresuRu is determined with (h12)
51.2@(h12)#0 and with (f̄ )51.1@( f̄ )#0 , respectively. The
range in whichuRu,0.3 and the range in whichuRu.0.3 are
separated by a solid line. The variational limits depicted in
Figs. 8 and 9 are properly reflective in Figs. 10 and 11,
respectively. Whether the maintenance of the parameters
@(h12)#0 and@( f̄ )#0 can be kept within the required limits, in
any practical situation designed to sustainuRu<0.3, is yet to
be tested. The elements of the design and the form of the
testing are, however, in hand, in part, due to this paper.

V. CONCLUDING REMARKS

In Ref. 1, the sensitivity ofuRu to variations in the values
of (K̄12/vc) and of (h12) are investigated. In this investiga-
tion, uRu is restricted not to exceed (1021) and @Ec /cos2(u)#
is maintained at (1021). The sensitivity ofuRu to these varia-
tions seems to be supported by the analysis presented in the
preceding section. Indeed, both Figs. 5 and 6 of Ref. 1 are so
supported by Figs. 10 and 11.

In the same vein, the greater laxity in the sensitivity of
the specular reflection coefficientuRu to variations in the val-
ues of (h12) as compared to those in the values of (f̄ ) is
significant to the design process. If one focuses on the lim-
ited range in which@(h12)#0<1 and, therefore,@( f̄ )#0<2,
the specification of these parameters becomes strict, espe-
cially with respect to the specification of@( f̄ )#0 . The toler-
ances that are imposed, in the design processes, on the value
of @(h12)#0 and, especially, on the value of@( f̄ )#0 that lie
within the range of these inequalities may thus become too
demanding. Without mentioning specific cases, failure to

FIG. 7. The modification parameter@( f )21#0 as a function of (v/v0) and
cos~u!.

FIG. 8. The allowed normalized variations in (h12) as a function of
@(h12)#0 .

FIG. 9. The allowed normalized variations in (f̄ ) as a function of@( f̄ )#0 .

FIG. 10. The specular reflection coefficientuRu as a function of (v/v0) and
cos~u! where the inverse modification factor@( f̄ )#0 is deviated by a 10%;
i.e., @( f̄ )21#0 D f̄ 560.1.
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meet these kind of values and tolerances have already been
encountered.16 Failure of this type and in this range is caused
not only as a result of the overly strict tolerances, but also
because the dependence of the modification parameter
@( f )21#0 on the normalized frequency (v/v0) is steep; es-
sentially quadratic. The former is illustrated in Figs. 8 and 9
and the latter in Fig. 7. It appears, therefore, that in trying to
design a viable compliant layer, the range defined by the
inequality @(h12)#0*1 and, therefore, also the inequality
@( f̄ )#0*2, needs to be imposed. In this range, not only are
the tolerances more reasonable, but the frequency depen-
dence of the modification parameter is less demanding, not-
withstanding that the dependence on@cos~u!# is more severe
in this range than in the previous lower range, where
@(h12)#0&1 and@( f̄ )#0&2 @cf. Figs. 7–9 and remarks post
Eq. ~21!#. Clearly, criteria and tolerances on these criteria,
that are involved in the design of a compounded structure for
the boundary may follow similar treatments with largely
similar conclusions, notwithstanding that more compounded
and more complex, but properly designed, boundaries are
expected to exhibit more robust sensitivities to variations in
the material properties of the elements that compose these
boundaries. Nonetheless, it emerges that not only the practi-
cal design criteria of the material properties of the elements
composing the boundary need to be specified, but an exami-
nation of the tolerances on the design criteria must become
an integral part of the design process if the desired bound-
aries are to be achieved in practice.
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Reported in this paper are reconstructions of shape and material parameters of two-dimensional,
homogeneous, acoustic, penetrable obstacles of arbitrary cross-sections which are immersed in an
infinite, homogeneous ambience. Reconstructions are based on the far-field scattering patterns of
multiple incident plane acoustic waves. For remotely acquired data, practical necessities require not
only that the entire data collection region be less than 2p, but also that each received ‘‘sees’’ the
object over as narrow an angular aperture as possible. The inversions presented here were obtained
under such conditions. Two types of data were used for each incidence namely, ‘‘near-monostatic’’
fields of narrow angular apertures~the narrowest aperture reported is 2°!, and a ‘‘duostatic’’
geometry consisting of backscatter plus one other receiver angle. These data sets were acquired for
a series of incident angles. The theoretical formalism for inversion is algebraic in nature, requires no
integral equation, and possesses a number of advantages for the implementation of a Gauss–Newton
type of inversion that was used in this study. Moreover, the algorithm is shown to be inheritently
parallelizable. ©2000 Acoustical Society of America.@S0001-4966~00!00303-9#

PACS numbers: 43.20.Fn, 43.60.Pt, 43.30.Pc, 43.40.Le@DLB#

INTRODUCTION

The inverse problem of recovering a scattering obstacle
from the knowledge of the scattered fields is an important
problem that occurs frequently in numerous applications in
engineering, physics, and mathematics. Both in direct and
inverse scattering, two cases must be distinguished, namely,
whether the scatterer is an obstacle~i.e., there is a disconti-
nuity in the material parameters! or an inhomogeneity~no
discontinuity between the scattering region and the surround-
ing!. The latter case is described by the Lippmann–
Schwinger integral equation~Colton and Kress, 1992!. On
the other hand, scattering, scattering from obstacles is gov-
erned by Helmholtz’s equation subject to the appropriate
boundary data and Sommerfeld’s radiation condition at in-
finity. The boundary data are of two types depending upon
whether the wave is totally reflected or undergoes refraction
at the boundary. These correspond to the impedance and
transmission condition, respectively. There thus arise two
types of inverse problems in obstacle scattering. For ob-
stacles with impedance boundary conditions, such as Dirich-
let, Neumann, or Robin scatterers, the inverse problem con-
sists of recovering only the boundary of the obstacle~Colton
and Kress, 1992; Jones and Mao, 1989; Crostar, 1997!. For
transmission objects, on the other hand, the inversion is not
only for the boundary~Colton and Monk, 1987!, but for the
material parameters of the scatterer as well. From both prac-
tical and realistic viewpoints, the transmission inverse prob-
lem is of particular importance. It is this inverse transmission
obstacle problem that is addressed in this paper.

In several recent publications~Ghosh Royet al., 1997,
Couchmanet al., 1998 and Ghosh Royet al., 1998!, a non-
integral equation approach to the solution of the obstacle
scattering problem was developed and applied to inversions
of penetrable and impenetrable two-dimensional obstacles of
various shapes, orientations, and material compositions. The
method is a combination of the shape deformation technique
and the Pade´ extrapolation~Kirsch, 1998; Hettlich, 1995;
Bruno and Reitich, 1995!. The reconstructions reported in
these papers were based on data~both near- and far-field!
collected over a range of receiver angles with a fixed source
~a bistatic measurement!. In many applications it is more
practical to use a co-located source and receiver to measure
backscatter as a function of incident angle~the monostatic
case!. This paper presents reconstructions based on data col-
lected in backscattering over small angular apertures~a
monostatic array!. Also considered is a special geometry
where, for a given incident wave, the data are collected
monostatically and also bistatically by a single second re-
ceiver which can be widely separated in angle from the di-
rection of incidence. This is referred to as ‘‘duostatic’’ data
here.

The analysis presented in this paper applies only to ho-
mogeneous obstacles. Its straightforward extension to arbi-
trarily inhomogeneous scatterers would be difficult. How-
ever, the method can be useful for a class of problems which
frequently occur in practice. This is comprised of obstacles
which possess uniform backgrounds of strong contrast to the
ambient ~far beyond the range of linearized techniques of
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Born or Rytov approximation! with inhomogeneous pertur-
bations superimposed on them. At present, such problems
are handled via the distorted-wave Born~DWBA! or Rytov
~DWRA! which recover only the perturbations and must per-
force assume that the uniform background must be known
~Bateset al., 1991!. Recall that the linearized techniques de-
pend critically on the assumption that the incident field is not
affected by scattering from the perturbations. Assuming the
validity of this assumption, the application of the technique
presented here would lead to the recovery of the strongly
contrasting background. As a result, a DWBA or DWRA can
still be applied, but without the need to know the background
a priori. Finally, it should be pointed out that the method
presented here can also be applied to obstacles with homo-
geneous internal structures. The computations will naturally
be more intensive. The degree of the added complexities will
depend on the specific problem at hand.

The plan of the article is as follows. Section I describes
the basic formalisms which is a modified version of the al-
gorithm presented in Ghosh Royet al. ~1998! and leads to
faster reconstructions. Also discussed in this section is the
parallelizability of the algorithm which can further enhance
the speed of inversions. The results of numerical reconstruc-
tions are discussed in Sec. II. It is demonstrated that both
monostatic array and duostatic data result in excellent recon-
structions.~However, the reconstructions are approximately
an order of magnitude more computationally intensive than
in the bistatic case.! Further details appear later in the text.

I. THE METHOD

Since the details of the method were described in Ghosh
Roy et al. ~1998! it is reviewed here only briefly. The start-
ing point is the decomposition of the scatterer boundary,
Gsc , into an underlying canonical geometry,Gc ~a circle in
two-dimensions!, with a deformationdG superimposed on it.
This deformation need not be an infinitesimally small pertur-
bation, but can have a magnitude of finite amount. Then

Gsc5Gc1dG5Gc1l f ~u!, lP@0,l0!,R1.

f (u) is a smooth function ofu, andl the magnitude of the
deformationdG. The following Fourier expansions are used:

f ~u!5 (
l 52L

L

c1,le
il u ~1!

and

~ f ~u!!p5 (
l 52pL

pL

cp,le
il u, pPZ1, ~2!

where the restrictioncp,l52cp,l* ,* denoting the complex
conjugate, is enforced. For smalll, the scattered field is
expanded in a Taylor series aroundl50, namely

cl
sc~x;l,j!5 (

m50

`

c̃~m!~x;j!lm, ~3!

where

c̃~m!5
1

m! S ]mcl
sc

]lm D
l50

,

andj5@$c1,l% l 52L
L ,k2 ,r2#PR2L13. Next c̃ (m) is expanded

as

c̃~m!~x;j!5 (
n52`

`

an
~m!~j !~2 i !nHn~kuxu!einu. ~4!

The actual solution corresponding tol beyond the radius of
convergence of the Taylor series is obtained by extrapolating
c̃ (m), or what is the same thing, the Taylor series

(
m50

`

an
~m!lm

via the Pade´ approximation~Baker and Graves-Morris, 1984;
Ghosh Royet al., 1997!.

Essentially then, the forward problem is to determine
an

(m) , ; m,n, which are functions of the elements ofj, that
is, the Fourier coefficients off (u) and the material param-
etersk2 and r2 of the obstacle. The inverse problem is to
recover the unknown vectorj itself from the knowledge of
the scattered fields. The formalism is next applied to the
transmission obstacle problem and is described below.

A. The forward problem

Let us consider scattering from a domain inR2, that is,
a bounded and simply connected regionVl having a bound-
ary ]Vl5]Vc1l f (u). The decomposition of the boundary
and the geometry of scattering are shown in Fig. 1. The
subscripts1, 2 refer to the exterior domainVe and the
obstacleVl , respectively. The mass densityr2 and the
wave numberk2 are assumed to remain constant within the
obstacle. The BVP for the penetrable obstacle scattering is
given by

~D1k1
2 !cl

150 in Vel ,

~D1k2
2 !cl

250 in Vl , ~5!

cl
15cl

2 on ]Vl ,
FIG. 1. The geometry of scattering. The scatterer shape is given byr (u)
5r 01l f (u), 0<u<2p. F0<F<2p, F0.0.
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and

]cl
1

]nl
5C0

]cl
2

]nl
on ]Vl .

In Eq. ~5!, C05r1 /r2 andcl
15cl

sc1c inc is the total field,
c inc5exp(ik1k̂1•x) propagating alongk̂1 .

cl
6 are expanded as in Eq.~4!, the coefficients of expan-

sion being (a6)n
(m) . Following the procedures outlined in

Ghosh Roy et al. ~1998! and using Eqs.~1!–~4! in the
boundary conditions of the Helmholtz problem Eq.~5!, two
recursion relations are obtained for two sets of unknownsa1

anda2 . These are found to be

~a1!n
~m!Hn~j1!2~a2!n

~m!Jn~j2!

52
k1

m

m! (
q5n2mL

n1mL

ei ~n2q!u0~2 i !q2ncm,n2qJq
~m!~j1!

2 (
j 50

m21

(
q5n2~m2 j !L

n1~m2 j !L

~2 i !q2n
1

~m2 j !!
cm2 j ,n2q

•@~a1!q
~ j !k1

m2 jHq
~m2 j !~j1!

2~a2!q
~ j !k2

m2 j Jq
~m2 j !~j2!#, ~6!

and

~a1!n
~m!k1Hn

~1!~j1!2~a2!n
~m!C0k2Jn
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52
k1

m11

m! (
l 52Lm

Lm

ei ~n2q!u0~2 i !2 lcm,l H Jn2 l
~m11!~j1!1 l ~n2 l !

d~m21!

drm21

Jn2 l~j1!

r 2 J
2 (

j 50

m21

(
l 52~m2 j !L

~m2 j !L

~2 i !2 lcm,l•H k1
m2 j 11~a1!n2 l

~ j ! S Hn2 l
~m2 j 11!~j1!1 l ~n2 l !

d~m2 j 21!

drm2 j 21

Hn2 l

r 2 D
2C0k2

m2 j 11~a2!n2 l
~ j ! S Jn2 l

~m2 j 11!~j2!2 l ~n2 l !
d~m2 j 21!

drm2 j 21

Jn2 l~j2!

r 2 D J . ~7!

Jn and Hn in Eqs. ~6! and ~7! are integer order ordinary
Bessel function and Hankel function of the first kind, respec-
tively. Identifies~6! and~7! are the simplified versions of the
corresponding expressions@Eqs. ~22!–~23!# in Ghosh Roy
et al. ~1998!. As pointed out earlier, expansions~3! and ~6!
give rise to the Taylor series fora6 , namely

An
65 (

m50

`

~a6
~m!!nlm.

An
6 is then Pade´ extrapolated for an arbitrarylP@0,l0). If

Bn
1 is the Pade´ extrapolatedAn

1 , then the solution to the
exterior Helmholtz problem corresponding to Eq.~5! is

c1~x!5 (
n52`

`

Bn
1~2 i !nHn~k1uxu!einu. ~8!

B. The inverse problem

The far-field data were inverted for the (2L13) un-
known components of the vectorj in Eq. ~3!, namely, the
(2L11) Fourier coefficientsc1,l , and the material param-
etersk2 andr2 . However, in actual numerics the quantities
kratio5k1 /k2 andr ratio5r1 /r2 were considered in place of
k2 andr2 , respectively. Inversions were achieved through
a Gauss–Newton iteration scheme using the Levenberg–
Marquardt procedures for nonlinear parameter estimation.
The objective function minimized was

Q5(
i 51

I

ur i u2. ~9!

I is the number of observation points, andr i is the residual at
the ith positionxi , namely

r i5cp
sc~xi ;j!2cm

sc~xi ;j0!.

Subscriptsp,m indicate predicted and ‘‘measured’’ field, re-
spectively.j and j0 are the iteratively updated and the true
parameter vector, respectively, which are elements in a (2L
13)-dimensional Euclidean space as mentioned earlier.
‘‘Measured’’ data were obtained from an independent finite
element solution. Random noise was added to the data, and
no regularization was used.

The Levenberg–Marquardt procedure requires the cal-
culation of the JacobianJsc of the scattered field.Jsc consists
of the derivatives ofcsc with respect toj. This is the most
computationally intensive part of the calculation, and so the
manner in whichJsc is calculated is of critical importance.
The simplifications introduced by the present method in the
determination of the Jacobian matrix was discussed in detail
in Couchmanet al. ~1998!. The other advantages of the for-
malism were discussed in Ghosh Royet al. ~1998!.

C. Parallelization of the algorithm

As can be seen from Eqs.~6! and~7!, not only is it true
that each incident frequency is completely independent of all
the others, but so is each incident angle. This leads directly
to a very simple but powerful parallelization of the algorithm
whereby a separate processor can be given the task of com-
puting the forward problem~or the Jacobian! for each indi-
vidual incident wave, be the difference simply the angle of
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incidence and/or the frequency. This simple process has the
potential to yield significant wall-clock savings.

In any discussion of parallelization, the question of the
volume of interprocess communications~IPC! becomes sa-
lient. The IPC comes in two forms: first the communication
down to the secondary processes~which do the computations
for each incident wave separately!, and then the communica-
tion back to the primary process. Communication down to
the secondary process consists of the problem definition, and
includes the components ofj, along with the incident angle,
r 0 , and k1 . For a problem withL58, for example, this
amounts to 20 real numbers or 160 bytes being sent to each
secondary process, a trivial volume of data flow. The calcu-
lation of the amount of secondary to primary IPC is slightly
more complicated. What each secondary process must calcu-
late are the coefficients necessary to calculatec1 . In Eq.
~8!, the summation forc1(x) is over infinite limits. In prac-
tice, however, only definite limits can be imposed on the
sum. Given limits of6N on the sum, the total amount of
data that needs to be transmitted between processes for a
forward problem calculation are the (2N11) complex num-
bers comprising the full set of the coefficientsBn

1 . The larg-
est typicalN used in the computations presented here was 15,
giving a total of 31 complex numbers or 496 bytes of IPC for
each secondary process, a very manageable number.

II. RESULTS AND DISCUSSIONS

The method described above was applied to the recon-
structions of a number of penetrable obstacles. Both the
boundary as well as the material parameters (r2 ,k2) were
recovered. The scatterers were assumed to be homogeneous.
The reconstructions presented here used multiple incident
angles, full-circle, or limited-angle data~see the Introduc-
tion! in either monostatic array or duostatic geometry. All
reconstructions used far-field data and a total of nine fre-
quencies for each incident angle, ranging fromk151.0 to
k155.0 at even intervals. Figure 2 shows the geometry for

acquiring limited-angle monostatic array data, while the cor-
responding duostatic data collection is schematized in Fig. 3.

In Fig. 2, the angleF defines the range of incident
anglesu i , whereas the anglefa denotes the angle spanned
by the receivers of the monostatic array. For the duostatic
geometry shown in Fig. 3, two individual receivers are used,
one for the monostatic and the other for a single bistatic
measurement. These two detectors are moved simulta-
neously, thereby scanning the entire angle of data collection
which can vary between 0° and 360°.

It is interesting to compare the duostatic configuration
with that of multiple incidence, bistatic measurement. IfM is
the number of incident waves, then in the duostatic case, the
total number of measurements is simply 2M . In the bistatic
situation, on the other hand, withM̄ incident waves, the total
number of data points isM̄N, N being the number of detec-
tors within the angle of data collection which is assumed to
remain constant for each incidence. Thus in order for the
duostatic data to possess the same information content as that
of the limited-angle, multiple incidence, bistatic data having
M̄N data points, the number of incidence anglesM in the
duostatic configuration must beM̄N/2. This may involve a
large number of incident waves, and consequently, may re-
sult in longer inversion times. However, this may be well
compensated by the fact that in practice data collection using
the duostatic geometry may prove to be much simpler com-
pared to that in the bistatic configuration. Moreover, the par-
allel nature of the algorithm~discussed in Sec. I C! may be
gainfully exploited to enhance the speed of computation.

The ‘‘measured’’ data were generated by solving the
transmission problem Eq.~5! numerically by the finite-
element method~FEM!. The FEM solution was then used in
the objective function Eq.~9!, the minimization of which led
to the inverse solution. Calculations were performed on an
SGI Indy machine with a 174-MHz R440 CPU.

The inversions were performed for a cloverleaf, a wing
shape, and for an asymmetric obstacle. The boundary param-
eterizations for the cloverleaf and the wing appear in the

FIG. 2. The geometry of limited-angle, near-monostatic data collection for
N number of incident waves.F denotes the angular region on which the
entire data set corresponding to allN waves is acquired.fa is the angular
aperture of the near-monostatic data for one incidence. At theith position,
u i5u11( i 21)* u0, u0 being the angular interval of scanning. WhenN
51, F5fa . For full-circle data,F5360°.

FIG. 3. A schematic of data collection in duostatic configuration. For each
incidence, data are acquired simultaneously monostatically and bistatically
at a receiver which is angularly separated from the source. The complete
data set is acquired by moving the source and the bistatic detector simulta-
neously. In theith positions of the source and the bistatic receiver,u i5u1

1( i 21)* u0 and f i5f12( i 21)* u0 , u0 being the interval at which the
detecrots are moved. For full-circle data,F5360°.
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figure captions, whereas the structure of the third scatterer is
shown separately in the inset in Fig. 6. The results are shown
in Figs. 4–10, in which the true and reconstructed shapes and
values ofkratio and r ratio are compared.~Unless otherwise
specified, the true shape is given by the solid line, and the
reconstructed shape is given by the dashed line.! Also shown

in the figures are the highest orders of the Pade´ approximants
used. The underlying canonical geometryGc was assumed to
be a circle of radiusr 051, and the starting guesses forkratio
andr ratio were set to be unity~i.e., the material parameters of
the scatterer were equal to those of the ambient medium!. All
the obstacles considered here were parameterized by 17 Fou-

FIG. 4. Reconstruction of a cloverleaf
from near-monostatic data~2° aper-
ture!. True kratio52.0 and truer ratio

50.5. Recoveredkratio51.985 and re-
coveredr ratio50.522. The highest or-
der Pade´ Approximant used was@6/6#.
The cloverleaf shape is given byr (u)
51.010.3 cos(4u). Frequencies used
werek151.0 through 5.0.

FIG. 5. Reconstruction of a wing from
near-monostatic data~4° aperture!.
True kratio52.0 and truer ratio50.5.
Recoveredkratio51.999 and recovered
r ratio50.518. The highest order Pade´
Approximant used was@6/6#. The
wing shape is given by r (u)
51.010.2 cos(3u)10.2 cos(4u)10.1
3cos(6u)10.1 cos(8u). Frequencies
used werek151.0 through 5.0.
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rier coefficients, so that a total of 19 unknown parameters
were recovered.

Figures 4–8 depict reconstructions from near-
monostatic data. Figure 4 shows the reconstruction of the
cloverleaf using a 2° angular aperture~the data collection
configuration as in Fig. 2!, where there insonification oc-
curred only along the upper edge of the figure. A total of 25
incident angles were used between 20° and 140°~with re-

spect to the positivex-axis! at equal intervals of 5°. That is,
in reference to Fig. 2,u1520°, uN5140°, u055°, andfa

52°. The reconstruction of the wing using 4° wedges of
data~i.e., fa54°) taken at 10° intervals (u0510°) around
the full circle ~i.e., 36 incident waves anduN5360°) is
shown in Fig. 5. Figure 6 shows the reconstruction of the
asymmetric body also using a full-circle, 36 incident angles,
but with an aperture of 2°. These apertures appear to be the

FIG. 6. Reconstruction of an asym-
metric figure from near-monostatic
data~2° aperture!. Truekratio52.0 and
true r ratio50.5. Recovered kratio

52.102 and recoveredr ratio50.526.
The highest order Pade´ Approximant
used was@6/6#. Frequencies used were
k151.0 through 5.0.

FIG. 7. Reconstruction of a cloverleaf
from near-monostatic data~10° aper-
ture!. True kratio52.0 and truer ratio

50.5. Recoveredkratio51.954 and re-
coveredr ratio50.506. The highest or-
der Pade´ Approximant used was@6/6#.
The cloverleaf shape is given byr (u)
51.010.3 cos(4u). Frequencies used
werek151.0 through 5.0.
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minimum possible for which satisfactory resolutions could
still be obtained. Increasing the aperture, of course, improved
the accuracy of the reconstructions. For the sake of illustra-
tion, the reconstruction of the cloverleaf using 10° aperture
data~with all other parameters remaining the same! is shown
in Fig. 7. Additional incident waves were also beneficial, but
the improvements were not as dramatic. To further illustrate
the robustness of our algorithm, we reconstructed the clover-

leaf shape using 2° data wedges taken at 15° intervals around
the full circle ~i.e., fa52°, with 24 incident waves anduN

5360°), but this time with different material parameters
than we used before. The results is shown in Fig. 8. A com-
parison of Figs. 4 and 8 shows that they give substantially
the same result, notwithstanding markedly different values of
the material constants.

Figures 9–12 show reconstructions of the same shapes

FIG. 8. Reconstruction of a cloverleaf
from near-monostatic data~2° aper-
ture!. True kratio52.5 and truer ratio

50.250. Recoveredkratio52.411 and
recovered r ratio50.298. The highest
order Pade´ Approximant used was
@6/6#. The cloverleaf shape is given by
r (u)51.010.3 cos(4u). Frequencies
used werek151.0 through 5.0.

FIG. 9. Reconstruction of a cloverleaf
from duostatic data. Truekratio52.0
and true r ratio50.5. Recoveredkratio

52.003 and recoveredr ratio50.491.
The highest order Pade´ Approximant
used was@6/6#. The cloverleaf shape is
given by r (u)51.010.3 cos(4u). Fre-
quencies used werek151.0 through
5.0.
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from the duostatic data. Figure 9 shows the reconstruction of
the cloverleaf where, as in the near-monostatic case, the in-
sonification occurred only across the upper portion of the
figure, again using incident angles (u i in Fig. 3! between 20°
and 140° from the positivex-axis. Duostatic data were col-
lected every 5°~i.e., u055°) within this range. Thus com-
paring to Fig. 3, for the 140° incident wave (u1 in Fig. 3 is
140°!, data were collected monostatically at 140° and bistati-
cally at 20° (f1); for the 135° incident wave (u2), data were

collected monostatically at 135° and bistatically at 25° (f2),
and so on. The reconstruction of the wing~Fig. 10! was done
in two ways. First~dashed line!, we used 24 incident angles
taken every 15° (u0515°) around the body, with the second
data point collected at similar intervals, but in the opposite
direction. That is, for the 0° incident wave (u150°), data
were collected at 0° and 345°~i.e., f15345°), for the 15°
incidence, the corresponding data collection angles were 15°
and 330°, and so on. Second~dash-dot line!, for purposes of

FIG. 10. Reconstruction of a wing
from duostatic data. Truekratio52.0
and true r ratio50.5. Recoveredkratio

51.976 and recoveredr ratio50.527
~dashed line!. Recoveredkratio52.074
and recovered r ratio50.503 ~dash-
dot line!. The highest order Pade´
Approximant used was @6/6#.
The wing shape is given byr (u)
51.010.2 cos(3u)10.2 cos(4u)10.1
3cos(6u)10.1 cos(8u). Frequencies
used werek151.0 through 5.0.

FIG. 11. Reconstruction of an asym-
metric figure from duostatic data. True
kratio52.0 and truer ratio50.5. Recov-
ered kratio52.062 and recoveredr ratio

50.542 ~dashed line!. Recovered
kratio52.131 and recovered r ratio

50.545 ~dash-dot line!. The highest
order Pade´ Approximant used was
@6/6#. Frequencies used werek151.0
through 5.0.

1118 1118J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Warner et al.: Inversion of penetrable obstacles



comparison, we used the same data configuration as was
used for the cloverleaf reconstruction in Fig. 9. In comparing
the two reconstructions, we note the marked decrease in ac-
curacy when using the limited aperture data in this case. The
asymmetric shape was also reconstructed using two different
data configurations~Fig. 11!. First ~dashed line!, we used 36
incident waves taken every 10° around the body, again with
the second data point collected at similar intervals but in the
opposite direction, as just described. Second~dash-dot line!,
for purposes of comparison, we again used the same data
configuration as was used for the cloverleaf reconstruction in
Fig. 9. In comparing the two reconstructions, we see that in
this case the accuracy when using the limited aperture data is
comparable to that of the full circle data. As an added ex-
ample of the method’s capabilities, Fig. 12 shows the recon-
struction of the asymmetric shape, using the same data con-
figuration as outlined for Fig. 11, but this time the obstacle
had different material parameters, more dissimilar to those of
the ambient medium than in the previous case. A comparison
of the two figures shows that this reconstructed shape is even
closer to the true value than the other, with reporting of the
material properties of the scatterer extremely accurate. As
can be appreciated from the reconstructions reported, the
near-monostatic as well as the duostatic data yield more than
satisfactory recovery of penetrable acoustic targets from the
far-field patterns.

III. SUMMARY

In summary, reconstructions of homogeneous, acoustic,
penetrable obstacles in an infinite, homogeneous ambience
from the far-field patterns of incident plane acoustic waves in

two space dimensions are reported. Both the shape and the
material parameters of the scatterers were recovered. Data
were collected both full-circle and limited-angle configura-
tion. Two types of data were used for inversion, namely,
‘‘near-monostatic’’ data of very narrow angular aperture~the
narrowest aperture was 2°!, and a ‘‘duostatic’’ geometry
consisting of monostatic and a single bistatic measurement.
The reconstructions were found to be more than satisfactory.
Finally, it is shown that the algorithm presented here is par-
allelizable, and hence has the capability of enhancing the
speed with which the inversions can be performed.
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The optical theorem for acoustic scattering by baffled membranes and plates relates the total cross
section of the scattered field, the directivity factor in the specular direction, and the energy
dissipated by the structure. It is basically a statement of conservation of power. In this paper it is
demonstrated that the discrete formulation of these problems, obtained by a Galerkin approximation,
exactly satisfies the optical theorem. This discrete relationship holds regardless of the choice of
basis functions and the size of the truncated systemN. Thus, the adherence of the approximate
numerical results to the power conservation law does not necessarily imply its accuracy. ©2000
Acoustical Society of America.@S0001-4966~00!05103-1#

PACS numbers: 43.20.Fn, 43.40.Fz, 43.40.Rj, 45.10.2b @ANN#

INTRODUCTION

The scattering of a plane, time harmonic acoustic wave
by a baffled compact flexible surface, such as a membrane or
plate, is a prototypical problem in structural acoustics. It pos-
sesses many of the salient physical and mathematical fea-
tures of scattering by more complex structures, but is more
amenable to asymptotic and numerical approximations. In
the former camp there are light1,2 and heavy loading3 ap-
proximations, short wavelength approximations,4 and imped-
ance approximations,5,6 all of which decouple the motion of
the acoustic fluid from the dynamics of the flexible structure.
When the physical parameters of the acoustic fluid and struc-
ture do not warrant any of these approximations, then the
scattering problem must be resolved numerically by Galerkin
methods, finite difference techniques, or finite element meth-
ods.

The scattering problem considered here involves the in-
teraction of the incident plane wave with either a membrane
or plate. This physical problem has a conservation law which
can be recast as an optical theorem7,8 which relates the total
cross section of the scattered field, the directivity factor in
the specular direction, and the energy dissipated by losses in
the flexible surface. It would be a very desirable feature of
the approximate and numerical methods listed above to re-
produce this optical theorem. A failure to do so would
clearly indicate a deficiency in the method. However, as has
been shown in other scattering problems, the adherence of a
method to this conservation law does not imply accuracy.9,10

In this note it will be shown that any Galerkin approxi-
mation to the scattering problem, not necessarily using nor-
mal modes, will exactly satisfy the optical theorem. This
adherence is completely independent of the choice of basis
functions and of the order of approximation. Thus, for this
problem too, satisfying the optical theorem is no indication
of the accuracy of the approximation.

The remainder of this paper will now be outlined. The
scattering problem will be outlined in Sec. I for both the
membrane and plate. A new derivation of the optical theo-
rem will be presented in Sec. II. Unlike previous derivations

given for two-dimensional8 and three-dimensional7 cases, no
stationary phase methods are employed. The present deriva-
tion sets the stage for Sec. III in which the optical theorem is
proved for any Galerkin approximation.

I. FORMULATION

A plane time harmonic acoustic wave impinges upon a
compact flexible surface, such as a membrane or plate, which
is set into an infinite, rigid baffle that coincides with the
planez50. The resulting total pressureP(x) in the region
z.0 satisfies the Helmholtz equation

¹2P1k2P50, ~1a!

wherek5vL/c0 , v is the frequency of the excitation,c0 is
the sound speed inz.0, andL is a nominal measure of the
size of the flexible structure, such as its maximal diameter.
The region below the baffle and structure,z,0, is taken to
be a vacuum.

The total pressure is given by

P5PI~x,y,z,f I !1PI~x,y,2z,f I !1PS~x,y,z!, ~1b!

PI~x,y,z,f I !5eik(y sin f I2z cosf I ), ~1c!

where the first term in~1b! is the incident plane wave, the
second is the specularly reflected wave from the planez
50, and the third is the scattered field caused by the pres-
ence of the flexible surface. These pressures and the indepen-
dent variables are dimensionless, having been normalized by
the amplitude of the incident wave andL, respectively. In
addition, the unit vector in the propagation direction of the
incident wave is defined byeI5(0,sinfI,2cosfI), where,
without loss of generality,eI is orientated to be orthogonal to
the x axis. The total field satisfies the boundary condition

]

]z
P~x,y,0!50, ~x,y!¹V, ~2a!

whereV is the region occupied by the flexible surface andB
is its boundary.
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Since the sum of the incident and specularly reflected
waves satisfies~2a! on the entire planez50, it follows from
~1b! that

]

]z
PS~x,y,0!50, ~x,y!¹V, ~2b!

and

]

]z
P~x,y,0!5

]

]z
PS~x,y,0!, ~x,y!PV. ~2c!

In addition, the scattered field satisfies the far field condition

PS~x!5A~eI , r̂ !
eikr

r
1O~1/r 2!, r @1, ~3!

where the directivity factorA depends upon the propagation
direction eI and the observation directionr̂[x/r . A time
factor of e2 ivt has been assumed so thatPS is an outgoing
wave at infinity.

The flexible surfaces to be considered here are mem-
branes and plates. The displacement of the former satisfies

Lmw[¹0
2w1k2c2w5

L2

T
P~x,y,0!,

~x,y!PV; w50, ~x,y!PB, ~4a!

where¹0
2 is the Laplace operator in thex2y plane, while the

displacement of the latter satisfies

Lpw[¹0
4w2k2b2w

52
L4

D
P~x,y,0!,

~x,y!PV; w5n•¹w50, ~x,y!PB, ~4b!

wheren is the outward pointing unit normal toB. The pa-
rameters in~4a! are defined byc5c0 /cm , cm5(T/rm)1/2,
rm is the density per unit area of the membrane andT is the
tension applied to the membrane. Similarly, the parameters
in ~4b! are defined byb5c0 /cp , cp5(D/rphL2)1/2, D
5Eh3/12(12n2), h is the thickness of the plate,n is Pois-
son’s ratio,E is Young’s modulus, andrp is the density of
the plate. The boundary condition in~4b! implies the plate is
clamped; pinned plates can also be considered.

In addition to satisfying Eqs.~1!–~4!, the pressure in the
acoustic fluid and the displacement of the flexible surface are
connected by the boundary condition

]

]z
P~x,y,0!5Lv2r0w~x,y!, ~x,y!PV, ~5a!

wherer0 is the density of the acoustic fluid in the regionz
.0. This is just the statement that the vertical velocities of
the fluid and flexible surface are continuous. Equation~2c!
can be used to simplify~5a! to

]

]z
PS~x,y,0!5Lv2r0w~x,y!, ~x,y!PV. ~5b!

This boundary condition along with a standard Green’s func-
tion argument gives the scattered pressure in the acoustic
fluid as

PS~x,y,z!5
Lv2r0

2p E E
V

w~x8,y8!
eikr

r
dx8 dy8, ~6a!

r5A~x2x8!21~y2y8!21z2. ~6b!

Finally, the boundary value problem~1!–~5! can be re-
cast as an integral-differential equation for the displacement
w alone. This follows by inserting~1b! into ~4! and using
~6a!, all evaluated atz50; the result is

Llw5FlF2PI~x,y,0!1
Lv2r0

2p

3E E
V

w~x8,y8!
eikt

t
dx8 dy8G , ~7a!

t5A~x2x8!21~y2y8!2, ~7b!

wherel 5m andFm5L2/T correspond to the membrane, and
l 5p and Fp52L4/D to the plate. The displacement still
satisfies the corresponding boundary conditions in~4a! and
~4b!, respectively.

II. THE OPTICAL THEOREM

In this section the optical theorem is derived in a slightly
different manner than presented in Ref. 7. The present deri-
vation does not use the method of stationary phase, as will
now be shown.

The first step begins by observing that bothPS and its
complex conjugatePS* satisfy ~1a!. It then follows in the
usual manner that¹•(PS* ¹PS2PS¹PS* )50. Integrating
this relationship in the hemispherical region$z.0,r<R%,
whereR@1, using the divergence theorem,~2b!, and~3!, it
is readily deduced that

ksT5ImH E E
V

PS* ~x8,y8,0!
]

]z
PS~x8,y8,0! dx8 dy8J ,

~8a!

sT[E
0

2pE
0

p/2

uAu2 sinu du df, ~8b!

where Im denotes the imaginary part of a complex number
and u u its modulus. The parametersT is the total cross sec-
tion of the scattered pressurePS.

The second step commences by approximating~6a! in
the far field,r @1, using the law of cosines, and recalling the
definition of A in ~3!. The result is

A~eI , r̂ !5
Lv2r0

2p E E
V

w~x8,y8!e2 ikx8• r̂ dx8 dy8, ~9a!

where x85(x8,y8,0). Evaluating this expression forr̂5eR

5(0,sinfI,cosfI), namely in the specularly reflected direc-
tion, and recalling the definition of the incident pressure~1c!,
it follows that
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A~eI ,eR!5
Lv2r0

2p

3E E
V

w~x8,y8!P* I~x8,y8,0! dx8 dy8.

~9b!

The third step begins by inserting~5b! into ~8a! to yield
the total cross section in terms ofPS* and w. Then, the
imaginary part of~9b! is combined with this expression and
~1b! to give

ksT14p Im$A~eI ,eR!%

5Lv2r0 ImH E E
V

w~x8,y8!P* ~x8,y8,0! dx8 dy8J ,

~10!

whereP(x8,y8,0) is the total pressure on the flexible surface.
The final step begins, in the case of the membrane, by

taking the complex conjugate of~4a!, multiplying it by w,
and integrating the resulting expression overV. Applying
Green’s theorem and the boundary condition onB yields the
result

E E
V

[k2c* 2uwu22u¹0wu2 dx dy5FmE E
V

wP* dx dy,

~11a!

from which it follows by taking the imaginary part of this
equation,

ImH E E
V

wP* dx dyJ 5
k2 Im~c* 2!

Fm
E E

V
uwu2 dx dy.

~11b!

Here Im(c* 2)>0, which allows for loss in the structure and
the right-hand side of~11b! is just that loss. A similar analy-
sis shows that~11b! also holds for the plate withFm replaced
by Fp and Im(c* 2) by 2Im(b* 2). Then, for either flexible
surface the optical theorem is obtained by inserting this re-
sult into ~10! to obtain

ksT14p Im$A~eI ,eR!%5
k2Lv2r0 Im~n2!

Fl

3E E
V

uwu2 dx dy, ~12!

wheren25c* 2 for the membrane and2b* 2 for the plate.
In closing this section there are two things to note. The

first is the lack of stationary phase arguments required to
derive~12!. The replacement step was the application to the
law of cosines on~6! to obtain ~9a! from which ~9b! fol-
lowed. Second, and perhaps more importantly, it follows
from Eq. ~10! that a necessary and sufficient condition for
the optical theorem to hold is just~11b!. This observation
will be used in the next section.

III. THE GALERKIN APPROXIMATION: THE DISCRETE
OPTICAL THEOREM

The Galerkin method is a standard procedure for obtain-
ing approximate solutions to the integral differential equation
~7! for either membranes or plates.11,12This technique yields
an approximation of the surface displacement from which an
approximation to the scattered field is obtained from~6!. It
will be demonstrated that the directivity factor of this ap-
proximate scattered field exactly satisfies the optical theorem
~12!.

The first step is to introduce a set of basis functions$cn%
that are sufficiently smooth, independent, and each satisfying
the boundary conditioncn50 on B for the membrane and
cn5n•¹cn50 onB for the plate. These functions need not
be the eigenfunctions for the structure in a vacuum. The
approximate displacement is taken to be

wN5 (
n51

N

ancn , ~13!

whereN.1 is a fixed integer and the amplitudesan are to
be determined. This expression is then substituted into~7! to
yield

LlwN5Fl H 2PI~x,y,0!1
Lv2r0

2p

3E E
V

wN~x8,y8!
eikt

t
dx8 dy8J 1Rl

N~x,y!,

~14!

whereRl
N denotes the residual error made by the approxima-

tion ~13! and againl 5m corresponds to the membrane and
l 5p to the plate. By requiring that this residual error is
orthogonal to each of thec j , i.e.,

E E
V

Rl
N~x,y!c j* dx dy50, j 51,2,. . . ,N, ~15!

a set ofN linear equations is obtained for thean . These can
be solved and along with~13! give the desired approximation
to the displacement.

In the next step the approximate displacementwN is
inserted into~6! to give the approximate scattered fieldPN

S .
This field satisfies~1a! and the boundary conditions~2b! and
~5b!, with w replaced bywN , by virtue of the properties of
the kernel function in~6a!. Denoting byAN the directivity
factor of PN

S andsN
T the corresponding total cross section, it

follows by arguments, identical to those of the previous sec-
tion, that

ksN
T14p Im$AN~eI ,eR!%

5Lv2r0 ImH E E
V

wN~x,y!PN* ~x,y,0! dx dyJ , ~16a!

sN
T[E

0

2pE
0

p/2

uANu2 sinu du df, ~16b!

wherePN* 52P* I(x,y,0)1PN
S* .

The final step is now to show that the right-hand side of
~16a! is the corresponding approximate energy loss of the
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flexible surface. This is readily deduced from~14! and ~15!
as follows. Rewriting the complex conjugate of~14!, for the
membrane, as

¹0
2wN* 1k2c* 2wN* 5FmPN* 1Rl*

N , ~17a!

multiplying it by wN , integrating the result overV, and
applying Green’s theorem gives the analog of~11a!,

E E
V

[k2c* 2uwNu22u¹0wNu2 dx dy

5FmE E
V

wNPN* dx dy1E E
V

Rl*
NwN dx dy. ~17b!

Then, taking the imaginary part of this equation and applying
~13! gives

Fm ImH E E
V

wNPN* dx dyJ 2k2 Im~c* 2!E E
V

uwNu2 dx dy

52 (
n50

N

anH E E
V

Rl*
Ncn dx dyJ . ~18a!

Taking the complex conjugate of~15! implies the right-hand
side of ~18! vanishes and thus,

ImH E E
V

wNPN* dx dyJ 5
k2 Im~c* 2!

Fm
E E

V
uwNu2 dx dy.

~18b!

The same result holds for the plate withFm replaced byFp

andc* 2, by 2b* 2.
Finally, inserting~18b! into ~16a! yields the relationship

ksN
T14p Im$AN~eI ,eR!%5

k2Lv2r0 Im~n2!

Fl

3E E
V

uwNu2 dx dy, ~19!

which is the desired result. This relationship is identical in
form and content to the optical theorem given by Eq.~12!. It
holds for any choice of basis functions$cn%, as long as they
are sufficiently smooth and satisfy the appropriate boundary
conditions onB, and any order of approximationN. Thus, the
fact that the Galerkin approximation satisfies the discrete op-
tical theorem~19! is no indication of its accuracy. Rather,
Eq. ~19! should be interpreted as a condition which should be
met by any viable candidate for an approximation.

IV. EXTENSIONS

The results of the preceding sections hold when a rigid
cup is placed beneath the flexible surface with its edge in
perfect contact with the baffle. This forms a resonator whose
only access to the acoustic fluid in the regionz.0 is through
the flexible surfaceV. The cavity can be filled with a differ-
ent lossless acoustic fluid having densityrc and sound speed
cc . The only difference in the preceding formulation is the
addition of an extra term, due to the additional acoustic fluid
in the cavity, in the total pressure on the flexible structure.

The arguments follow along almost identical paths. The re-
sults are identical withA, now the directivity factor of the
flexible surface-cavity-baffle system.

Similarly, the results of the preceding sections hold
when the regionz,0 under the baffled structure is filled
with a different lossless acoustic fluid of densityr1 and
sound speedc1. The only slight modification is that the total
cross section defined in~8b! is replaced by

ŝT5E
0

2pE
0

p

h~u!uAu2 sinu du df, ~20a!

h~u!5H 1, 0,u,p/2 ,

c0r1 /c1r0 , p/2,u,p ,
~20b!

and a similar expression for the approximationŝN
T .

Finally, it should be noted that optical theorems have
been proved for several interesting and important related
problems. Several authors have considered acoustic scatter-
ing by an infinite flexible plate or planar shell with a compact
inclusion, such as a rib support or variable density,8,13–16and
have derived expressions analogous to~8b!. When fluid load-
ing is neglected,14 the scattering is initiated by a flexural
wave and the compact obstacle produces an outgoing cylin-
drical wave on the surface of the plate. The cross section of
this wave also satisfies an analogous optical theorem. In ad-
dition, the acoustic scattering by a rigid obstacle above an
infinite plate has also been recently studied;8,15 there a result
similar to ~8b! is proved.

Although Galerkin methods were not used in these prob-
lems, it seems plausible that they will preserve the optical
theorems derived therein. Indeed this would be an interesting
sequence of calculations to perform and is the topic of on-
going research.
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Effects of thermal diffusion on sound attenuation in evaporating
and condensing gas-vapor mixtures in tubes
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An investigation of sound propagation in an air–water vapor mixture contained in a cylindrical tube
with wet walls was recently presented@Raspetet al., J. Acoust. Soc. Am.105, 65–73~1999!#. The
formulation of the problem paralleled the ‘‘low reduced frequency method’’ of Tijdeman@J. Sound
Vib. 39, 1–33~1975!#. It was pointed out that a term of reduced frequency order had been neglected
in the radial component of the diffusion equation@G. Swift, personal communication~1999!#. This
term represents the additional mass diffusion driven by the temperature gradient, or Soret effect, and
is proportional to the thermal diffusion ratio. The solution for the complex wave number of the
acoustic mode with this additional term is presented here. Numerically calculated predictions for the
air–water vapor mixture show little change in acoustic attenuation due to the coupling. Therefore,
a description of the acoustic attenuation where the viscous, thermal, and diffusion processes are
decoupled is adequate for the specific case previously discussed by Raspetet al. @J. Acoust. Soc.
Am. 105, 65–73~1999!#. © 2000 Acoustical Society of America.@S0001-4966~00!01402-8#

PACS numbers: 43.20.Hq, 43.20.Mv@DEC#

INTRODUCTION

In this paper we extend the results of a recent paper1

which modeled the attenuation of sound in a wet tube filled
with an air–water vapor mixture. The model included dissi-
pation of acoustic energy due to diffusion, thermal relax-
ation, and viscous relaxation. The tube wall was assumed
wet so as to allow mass transfer of vapor to and from the
wall. Further, it is assumed that the temperature of the tube
wall and the layer of liquid do not fluctuate, the air compo-
nent cannot penetrate the tube wall or the liquid layer, and
that the air–vapor mixture does not slip with respect to the
liquid layer.

The formulation of the problem paralleled the ‘‘low re-
duced frequency method’’ of Tijdeman.2 In using this ap-
proach, the basic equations governing sound propagation in
an ideal air–vapor mixture are recast into cylindrical coordi-
nates. It is assumed that the tubes are sufficiently small that
any polar dependence may be ignored. Nondimensional vari-
ables in the axial and radial directions are then defined. The
reduced frequency is also defined as

V5
vR

c
, ~1!

wherev is the angular frequency,R is the tube radius, andc
is the speed of sound in the mixture.

The principal approximation of the ‘‘low reduced fre-
quency method’’ is to require that the reduced frequency,V,
be small. A second criterion requiring that the radial velocity
terms be treated as first order in the reduced frequency,V, is
also imposed to retain terms that would otherwise be ne-
glected. In the previous paper,1 the resulting equations, Eqs.
~22!–~28!, were decoupled. The wave number of the acoustic
mode was then determined by directly integrating the equa-
tions.

Swift pointed out that a term of orderV in the radial
component of the diffusion equation, i.e., Eq.~28!, had been
neglected.3 This term represents the thermally assisted mass
diffusion, i.e., the Soret effect, and is proportional to the
thermal diffusion ratio,kT . A second term containingkT

expressing diffusion assisted heat flow was retained. There-
fore, the effect of diffusion on heat transport was accounted
for but the effect of temperature gradients on mass transport
was neglected. The thermal diffusion ratio,kT , is defined by
Hirschfelderet al.,4 as a measure of the relative importance
of the thermal and ordinary diffusion. The value of the ther-
mal diffusion ratio,kT , for an air–water vapor mixture is of
the O (1024) at 0 °C and O (1022) at 100 °C when the
ambient air pressure is one atmosphere. It was concluded in
the previous paper that the heat flux associated with the dif-
fusion was not a significant contribution to the overall at-
tenuation.

The solution for the acoustic wave number including the
Soret effect is presented here. The equations can no longer
be integrated directly to obtain an expression for the acoustic
wave number because the entropy and diffusion equations
are now coupled. The expressions for the dimensionless ther-
mal wave number,lT , and the dimensionless diffusion wave
number,lD , are altered on account of this coupling.

NEW SOLUTION

The principal approximation in the ‘‘low reduced fre-
quency method’’ is to require that the reduced frequency be
small:

V5
vR

c
5

2pR

l
!1. ~2!

This spans a wide range of frequencies for small tubes and in
fact includes regions where the Kirchoff wide tube approxi-
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mation holds, as well as the Rayleigh narrow tube/low fre-
quency region. In the analysis of sound propagation in an
air–water vapor mixture contained in a cylindrical tube with
wet walls a second set of criteria are also used to retain some
terms that would otherwise be neglected:

u@v ~3!

and

v'V. ~4!

The first condition is met since the radial velocity must be
zero at the center and the displacement per cycle is at most
on the order of one radius. The second condition arises since
v andV are the same order of magnitude at the wall and both
are zero at the center.

We rewrite the equations retaining the lowest order
terms inV. We treat terms inv andV as first order terms in
V. With the definitions in the previous paper1 and the appli-
cation of the low reduced frequency approximation, the com-
plete system of equations are presented below to facilitate
the presentation of the solution. The axial component of the
Navier–Stokes equation is

iu5
1

g

]p*

]j
2

1

lm
2 F ]2u

]h2 1
1

h

]u

]h G , ~5!

and the radial component becomes

1

g

]p*

]h
50. ~6!

The continuity equation for the mixture gives

iVr* 5V
]u

]j
1

]v
]h

1
v
h

, ~7!

and the equation of state becomes

V@p* 2r* 2T* #5 i
n1n2

nr0
~m12m2!FV ]U

]j
1

1

h

]hV

]h G . ~8!

The entropy equation for the mixture becomes

T* 2
g21

g
p* 2

i

lT
2 F]2T*

]h2 1
1

h

]T*

]h G
1 i

kT

V

g21

g S 1

h

]hV

]h
1V

]U

]j D50. ~9!

The second term represents the temperature change due to
adiabatic heating, the third term is the temperature change
due to heat conduction, and the fourth term is the tempera-
ture change associated with diffusion assisted heat flux. The
axial component of the diffusion equation is

iU 50, ~10!

implying there is no mass flux in the direction of propagation
of the acoustic wave. Equations~5!–~10! are unchanged
from the previous paper.1 The corrected radial component of
the diffusion equation is

iV5
21

lD
2

]

]h F 1

h

]hV

]h
1V

]U

]j G2 iV
~m22m1!

lD
2

n

r0

]p*

]h

2 iV
kT

lD
2

n2

n1n2

]T*

]h
. ~11!

Since V is O(V), all terms in this equation are the same
order and all terms should be retained in the low reduced
frequency approximation. The first term on the right hand
side is the ordinary diffusion which is attributed to concen-
tration gradients of the components present in the mixture.
The second term on the right hand side represents the pres-
sure diffusion and does not contribute as a consequence of
Eq. ~6!. This equation differs from the previous paper1 by the
addition of the third term on the right hand side that is pro-
portional to the thermal diffusion ratio,kT . This term repre-
sents the thermal diffusion. Furthermore, Eq.~10! will be
used to eliminate the]U/]j term in Eq.~8!, Eq. ~9!, and Eq.
~11!.

In the previous paper the use of the low reduced fre-
quency approximation decoupled the equations so that the
wave number of the acoustic mode could be determined by
directly integrating the equations. However, now that the
equation forV, Eq. ~11!, is coupled to the entropy equation,
Eq. ~9!, they must be solved simultaneously. From inspection
of Eq. ~9! and Eq.~11! we assume solutions of the following
forms:

T* 5AJ0~Ailxh!1BJ0~Ailyh!1
g21

g
p* ~12!

and

V5CJ1~Ailxh!1DJ1~Ailyh!, ~13!

whereJ0 is the Bessel function of the first kind of order zero
andJ1 is the Bessel function of the first kind of order one.A,
B, C, andD are complex valued coefficients which will be
determined using boundary conditions.

Substitution of Eq.~12! and Eq.~13! into Eqs.~9! and
~11! yields the same eigenvector equation forlx andly :

S 12
lx,y

2

lT
2 D S 12

lx,y
2

lD
2 D 5

n2

n1n2
kT

2 g21

g

lx,y
2

lD
2 . ~14!

The two solutions to this equation arelx andly . Inspection
of these solutions shows that one solution approacheslT and
one approacheslD for small kT so we denote these as* lT

and* lD :

* lT
25

lT
2~11F!

2 F11A11
4lT

2lD
2 F

@lT
2~11F!2lD

2 #2G
1

lD
2

2 F12A11
4lT

2lD
2 F

@lT
2~11F!2lD

2 #2G , ~15!
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* lD
2 5

lD
2

2 F11A11
4lT

2lD
2 F

@lT
2~11F!2lD

2 #2G1
lT

2~11F!

2

3F12A11
4lT

2lD
2 F

@lT
2~11F!2lD

2 #2G , ~16!

where

F5
n2

n1n2
kT

2 g21

g
. ~17!

Four equations are required to determine coefficientsA, B, C,
and D. The first two equations are obtained by substituting
Eq. ~12! and Eq.~13!, with the above values for* lT and
* lD , into Eqs. ~9! and ~11!, respectively. The other two
equations are obtained from the boundary conditions. The
boundary condition on temperature fluctuations,T* 50, at
the tube wall,h51, yields

AJ0~Ai * lT!1BJ0~Ai * lD!1
g21

g
p* 50. ~18!

The boundary condition on the vapor pressure,p250, at the
tube wall,h51, yields

iVp* 5
n1

n
@Ai * lTJ0~Ai * lT!C1Ai * lDJ0~Ai * lD!D#.

~19!

The solutions forA, B, C, andD are substituted into Eq.~12!
to obtain an equation for the temperature as a function of
pressure as

T* 5
g21

g
p* F12S lT

22* lD
2

* lT
22* lD

2 D J0~Ai * lTh!

J0~Ai * lT!

1S lT
22* lT

2

* lT
22* lD

2 D J0~Ai * lDh!

J0~Ai * lD!
1

lT
2

* lT
22* lD

2 kT

3
n

n1
S J0~Ai * lDh!

J0~Ai * lD!
2

J0~Ai * lTh!

J0~Ai * lT!
D G . ~20!

Substitution into Eq.~13! gives the radial component of the
diffusion velocity as

V5
iV

kT
p* S lT

2

* lT
22* lD

2 D F S 12
* lT

2

lT
2 D S 12

* lD
2

lT
2 D

3S J1~Ai * lDh!

Ai * lDJ0~Ai * lD!
2

J1~Ai * lTh!

Ai * lTJ0~Ai * lT!
D

1
n

n1
kTS lT

22* lD
2

* lT
2

J1~Ai * lDh!

Ai * lDJ0~Ai * lD!

2
lT

22* lT
2

* lT
2

J1~Ai * lTh!

Ai * lTJ0~Ai * lT!
D G . ~21!

From this point on the approach to obtaining a solution
for the acoustic mode parallels the procedure of the previous
paper.1 The new solution for the wave number squared of the
acoustic mode is

k25
g

F~lm!

v2

c2 F11
n2

n1
2

g21

g F12
lT

22* lD
2

* lT
22* lD

2 ~12F~* lT!!1
lT

22* lT
2

* lT
22* lD

2 ~12F~* lD!!G
1

n2

n1

lT
22* lD

2

* lT
22* lD

2 F lT
22* lT

2

lT
22* lD

2 F~* lT!2F~* lD!G1
n2

nkT

lT
22* lT

2

lT
2 S lT

22* lD
2

* lT
22* lD

2 D @F~* lT!2F~* lD!#

2
g21

g

lT
2

* lT
22* lD

2 kT

n

n1
@F~* lT!2F~* lD!#G , ~22!

where

F~l j !512
2J1~Ail j !

Ail j J0~Ail j !
, ~23!

with l j representing the viscous wave number, modified
thermal wave number, and the modified diffusion wave num-
ber. Equation~22! above reduces to the acoustic wave num-
ber obtained in the previous paper in the limit of* lT→lT

and * lD→lD . Making use of the fact that the sum of Eq.
~15! and Eq.~16! is

* lD
2 1* lT

25lD
2 1~11F!lT

2, ~24!

and the product is

* lD
2 * lT

25lD
2 lT

2 , ~25!

allows Eq.~22! to be somewhat simplified to

k25
g

F~lm!

v2

c2 F11
n2

n1
1F2

g21

g S lT
22* lD

2

* lT
22* lD

2 D
1

n2

n1
S lT

22* lT
2

* lT
22* lD

2 D GF~* lT!

1Fg21

g S lT
22* lT

2

* lT
22* lD

2 D 2
n2

n1
S lT

22* lD
2

* lT
22* lD

2 D GF~* lD!

22FkT

n

n1

g21

g

lT
2

* lT
22* lD

2 G @F~* lT!2F~* lD!#G ,
~26!

but obtaining the expression of the previous paper is not as
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obvious. If we choose to ignore the coupling between ther-
mal and diffusion processes, substitutingkT50 into Eq.~26!
gives

k25
g

F~lm!

v2

c2 F12
g21

g
F~lT!1

n2

n1
~12F~lD!!G . ~27!

The real and imaginary parts of the wave number can be
evaluated numerically from the expressions above. The
imaginary part ofk yields the attenuation and the real part is
v/vph , wherevph is the phase velocity.

COMPARISON OF NUMERICAL PREDICTIONS FOR
AN AIR-WATER VAPOR MIXTURE

Calculating the attenuation of sound from the above ex-
pressions requires values for the properties of the compo-
nents as well as values for the effective properties of the
mixture. These properties are calculated using the same ap-
proach as in the previous paper.1 The ratio of specific heats
and the specific heat at constant pressure for the components
are independent of temperature and are calculated from basic
kinetic theory, whereas the temperature dependence of the
ambient sound speed of the components is taken into ac-
count. The ratio of specific heats, the specific heat at constant
pressure, and the temperature dependence of ambient sound
speed of the mixture are derived based upon an average en-
ergy of the mixture. The temperature dependence of the vis-
cosity and thermal conductivity of the components and of the
binary mixture are accounted for. The temperature and pres-
sure dependence of mass diffusion and the thermal diffusion
ratio of the binary mixture are also accounted for.

Varying the temperature changes the properties of the
components and mixture as well as changing the mole frac-
tions of the components. The variation in properties of air,
water vapor, and the mixture as a function of temperature are
shown in Fig. 2 of the previous paper.1 For an air–water
vapor mixture, the diffusion coefficient is of O(1025) m2/s
and exhibits a maximum at about 50 °C. The thermal diffu-
sion ratio,kT , tends to zero as the mole fraction of either
component goes to zero. For an air–water vapor mixture the
thermal diffusion ratio increases with increasing temperature
to about 0.01 at a temperature of 100 °C.

It is quite common to calculate dimensionless numbers
to estimate the relative importance of various process. Figure
1 shows the values of Prandtl number, Schmidt number, or
Prandtl mass transfer number, and the Lewis number for the
air–water vapor mixture. The Prandtl number is the ratio of
momentum~viscous! to thermal effects. The Prandtl number
increases slightly with increasing temperature and is always
larger than the near23 value for pure monatomic ideal gases.
The Schmidt number is the ratio of momentum~viscous! to
mass diffusion effects. It remains fairly constant over the
range of temperature considered here. It is smaller than the
Prandtl number. The Lewis number is the ratio of mass dif-
fusion to thermal effects. It can be calculated as the ratio of
Prandtl to Schmidt number. It varies slightly with tempera-
ture and is greater than one. This implies that the mass dif-
fusion effects are larger than the thermal effects.

When coupling between mass diffusion and thermal pro-
cesses are accounted for the expressions for the dimension-
less thermal wave number,* lT , and the dimensionless dif-
fusion wave number,* lD , are given by Eq.~15! and Eq.
~16!, respectively. Figure 2 shows the differences in thermal
and diffusion wave numbers with and without the coupling.
The thermal wave number is increased, i.e., the thermal pen-
etration depth is decreased, due to the effect of diffusion. The
diffusion wave number is decreased, i.e., the diffusion pen-
etration depth is increased, due to the temperature gradient.
The value ofkT and the differences betweenl j ’s and* l j ’s
go to small nonzero values as the temperature approaches
zero. The largest differences betweenl j ’s and * l j ’s are
quite small for this case. The differences betweenl j ’s and
* l j ’s plotted in Fig. 2 are independent of tube size and fre-
quency and depend solely on the properties of the gas mix-
ture.

Predictions of attenuation of 10-kHz sound in a wet tube
of radius 0.5 mm filled with an air–water vapor mixture is
shown in Fig. 3. For reference, the magnitude ofl j ’s in this
case are O~30!. Calculations for the mixture-filled tube show
a decrease in attenuation if the mixture is treated as an ef-
fective fluid, i.e., without mass transfer. This is due to the
decrease in the kinematic viscosity of the mixture. An in-
crease in attenuation is predicted if mass transfer is included.

FIG. 1. Calculated Prandtl number, Schmidt number, and Lewis number of
the air–water vapor mixture as a function of temperature.

FIG. 2. Differences in thermal wave number,lT , and diffusion wave num-
ber,lD of the mixture withkT50 and with coupling of diffusion and ther-
mal processes.
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The increase in attenuation due to mass transfer is associated
with the phasing of the pressure perturbation of the acoustic
wave and the evaporation-condensation of water vapor from
the wall. The predicted attenuation with and without cou-
pling between thermal and diffusion process are almost the
same. This implies that the coupling does not significant alter
the attenuation. The thermal diffusion ratio,kT , representing
the coupling between diffusion and heat flux is of the O
(1022) for this case. The thermal diffusion ratio of other
binary mixtures of various gases can be an order of magni-
tude larger than for case considered here.5 Therefore, the
coupling between mass diffusion and heat flux might be im-
portant for other mixtures.

CONCLUSIONS

The low reduced frequency method of Tijdeman2 can be
used to produce predictions of the effect of wet walls on

sound propagation in air-filled tubes. The solution for the
acoustic wave number including the coupling between mass
diffusion and thermal effects has been derived. The expres-
sions for the dimensionless thermal wave number,lT , and
the dimensionless diffusion wave number,lD , are altered
due to the coupling. However, these changes are quite small
for the case of an air–water vapor mixture. The attenuation
of a 10-kHz acoustic wave propagating in the tube also
shows little change due to the coupling. The contribution can
be shown to be small for a wide range ofl j ’s. Therefore, a
description of attenuation where the viscous, thermal, and
diffusion processes are decoupled, i.e.,kT50, is adequate for
the air–water vapor mixture discussed in the previous
paper.1
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A method for evaluating the acoustical properties of homogeneous and isotropic porous materials
that may be modeled as fluids having complex properties is described here. To implement the
procedure, a conventional, two-microphone standing wave tube was modified to include: a new
sample holder; a section downstream of the sample holder that accommodated a second pair of
microphone holders and an approximately anechoic termination. Sound-pressure measurements at
two upstream and two downstream locations were then used to estimate the two-by-two transfer
matrix of porous material samples. The experimental transfer matrix method has been most widely
used in the past to measure the acoustical properties of silencer system components. That procedure
was made more efficient here by taking advantage of the reciprocal nature of sound transmission
through homogeneous and isotropic porous layers. The transfer matrix of a homogeneous and
isotropic, rigid or limp porous layer can easily be used to identify the material’s characteristic
impedance and wave number, from which other acoustical quantities of interest can be calculated.
The procedure has been used to estimate the acoustical properties of a glass fiber material: good
agreement was found between the estimated acoustical properties and those predicted by using the
formulas of Delany and Bazley. ©2000 Acoustical Society of America.@S0001-4966~00!04302-2#

PACS numbers: 43.20.Jr, 43.20.Mv, 43.55.Ev, 43.58.Bh@DEC#

INTRODUCTION

Many types of sound-absorbing materials are used in
noise-control applications. These materials include, for ex-
ample: glass fiber, polymeric fibrous materials, and various
types of foams. It is of interest to be able to predict the
noise-control impact of these materials, whether in sound
absorption or barrier applications, at the design stage: finite
element, boundary element, and statistical energy analysis
programs make that possible in principle. However, to take
full advantage of these software capabilities, it is necessary
to have detailed knowledge of the acoustical properties of the
noise-control materials. In particular, it is usually necessary
to know their characteristic impedance and wave number. A
procedure addressing that need is presented here.

We will consider, in particular, porous materials that are
homogeneous~i.e., materials whose properties are spatially
uniform! and isotropic~i.e., materials whose properties are
independent of direction!, and whose expanded solid phase
may be assumed to be either perfectly rigid or perfectly limp.
In general, most noise-control materials are poroelastic: i.e.,
they can support two compressional waves and a transverse
wave. However, in certain frequency or material property
regimes, certain porous materials behave as though they
were rigid, i.e., their solid phase motion is negligible com-
pared to that of the fluid phase owing to weak coupling or
the relatively high density or stiffness of the solid phase. In
other regimes, certain materials such as low density, high
flow resistivity, unreinforced glass fibers may be approxi-
mated as limp: i.e., thein vacuostiffness of their bulk solid
phase is negligible compared to that of the saturating fluid.

For practical purposes, many fibrous materials and foams fall
into these two categories in specific frequency ranges of in-
terest. Air-saturated, homogeneous, and isotropic porous ma-
terials that can be approximated as either rigid or limp may
be considered to support only a single dilational wave type
and may thus be modeled as dissipative fluids having com-
plex physical properties: e.g., characteristic impedance and
wave number.1 The acoustical properties of such a medium
are completely specified when the latter two quantities, or
two independent properties derived from them~e.g., complex
density and complex sound speed! are known. Thus, it is of
interest to be able to determine experimentally the wave
number and the characteristic impedance of a homogeneous
and isotropic porous material.

The current effort is an extension of work reported ear-
lier by Boltonet al.2 In that work, a four-microphone, stand-
ing wave tube measurement of the normal incidence reflec-
tion and transmission coefficients of automotive sealant
materials was described. The success of that procedure de-
pended on the provision of an anechoic termination for the
standing wave tube. Here, it is shown that the same mea-
sured data may be used to determine the transfer matrix of
the material under test even though no conditions are im-
posed on the tube termination properties. The transfer matrix
elements may then be related in closed form to the porous
material’s characteristic impedance and wave number. Note
that the latter property, in particular, yields both the phase
speed and the spatial rate of energy dissipation within the
material. Note also that when the transfer matrix of a layer of
acoustical material is known, it may be combined with trans-
fer matrices of other acoustical elements~e.g., barrier or re-
sistive layers! to form the complete transfer matrix of a
multilayer noise control treatment.3 The latter matrix may

a!Author to whom correspondence should be addressed. Electronic mail:
bolton@ecn.purdue.edu
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then be used to predict and optimize the absorption and bar-
rier properties of the treatment.

The transfer matrix method has been widely used in the
past to analyze and to measure the acoustical properties of
flow system elements~e.g., automotive mufflers!. The par-
ticular implementation of the transfer matrix method de-
scribed here was made possible by taking advantage of the
reciprocal nature of sound transmission through typical
acoustical materials: that reciprocity places conditions on the
structure of the transfer matrices of these materials. The re-
sulting mathematical constraints make it possible to deter-
mine the acoustical properties of homogeneous and isotropic
porous materials by using fewer measurements than are typi-
cally necessary when using a transfer matrix approach.

The procedure is demonstrated here through measure-
ments of the acoustical properties of aviation-grade glass fi-
bers. Good agreement was found between the measured
acoustical properties of these materials and predictions made
using well-established semiempirical formulas. Note, how-
ever, that the procedure applied here cannot be applied di-
rectly in its present form to materials that must be modeled
as poroelastic: i.e., those materials in which two compres-
sional waves and a transverse wave contribute significantly
to the materials’ acoustical properties.

I. BACKGROUND

In 1946, Scott described a technique for directly mea-
suring the propagation constant and for inferring the charac-
teristic impedance of a porous material.4 The propagation
constant, or wave number, as defined by Scott comprised a
real component, the propagation factor, governing the phase
change per unit length and an imaginary component, the at-
tenuation factor, governing the exponential decay of sound
pressure within the porous material. The attenuation factor at
a single frequency was determined by passing a microphone
probe through a deep sample and measuring the decay of
mean-square sound pressure with position. The propagation
factor was determined at the same time by measuring the
sound field’s phase change with distance. The characteristic
impedance was inferred by measuring the normal specific
acoustic impedance of a sample sufficiently deep that reflec-
tion from the tube termination was negligible. The same ap-
proach was also described by Beranek.5 The disturbance of
the acoustical material caused by the microphone probe has
proven to be a problem with Scott’s technique in application
to some types of materials. More recently, a nonintrusive
version of Scott’s wave number measurement was described
by Lambert and Tesar.6 In their procedure, a long sample of
porous material was placed in a standing wave tube as in
Scott’s approach. However, the single-frequency sound field
within the porous material was sampled at 1-cm intervals
along its length by means of a probe microphone inserted
through the tube wall. The real and imaginary parts of the
wave number can easily be calculated from the latter data.

Following Scott’s work, Beranek7 used an elastic porous
material theory similar to that of Zwikker and Kosten8 to
relate the wave number and characteristic impedance of a
porous material to its macroscopic physical properties: i.e.,
flow resistance, structure factor~as then defined!, porosity,

density, and the volume stiffness coefficients for the air and
structure. He suggested that the theory could be used as an
alternative to direct measurement of the wave numbers and
characteristic impedances of either limp or rigid porous ma-
terial.

Ferrero and Sacerdote subsequently proposed a second
style of material property measurement based on two mea-
surements of surface-normal impedance.9 In particular, they
showed that it was possible to determine the characteristic
impedance and wave number of a porous material graphi-
cally and analytically by measuring at a single frequency the
surface-normal specific acoustic impedance of two different
thicknesses of the same porous material, one thickness being
double the other. Their particular procedure has since be-
come known as the two-thickness method. When using this
technique, however, it is sometimes difficult to mount a sec-
ond sample without disturbing the first, and the procedure
becomes inaccurate when the product of the attenuation fac-
tor and the sample depth is sufficiently large that the differ-
ence between the surface impedances of the two thicknesses
of material is relatively small. The latter problem is particu-
larly significant for fibrous materials having high flow resis-
tivities.

Yaniv eliminated problems associated with the use of
two thicknesses of material by introducing the two-cavity,
single-frequency method: during the first surface impedance
measurement the sample was backed by a rigid wall, while in
the second measurement the sample was backed by a one-
quarter-wavelength deep cavity terminated by a rigid wall.10

The wave numbers and characteristic impedances of a num-
ber of materials obtained by using this procedure were com-
pared both with predictions made using the Beranek theory
and with results obtained by using Scott’s method. The two-
cavity method was shown to give results in good agreement
with Beranek’s theory over the frequency range considered:
Scott’s method was found to be less accurate for the materi-
als that Yaniv considered. Like the two-thickness method,
however, the two-cavity method can become inaccurate
when the sample material is highly dissipative: i.e., when the
surface-normal impedance is relatively insensitive to backing
conditions.

Smith and Parott have also evaluated the two-thickness
method, the two-cavity method, and Scott’s method.11 They
found that the significant advantage of the two-cavity
method compared with the two-thickness method lies in the
reduction of both measurement times and the variation asso-
ciated with mounting test materials that is made possible by
using the former method.

Utsuno et al. subsequently described a cross-spectral
implementation of the two-cavity method based on the two-
microphone method for measuring surface-normal
impedance.12,13 In their procedure, the wave number and
characteristic impedance were estimated on the basis of two
measurements of the surface impedance of a sample insoni-
fied by broadband noise: first when backed by a hard termi-
nation and then by an arbitrarily deep air space. Their ap-
proach allows results to be obtained over a broad range of
frequencies simultaneously and eliminates the need for a dif-
ferent backing depth at each frequency. However, in com-
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mon with other techniques based on surface-normal imped-
ance measurement, this approach can be inaccurate when
applied to highly dissipative materials.

To address the latter concern, a third general type of
estimation procedure combining surface impedance informa-
tion with measurements of transfer properties across the
sample has been developed by a number of investigators.
Such a procedure was implemented by Bordone-Sacerdote
and Sacerdote.14 In their procedure, transfer functions were
measured in two directions across a porous sample that di-
vided a short tube terminated at both ends by acoustic driv-
ers. By taking advantage of the reciprocal nature of sound
transmission through the sample, they were able to determine
parameters related directly to the wave number and charac-
teristic impedance of the material under test. Although the
authors’ intention was to develop a procedure specifically
useful at very low frequencies, and which could also be used
to measure the material’s dynamic flow resistivity, there ap-
pears to be no reason that this procedure could not work at
any frequency in the plane wave range. Note, however, that
the acoustic drivers which terminate the tube are required to
present a zero-velocity boundary condition when not in use:
this requirement may be difficult to satisfy when using con-
ventional loudspeakers.

Some time later, Ingard and Dear described a simplified
two-microphone procedure for measuring the dynamic
flow impedance of a sample thin enough so that the acoustic
particle velocities on its two surfaces are negligibly
different.15,16 The latter requirement restricts the use of their
procedure to low frequencies. In this procedure a sample is
placed in a standing wave tube at a distanceL from a rigid
termination, and the sound pressure is measured both at the
termination and at the front surface of the sample. At fre-
quencies such thatL is an odd number of quarter wave-
lengths, the normalized flow impedance of the sample is di-
rectly related to a ratio of the two sound pressures. This
procedure is of interest since the flow impedance as defined
by the authors may be related to the material’s characteristic
impedance. However, owing to the requirement that the
sample depth be very small compared to a wavelength, this
procedure cannot be used to estimate a material’s wave num-
ber, and as noted, it may only be applied at a discrete set of
frequencies determined by the length of the terminating air
space.

McIntosh et al. subsequently described a more general
apparatus and procedure for measuring the low frequency,
dynamic flow impedance of a sample.17 Their apparatus was
similar to that of Ingard and Dear except that a linear array of
microphones positioned in front of the incident surface of the
sample was used to estimate the complex pressure and par-
ticle velocity on the incident face of the sample at each fre-
quency of interest. The sound pressure measured at a micro-
phone mounted flush with the rigid termination was used to
estimate the same information at the transmission face of the
sample without restriction on frequency. The pressure and
particle velocity information could then be used to estimate
the dynamic flow resistivity at low frequencies: i.e., when
the sample thickness was small compared to a wavelength.
However, McIntoshet al. noted that the same information

could be combined with a single-wave model for sound
propagation within the porous layer to determine the latter’s
characteristic impedance and wave number at any frequency
in the plane wave region by means of an iterative, numerical
solution. Measured results for an open cell foam were in
generally good agreement with appropriate theoretical pre-
dictions.

Champoux and Stinson have described a procedure simi-
lar in some respects to that of McIntoshet al. that entails
measurement of both the surface impedance of a sample
backed by a fixed-depth air space and the pressure transfer
function across the sample.18 The latter quantity was esti-
mated by using a reference microphone at the front surface
of the sample and a cavity microphone behind the sample.
The shallow cavity behind the sample was terminated by a
rigid backing. The procedure implemented by Champoux
and Stinson was based on the use of a traversing probe tube
to estimate the surface-normal impedance of the sample, and
so measurements were made one frequency at a time. The
surface impedance and the transfer function across the
sample together provide the information necessary to calcu-
late the characteristic impedance and the wave number of the
material in closed form. The direct measurement of the trans-
fer function across the sample makes it possible for this
method to yield accurate estimates of the characteristics of
dissipative materials having high flow resistivities. The latter
property is shared with all the other procedures described
here that involve measurements on both sides of the
sample.14–17 Note that a procedure essentially identical to
that of Champoux and Stinson, save for the elimination of
the air space behind the sample, has recently been described
by Iwaseet al.19 Note finally that the Ingard and Dear, McIn-
toshet al., and Champoux and Stinson procedures are simi-
lar in some respects to one- and two-microphone techniques
that were developed for measuring the impedance of duct
lining materials: see, for example, Ref. 20.

All of the procedures described above entail the use of a
sample placed in sealed standing wave tube. More recently,
Amedin et al. developed a measurement procedure based on
sound transmission from a standing wave tube to a free
field.21 Their method involved a two-microphone measure-
ment inside an impedance tube, and one sound-pressure mea-
surement immediately above a plug of porous material at the
tube termination: the tube termination was itself mounted
flush with a large baffle. The authors claimed that the direct
measurement of the sound pressure above the sample mate-
rial resulted in high sensitivity and accurate results.

The procedure to be described here is of the same family
as those described in Refs. 14–21 in the sense that measure-
ments are made on both sides of a cylindrical plug of mate-
rial placed in a standing wave tube. However, the present
procedure differs from earlier approaches since knowledge
of the tube termination condition is not required and because
it is based more closely on techniques previously used to
measure the acoustical performance of flow system compo-
nents: i.e., transfer matrix methods.

Transfer matrix approaches have found frequent appli-
cation in acoustics, and they have also been used in hydrau-
lics applications where this approach is sometimes known as
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the two-port or four-pole method.22 As a result, there is a
large body of literature related to the measurement of the
properties of acoustical elements based on transfer matrix, or
two-port, representations.14,23–28The transfer matrix method
has most often been applied to the characterization of air
duct system components, exhaust silencers, etc. The transfer
matrix method can also be applied as an adjunct to the
boundary element method or the finite element method in
noise-control design procedures.29,30

An important observation related to the application of
the transfer matrix method to acoustical elements was made
by Pierce, who noted the constraints placed on the transfer
matrix elements by the requirements of symmetry when the
acoustical element was reciprocal.31 Those constraints had
been used earlier, without comment, by Bordone-Sacerdote
and Sacerdote.14

In the present study, an experimental transfer matrix ap-
proach of the type previously used to measure the perfor-
mance of flow system elements was combined with the con-
straints imposed by sample symmetry and reciprocity to
make possible the efficient measurement of porous material
properties by using a suitably modified standing wave tube.

II. THEORY OF THE TRANSFER MATRIX METHOD

A. Sound-field representation

In the approach considered here, a loudspeaker was used
to generate a plane wave field in a standing wave tube, and a
single microphone was used to measure the transfer func-
tions between the signal provided to the loudspeaker and the
sound pressure at the four locations shown in Fig. 1. Those
transfer functions are denotedP1 to P4. In subsequent cal-
culations, the quantitiesP1 to P4 always appear in ratios,
with the result that the spectral characteristic of the input
signal is canceled. Thus, for present purposesP1 to P4 may
be considered to represent the complex sound pressure at the
four measurement locationsx1 to x4, i.e.,

P15~Ae2 jkx11Bejkx1!ej vt, ~1a!

P25~Ae2 jkx21Bejkx2!ej vt, ~1b!

P35~Ce2 jkx31Dejkx3!ej vt, ~1c!

P45~Ce2 jkx41Dejkx4!ej vt. ~1d!

Here,k represents the wave number in the ambient fluid and
an e1 j vt sign convention has been adopted. The four com-

plex pressures,P1 to P4 , comprise various superpositions of
positive- and negative-going plane waves in the up- and
downstream segments of the standing wave tube; the com-
plex amplitudes of those waves are represented by the coef-
ficientsA to D. Equations~1a!–~1d! yield four equations for
the coefficientsA to D in terms of the four measured sound
pressures, i.e.,

A5
j ~P1ejkx22P2ejkx1!

2 sink~x12x2!
, ~2a!

B5
j ~P2e2 jkx12P1e2 jkx2!

2 sink~x12x2!
, ~2b!

C5
j ~P3ejkx42P4ejkx3!

2 sink~x32x4!
, ~2c!

D5
j ~P4e2 jkx32P3e2 jkx4!

2 sink~x32x4!
. ~2d!

The latter coefficients provide the input data for subsequent
transfer matrix calculations. Note that the wave number,k,
should be made complex to account for the effects of viscous
and thermal dissipation in the oscillatory, thermoviscous
boundary layer that forms on the inner surface of the duct. In
the present work, formulas appropriate for wide ducts given
by Pierce were used to calculate the real and imaginary parts
of the wave number.31

B. Transfer matrix formulation

Here, the transfer matrix is used to relate the sound pres-
sures and normal acoustic particle velocities on the two faces
of a porous layer extending fromx50 to x5d as in Fig. 1,
i.e.,

FP

VG
x50

5FT11 T12

T21 T22
GFP

VG
x5d

. ~3!

In Eq. ~3!, P is the exterior sound pressure andV is the
exterior normal acoustic particle velocity. The pressures and
particle velocities on the two surfaces of the porous layer
may easily be expressed in terms of the positive- and
negative-going plane wave component amplitudes, i.e.,

Pux505A1B, ~4a!

Vux505
A2B

r0c
, ~4b!

Pux5d5Ce2 jkd1Dejkd, ~4c!

Vux5d5
Ce2 jkd2Dejkd

r0c
, ~4d!

wherer0 is the ambient fluid density andc is the ambient
sound speed. Thus, when the plane wave components are
known based on measurements of the complex pressures at
four locations, the pressures and the normal particle veloci-
ties at the two surfaces of the porous layer can be deter-
mined.

It is then of interest to determine the elements of the
transfer matrix since, as will be shown below, the elements

FIG. 1. Schematic diagram of the standing wave tube.
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of that matrix may be directly related to the properties of the
porous layer. However, first note that Eq.~3! represents two
equations in four unknowns:T11, T12, T21, andT22. Thus,
two additional equations are required in order to be able to
solve for the transfer matrix elements. Those equations may
be generated, for example, by making a second measurement
at the four microphone positions after changing the imped-
ance terminating the downstream section of the standing
wave tube; that approach is the basis of the so-called two-
load method.25

However, instead of making a second set of measure-
ments it is possible to take advantage of the reciprocal nature
of a layer of homogeneous and isotropic porous material to
generate two additional equations. Pierce noted that reciproc-
ity requires that the determinant of the transfer matrix be
unity.31 Ingard has noted that the latter constraint is a general
property of passive, linear four-pole networks.16 Allard has
also shown that this condition follows directly from the re-
quirement that the transmission coefficient of a planar, arbi-
trarily layered acoustical system be the same in both
directions.32 Further, Pierce notes that for symmetrical sys-
tems,T115T22. It may easily be shown that the latter con-
dition follows when the plane wave reflection coefficients
from the two surfaces of a planar, layered system are the
same~see the Appendix!. Thus, given reciprocity and sym-
metry, it follows that

T115T22, ~5a!

T11T222T12T2151. ~5b!

The latter two constraint conditions complete the set of four
equations necessary to solve for the transfer matrix elements.

By combining Eqs.~3! and ~5!, the transfer matrix ele-
ments can be expressed directly in terms of the pressures and
velocities on the two surfaces of the porous layer, i.e.,

T115
Pux5dVux5d1Pux50Vux50

Pux50Vux5d1Pux5dVux50
, ~6a!

T125
Pux50

2 2Pux5d
2

Pux50Vux5d1Pux5dVux50
, ~6b!

T215
Vux50

2 2Vux5d
2

Pux50Vux5d1Pux5dVux50
, ~6c!

T225
Pux5dVux5d1Pux50Vux50

Pux50Vux5d1Pux5dVux50
. ~6d!

Once the transfer matrix elements are known, all of the other
acoustical properties of a porous layer, e.g., the reflection
and transmission coefficients, can be calculated, as will be
demonstrated next.

C. Calculation of reflection and transmission
coefficients

For example, consider a porous layer of depthd backed
by an anechoic termination, so that it can be assumed thatD
is negligible compared toC in the downstream tube section.

When the incident plane wave is assumed to have unit am-
plitude, the sound pressures and particle velocities on the
two surfaces of the porous layer become

Pux50511R, ~7a!

Vux505
12R

r0c
, ~7b!

Pux5d5Te2 jkd, ~7c!

Vux5d5
Te2 jkd

r0c
, ~7d!

where R5B/A and T5C/A are the plane wave reflection
and transmission coefficients, respectively. When Eqs.~7!
are substituted into Eq.~3!, the normal incidence pressure
transmission and reflection coefficients for the case of an
anechoic termination,Ta and Ra , respectively, can be ex-
pressed as

Ta5
2ejkd

T111 ~T12/r0c! 1r0cT211T22
, ~8!

Ra5
T111 ~T12/r0c! 2r0cT212T22

T111 ~T12/r0c! 1r0cT211T22
. ~9!

In contrast, when the porous layer of depthd is positioned
against a rigid backing,Vux5d50. Then, when the latter con-
dition and Eqs.~7a! and~7b! are substituted into Eq.~3!, the
normal incidence reflection coefficient for the hard-backing
case,Rh , is obtained as

Rh5
T112r0cT21

T111r0cT21
. ~10!

Similar expressions may easily be derived for the case of a
porous layer backed by an arbitrary impedance.

D. Calculation of wave number and characteristic
impedance

Next, note that the normal incidence transfer matrix for
a finite depth layer of a homogeneous, isotropic porous ma-
terial that can be considered to be either limp or rigid is16,32

FT11 T12

T21 T22
G5F coskpd jrpcp sinkpd

j sinkpd/rpcp coskpd G . ~11!

In Eq. ~11!, kp is the wave number in the acoustical material,
d is the layer thickness, andrpcp is the characteristic imped-
ance of the material. Thus, the four transfer matrix elements
may be directly associated with the acoustical properties of
the porous material. In particular, the wave number can be
evaluated either as

kp5
1

d
cos21 T11, ~12a!

or

kp5
1

d
sin21 A2T12T21, ~12b!

and the characteristic impedance of the acoustical material
can be calculated most directly as
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rpcp5AT12

T21
. ~13!

Quantities such as the complex sound speed,cp5v/kp , and
complex density,rp5rpcp /cp , can easily be determined
whenkp andrpcp are known.

III. EXPERIMENTAL PROCEDURE

The experimental procedure used in the present work
was based very closely on the earlier work by Boltonet al.,2

and will be summarized only briefly here. The measurements
were made using a modified standing wave tube~the Brüel &
Kjær two-microphone impedance measurement tube type
4206!. A loudspeaker at one end of the tube was used to
generate a broadband random signal over the frequency
range 100 to 6400 Hz and the transfer function between the
input signal to the loudspeaker and the microphone output at
each of the four measurement positions was measured over
that band by using a Bru¨el and Kjær 2032 frequency ana-
lyzer. Note that the Bru¨el and Kjær two-microphone imped-
ance measurement tube type 4206 is suitable for both low-
frequency~100 to 1600 Hz! and high frequency~500 to 6400
Hz! measurements. In the work presented here, only the
2.9-cm inner diameter, high-frequency tube was used, so that
the results presented, with one exception, are confined to the
high-frequency range. Note also that a single-microphone
approach was adopted here as a matter of convenience: i.e., a
two-channel analyzer could be used to make the measure-
ments and there was no need to phase-calibrate the micro-
phone. Given access to four phase-matched microphones and
a multichannel data acquisition procedure, it would not be
difficult to implement a multimicrophone version of the
present procedure. Note that when using the single-
microphone approach, a greater number of averages should
be used when estimating the transfer functions than might
normally be the case in a four-microphone measurement.2,33

In addition, it is necessary to compensate for the propagation
delay between the loudspeaker and the various microphones
to avoid the introduction of a time-delay bias error.34 Note
finally that it may be desirable in future implementations to
base the single-microphone procedure on the measurement
of transfer functions between a fixed microphone placed near
the sample and the roving microphone placed at each of the
four measurement positions in turn.34 The latter approach
ensures that loudspeaker nonlinearities do not affect the re-
sults.

In the present application, the standing wave tube was
modified by the addition of a second high-frequency micro-
phone holder and the first section of a high-frequency sample
holder to create a new downstream section: see Fig. 2. The
downstream section was separated from the upstream section
by a sample holder of the same internal diameter as the up-
and downstream sections. The two measurement positions in
the up- and downstream tube sections were separated by a
distance of 2 cm; measurement position 2 was in all cases
21.2 cm from the front surface of the sample, and measure-
ment position 3 was 13.6 cm downstream of the rear surface
of the sample when 7.5-cm-deep samples were used; this
distance increased to 16.1 and 18.6 cm, respectively, when

5.0-cm and 2.5-cm-thick samples were used. Note that recent
work suggests that there is a frequency-dependent, optimum
microphone separation for multimicrophone measurements
of the type reported here.35 The latter effect should be inves-
tigated in the future to ensure the selection of an appropriate
microphone separation given the frequency range of interest.

A subsequent structural modal analysis of the sample
holder used in the present work revealed that its first two
natural frequencies fell within the frequency range of inter-
est: at approximately 4.6 and 4.9 kHz. The first mode in-
volved a longitudinally uniform ovalling of the sample
holder; in the second mode the ovalling was out of phase at
the two ends of the sample holder. Both of these motions can
presumably couple well with the first, higher-order acousti-
cal circumferential mode within the sample contained within
the holder. It is believed that this effect accounted for some
of the anomalies in the measured results that are visible be-
tween 4 and 5 kHz; see Sec. IV. In future work the sample
holder will be stiffened to raise its first natural frequencies
above the frequency range of interest.

The downstream section was terminated by an approxi-
mately anechoic termination that was created by loosely
packing the standard sample holder with 66 cm of 3M Thin-
sulate sound-absorbing material. The absorption coefficient
of this termination was greater than 0.97 in the frequency
range of interest~500 to 6400 Hz!.2 Note that an anechoic
termination is not required by the measurement procedure
used here; in principle, the termination impedance can be
arbitrary, and its value need not be known: see Sec. V B.
However, the presence of the anechoic termination causes
the sound field in the downstream section to be almost purely
propagational, thus minimizing the possibility of error in the
downstream transfer function estimates. Note also that when
the downstream termination impedance is known eithera
priori ~e.g., if there is a rigid termination! or by independent
measurement, the relation between the coefficientsC andD
in Eqs. ~1! can be determined. In that case only a single
downstream sound-pressure measurement would be required,
and the current procedure would become, in effect, a broad-

FIG. 2. Schematic of the measurement setup.
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band implementation of the Champoux and Stinson tech-
nique described above.18

The material tested in the present work was aviation-
grade glass fiber; the properties of the materials used are
listed in Table I. The sheets of glass fiber from which the
samples were cut were nominally 2.5 cm thick, and cylindri-
cal samples of the lining material were carefully cut to fit
snugly inside the sample holder. The measurements reported
here were made using either three, two, or one layer~s! of
lining material to give total sample thicknesses of 7.5, 5.0, or
2.5 cm, respectively. Lining materials were carefully inserted
into the sample holder so that the depth of the individual
layers comprising the complete sample was preserved. To
reduce the effect of mounting sample errors and material
variability, in each case ten different measurements were
performed using a total of 30, 2.5-cm-deep samples in the
case of 7.5-cm total depth, and correspondingly fewer pieces
for the smaller total sample depths; the results of the ten
individual tests were then averaged to give the results pre-
sented here.

IV. RESULTS AND DISCUSSION

A. Transmission loss

Consider first the normal incidence transmission loss of
7.5-cm depths of the two materials; see Fig. 3. This quantity
was calculated as TL520 loguCu/uAu and represents an ap-

proximation to the transmission loss since the magnitude of
the plane wave component reflected from the termination,D,
although small, is still finite.2 Note also that the results are
plotted here from 100 to 6400 Hz. Although the results are
not certain to be accurate below 500 Hz owing to the 2-cm
intermicrophone spacing, they are believed to be accurate in
character owing to the low reactivity of the sound field in
both the up- and downstream segments of the standing wave
tube.

While the transmission loss of both materials increases
with increasing frequency above 1 kHz as would be ex-
pected, note that the transmission loss also increases with
decreasing frequency below a minimum near 400 Hz
~sample A! and 500 Hz~sample B!. This behavior is typical
of the effect of sample-edge constraint on the normal inci-
dence transmission loss of an elastic porous material,2,36,37an
effect first noted by Beranek in the context of normal inci-
dence absorption measurements.5 This effect is primarily sig-
nificant at low frequencies owing to the strong viscous cou-
pling between the solid and fluid phases of the porous
material in that region. In the present case, it was concluded
that the sample-edge constraint caused the measured results
to differ from those of a laterally infinite plane sheet at fre-
quencies below 1 kHz. It is expected that the edge-constraint
effect would be mitigated by the use of larger diameter
samples; this suggestion will be investigated in future work.

B. Transfer matrix

The magnitudes and phases of the averaged transfer ma-
trix elements for the two materials considered here, calcu-
lated using Eqs.~6!, are plotted in Fig. 4. Each of the ele-
ments is significant in this case, and each has a particular
physical meaning. Note first that the elementsT11 and T22

are identical owing to the constraint, Eq.~5a!, imposed by

TABLE I. The physical properties of the glass fiber materials.

Bulk density Flow resistivity Std. dev. of flow resistivity
Sample @kg/m3# @MKS Rayls/m# @MKS Rayls/m#

A 6.7 1.53104 1.43103

B 9.6 2.43104 2.53103

FIG. 3. Normal incidence transmission loss of lining materials A and B. Solid line: sample A; dashed line: sample B. Dotted lines indicate6 one standard
deviation.
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symmetry. Further, the elementT11 is the ratio of the up-
stream and downstream pressures in the case of a zero ve-
locity state at the downstream layer surface, and it is thus
dimensionless. The elementT12 is the ratio of the upstream
pressure and downstream velocity when a zero-pressure state
exists at the downstream surface of the sample, and thus it
has the units of impedance. Conversely,T21 represents the
ratio of the upstream velocity and the downstream pressure

when the downstream surface velocity state is zero; i.e., for
the case of a hard-backing boundary condition at the down-
stream surface of the sample. The elementT21 thus has the
units of admittance.

C. Wave number and characteristic impedance

The wave numbers and normalized characteristic imped-
ances of the materials considered here are plotted in Figs. 5

FIG. 4. Transfer matrix elements for samples A and B. Dotted lines indicate6 one standard deviation.~a! Magnitude, and~b! phase. Solid line: sample A;
dashed line: sample B.
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and 6, respectively. Predictions made using the Delany and
Bazley semiempirical formulas38 for fibrous materials are
also plotted. It can be seen that the measured and predicted
wave numbers are in good agreement over the entire fre-
quency range. The measured characteristic impedances agree
reasonably well with the predictions except at low frequen-
cies; it is believed that the low-frequency discrepancy results
from the constraint of the sample around its edges, as dis-
cussed above.

It is also of interest to plot the wave number components
in a more immediately meaningful form. For example, the
phase speed in the porous material,cph, can be expressed in
normalized form as

cph

c
5

v

cbp
, ~14!

wherebp is the real part ofkp . The normalized phase speeds

FIG. 5. Wave number within lining material determined by using transfer matrix method and predicted using semiempirical formulas:~a! sample A;~b!
sample B.
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are plotted in Fig. 7, where it can be seen that there is rea-
sonable agreement between the measurements and the
Delany and Bazley prediction~except at the lowest frequen-
cies, for the reasons discussed above!.

Note that, as expected, the phase speed is reduced in the
porous medium compared to that in air. As a result, higher-
order duct modes may ‘‘cut on’’ within the porous material
at frequencies lower than they would in air, approximately

by the ratio of the sound speeds~although in a dissipative
medium there is, of course, no longer a strict distinction
between propagating and nonpropagating modes!. In the
present instance, these modes may be closely coupled, in the
frequency range about 4 kHz, with the sample holder modes
that were noted in Sec. III. This effect may be responsible for
the feature visible inT12 ~see Fig. 3! above 4 kHz for both
materials, as well as for the features in the real part of the

FIG. 6. Normalized characteristic impedance of lining material determined by using transfer matrix method and predicted using semiempirical formulas: ~a!
sample A;~b! sample B.
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characteristic impedance in the same frequency range; see
Fig. 6.

The acoustical dissipation within a porous material may
be expressed in terms of the attenuation per wavelength,
which is also plotted in Fig. 7. This quantity is calculated as
aplp whereap is the imaginary part of the wave number in
the porous material, andlp5 f /cph ~wheref is the frequency!
is the wavelength within the material. The attenuation per
wavelength may thus be calculated as

aplp52pap /bp . ~15!

It may be seen that there is good agreement between the
measurements and predictions at frequencies above 1 kHz.

D. Complex density and sound speed

As mentioned in the Introduction, homogeneous and iso-
tropic limp or rigid porous materials may be modeled as

FIG. 7. Normalized phase speed and attenuation per wavelength determined by using transfer matrix method and predicted using semiempirical formulas: ~a!
sample A;~b! sample B.
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fluids having complex properties. Thus, arbitrarily shaped
porous material domains may be modeled by using existing
finite and boundary element codes so long as provision has
been made for complex material properties; see Ref. 39 for a
recent example of this approach. The input data most often
required by these programs are complex density and the
complex sound speed within the porous material. The com-
plex density can be calculated in normalized form as

rp

r0
5

~rpcp!kp

r0v
, ~16!

and the normalized complex sound speed as

cp

c
5

v

kpc
. ~17!

FIG. 8. Normalized complex density determined by using transfer matrix method and predicted using semiempirical formulas:~a! sample A;~b! sample B.
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The normalized complex densities of the present mate-
rials are shown in Fig. 8, where it can be seen that there is
good agreement with the theoretical prediction at frequencies
above 1 kHz. Note that the complex density used here is a
bulk density in contrast to the pore-based complex density
referred to in Ref. 32: the two quantities differ by a factor of
porosity. The normalized complex sound speeds are shown

in Fig. 9, where again it can be seen that there is good gen-
eral agreement with the theoretical predictions.

E. Prediction of reflection coefficient for the hard-
termination case

Once the transfer matrix of a porous layer is known, the
performance of the latter may be predicted in a variety of

FIG. 9. Normalized complex sound speed determined by using transfer matrix method and predicted using semiempirical formulas:~a! sample A; ~b!
sample B.

1143 1143J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 B. H. Song and S. Bolton: Porous material properties



applications. For example, the reflection coefficient of a po-
rous layer positioned in front of either an anechoic or rigid
termination can be calculated based on a knowledge of the
transfer matrix elements by using Eqs.~9! and ~10!, respec-
tively. In Fig. 10, the magnitudes of the directly measured
reflection coefficients for the two materials in the hard-
termination configuration~evaluated asRh5uBu/uAu) are
compared with the predicted ones based on the measured
transfer matrix elements.

The measured results shown are the average of ten indi-

vidual measurements of 7.5-cm-deep layers assembled from
the same 30, 2.5-cm-deep samples used in the transfer matrix
measurements. The results were not expected to be particu-
larly accurate below 1000 Hz owing to the sample edge-
constraint effect described above, nor above 4 kHz owing to
the effect of sample holder modes. Nonetheless, the predic-
tions based on the measured transfer matrix elements faith-
fully capture the character of the directly measured results.

Note that once the wave number and characteristic im-
pedance of a particular porous material are known, predic-

FIG. 10. Reflection coefficients in the hard-termination case:~a! sample A;~b! sample B.
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tions of the reflection or transmission coefficients of an arbi-
trary thickness of that material may be made by using the
transfer matrix approach. In addition, the transfer matrix ap-
proach may be extended to non-normal incidence cases to
predict the oblique incidence behavior of sheets of porous
materials, either alone or in combination with other acousti-
cal elements.3,16,32

V. VERIFICATION STUDIES

A. Effect of sample depth

Finally, it was of interest to perform a sequence of ex-
periments to verify the capabilities of the transfer matrix pro-
cedure described here. First, the effect of sample depth will

FIG. 11. Wave number within lining material determined by using transfer matrix method in combination with different sample thicknesses, as noted:~a!
sample A;~b! sample B.
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be demonstrated. The wave number and characteristic im-
pedance are both inherent properties of a homogeneous fi-
brous material, and thus, if the proposed procedure works
properly, the estimated values of these quantities should not
depend on the depth of the sample under test. Here, measure-
ments were made using ten 5-cm-deep samples and ten 2.5-
cm-deep samples of both materials A and B: those results
were compared with the estimates made using the 7.5-cm-

deep samples that were presented earlier. Shown in Fig. 11
are the averaged wave numbers estimated using the three
sample depths. It may be seen that the propagation constants
are essentially identical in the 5.0- and 7.5-cm cases, but that
there is a slight discrepancy in the 2.5-cm case. It is possible
that the latter discrepancy resulted from leakage around the
edge of the sample; it was difficult to mount the relatively
thin and light 2.5-cm samples in the sample holder without

FIG. 12. Normalized characteristic impedance of lining material determined by using transfer matrix method in combination with different sample thickness:
~a! sample A;~b! sample B.
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creating small gaps around the edge of the samples. Leakage
appeared not to be a problem with the deeper samples. Ef-
fects of sample inhomogeneity are also likely to be exagger-
ated when using thin samples~since a smaller total amount
of material is involved in ten 2.5-cm-deep samples than in
ten 5.0-cm-deep samples, etc.!. The characteristic impedance
results are shown in Fig. 12. It may be seen that there was
good agreement between the estimated values in all three
cases although, once again, the estimates based on the
2.5-cm samples deviate slightly from the other results. How-
ever, taken together, the wave number and characteristic im-
pedance results do indicate that estimates of the fundamental
properties of the sample materials were independent of
sample depth, as expected, except, that is, when relatively
thin samples were used, in which case edge leakage and
intersample inhomogeneities may have affected the results.

B. Effect of tube-termination conditions

It was pointed out earlier that a knowledge of the tube-
termination impedance is not required when using the
present approach: it was of interest to confirm this feature of
the transfer matrix method. Second, it was of interest to il-
lustrate the errors introduced in transmission loss estimates
when no account was made of reflections from the termina-
tion. Measurements of the transmission loss of the 7.5-cm
depths of sample A made using the transfer matrix procedure
in combination with three termination conditions~nearly
anechoic as described in Sec. III, rigid and open! are shown
in Fig. 13. It may be seen that the differences between the
three estimates are small even when the termination condi-
tions are dramatically different. Noticeable discrepancies oc-
cur below 500 Hz, which, however, is the lower limit of the
frequency range over which results are known to be accurate

when using the present microphone spacing. In addition, in
the case of the hard termination, there is a small oscillatory
error in the transmission loss results at high frequencies, pre-
sumably resulting from the highly reactive standing wave
field in the downstream tube section in this case. The results
shown in Fig. 14 indicate that neither the estimates of the
wave number or characteristic impedance are significantly
affected by the tube termination conditions. Together, these
results support the claim that the transfer matrix procedure
results are essentially independent of termination conditions,
at least in application to fibrous material properties, of the
type considered here.

Shown in Fig. 15 are estimates of the transmission loss
of a 7.5-cm depth of sample A based simply on the use of
T5uCu/uAu: i.e., no accounting was made of the reflection
from the tube termination. The results shown are the average
of ten individual measurements. It can be seen that the esti-
mated transmission losses can be significantly in error in
these cases: only the anechoic termination case approaches
the results obtained using the transfer matrix method.

C. Comparison with two-load method

Finally, it was of interest to compare results obtained
using the proposed transfer matrix method and the two-load
method.25 The two-load method was implemented using the
same approach as for the transfer matrix method, except that
measurements at the four microphone locations were made
in sequence for two termination conditions: nearly anechoic
and rigid. Those data were then used in conjunction with Eq.
~3!, written twice, to solve for the transfer matrix elements.
In the two-load measurements, the 7.5-cm-deep samples of
material A were used. The results of ten individual measure-

FIG. 13. Normal incidence transmission losses of lining material A estimated by using the transfer matrix method in combination with three different
termination conditions.
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ments were averaged as before. It may be seen from Fig. 16
that the two procedures yield essentially identical estimates
of the transmission loss except at frequencies below which
the present intermicrophone spacing is not guaranteed to
yield accurate results. Close agreement was also found when
estimating the wave number and characteristic impedances,

as may be seen from Fig. 17. Note, however, that the two-
load results are distorted by a small oscillatory error at high
frequencies that presumably results from the highly reactive
downstream sound field in the rigid termination case. Thus, it
may be concluded that the transfer matrix method presented
here yields results that are of the same or better quality than

FIG. 14. ~a! Wave number and~b! normalized characteristic impedance estimated for material A by using the transfer matrix method in combination with
three different termination conditions.
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those of the two-load method, even though only half the
number of measurements are required when using the former
procedure.

VI. CONCLUSIONS

The intention of the present work was to develop a quick
and convenient method for determining the fundamental
acoustical properties~i.e., the wave number and characteris-
tic impedance! of commonly used porous materials. The pro-
cedure described here was based on well-known transfer ma-

trix methods, but the number of measurements required was
reduced compared to earlier methods by taking advantage of
the reciprocal nature of sound transmission through homoge-
neous and isotropic porous layers. The kind of information
that can be derived from the present method, e.g., complex
density and sound speed, is the information required to
model limp or rigid porous materials in finite or boundary
element procedures, and so the present procedure may prove
a useful adjunct to modern noise-control design procedures.

Note, finally, that elastic porous materials such as foams
can support two longitudinal waves and a single transverse

FIG. 15. Normal incidence transmission losses of lining material A estimated using the ratiouCu/uAu for three different termination conditions.

FIG. 16. Comparisons of the normal incidence transmission loss of sample A estimated by using the transfer matrix method and two-load method.
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wave.40 Although a single airborne wave is often dominant
in unfaced noise-control foams, in which case they can be
modeled as effective fluids~see Ref. 39, for example!, the
other two wave types may sometimes contribute very signifi-
cantly, depending on the details of the foams’ surface bound-
ary conditions.41 Thus, in principle, a transfer matrix repre-
sentation of a foam layer is much more complicated than that
presented here as Eq.~10!.16,32 The reader should therefore
be cautious when applying the present method to foams.
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APPENDIX A: IMPLICATIONS OF RECIPROCAL
SOUND TRANSMISSION AND REFLECTION

In this Appendix, normal incidence sound transmission
through, and sound reflection from, an arbitrarily layered
medium represented by a two-by-two transfer matrix are
considered. The approach followed is similar to that of Al-
lard, who previously considered the implications of recipro-
cal sound transmission.32 The configurations considered are
shown in Fig. A1, where the two surfaces of the layered
system are labeled A and B. Note that the only difference
between the two configurations is the location of the
x-coordinate origin which is shifted in case~b! with respect
to case~a! as a matter of convenience. In case~a!, a unit
amplitude plane wave is assumed to be incident on surface
A, and the reflection and transmission coefficients are de-
notedR1 andT1 , respectively. In case~b!, a plane wave is
incident on surface B, and the reflection and transmission
coefficients are similarly denotedR2 andT2 .

In case~a!, the sound pressures and normal particle ve-
locities at surfaces A and B are related by

FP~A!

V~A!
G5FT11 T12

T21 T22
GFP~B!

V~B!
G , ~A1!

where

P~A!511R1 , ~A2!

V~A!5
12R1

r0c
, ~A3!

P~B!5T1e2 jkd, ~A4!

V~B!5
T1e2 jkd

r0c
. ~A5!

In case~b!, the sound pressures and normal particle ve-
locities at surfaces A and B are related by

FP8~A!

V8~A!
G5FT11 T12

T21 T22
GFP8~B!

V8~B!
G , ~A6!

where, in this case

P8~A!5T2e2 jkd, ~A7!

V8~A!52
T2e2 jkd

r0c
, ~A8!

P8~B!511R2 , ~A9!

V8~B!5
R221

r0c
. ~A10!

When Eqs.~A2!–~A5! and ~A7!–~A10! are substituted into
Eqs. ~A1! and ~A6!, respectively, it is possible to solve for
R1 , T1 , R2 , T2 in terms of the transfer function elements,
i.e.,

R15
T111 ~T12/r0c! 2T21r0c2T22

T111 ~T12/r0c! 1T21r0c1T22
, ~A11!

T15
2ejkd

T111 ~T12/r0c! 1T21r0c1T22
, ~A12!

R25
2T111 ~T12/r0c! 2T21r0c1T22

T111 ~T12/r0c! 1T21r0c1T22
, ~A13!

T25
2ejkd~T11T222T12T21!

T111 ~T12/r0c! 1T21r0c1T22
. ~A14!

It can be seen by comparing Eqs.~A11! and~A13! that when
R15R2 , i.e., when the layer is symmetrical in thex direc-
tion, it follows that

T115T22. ~A15!

Similarly, by comparing Eqs.~A12! and~A14! it is clear that
whenT15T2 , i.e., when the sound transmission through the
layer is reciprocal, it follows that

T11T222T12T2151. ~A16!
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Eigenmode analysis of arbitrarily shaped two-dimensional
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In the proposed method, as in the boundary element method~BEM!, a field problem is solved on its
boundary along which nodes are distributed. The distinct feature of the proposed method is related
to the fact that no interpolation functions between the nodes are required, so that the basic
collocation method is employed to satisfy a given boundary condition. This approach reduces a
large amount of numerical calculation induced due to the interpolation functions. Unlike the method
of auxiliary sources~MAS!, in the proposed method only theregular functions that have finite
functional values everywhere including the origins are employed as basis functions. As a result, the
proposed method does not need the auxiliary surface, the construction of which is a troublesome
work because its form, dimension, shifting, etc. strongly influence the accuracy of the MAS. The
eigenvalues calculated by the proposed method rapidly converge to the exact values thanks to the
simplicity of the method. Moreover, the method gives mode shapes successfully without using the
interpolation functions between the nodes. The efficiency and accuracy of the method are verified
through several applications. ©2000 Acoustical Society of America.@S0001-4966~00!06101-4#

PACS numbers: 43.20.Ks, 43.20.Rz@ANN#

INTRODUCTION

The boundary element method1,2 and finite element3

method have been used as common techniques to solve the
eigenvalue problem of an arbitrarily shaped cavity. Further-
more, a variety of approximate methods, for example, the
finite difference method,4,5 collocation,6–8 Rayleigh–Ritz,9

and Galerkin10 methods have been applied to find out cutoff
frequencies of a waveguide problem, which is analogous to
two-dimensional cavity problems considered in this paper.
Most of these methods are based on the superposition proce-
dure of independent approximate solutions that are two-
dimensional functions of two independent variables. If a po-
lar system of coordinates is selected, the radial and angular
coordinates are involved in the two-dimensional functions.
Thus, a large amount of numerical calculation is required
and its accuracy and convergence are limited as the number
of independent solutions is increased for higher order modes.

In this paper, a simple method of solving an arbitrarily
shaped two-dimensional cavity by employing a so-called
nondimensionalGreen’s function is introduced. The function
is a solution of the homogeneous Helmholtz equation that
governs eigenfields, and is a wave-type, simple function that
propagates omnidirectionally from its origin to infinite ex-
tent. Physically the function represents a circularly symmet-
ric waveform of which the center has a unit pressure in am-
plitude and coincides with the origin. Thus, in the case of
using polar coordinates, the Bessel function of only the first
kind of zero order, which isboundedeverywhere including
the origin, is selected~note that the Bessel function of the

second kind of order zero is discarded because it has an
infinite functional value at its origin!. Strictly speaking, the
selected function is the sum of an incoming and outgoing
Hankel function.

The method presented in this paper may appear to be
similar to the method of auxiliary sources~MAS!11 that has
been used mainly for scattered-field problems, in a sense that
the two methods commonly use the collocation method when
they apply the given boundary condition to a previously de-
termined approximate solution. However, the proposed
method uses a simpler approximate solution than that in the
MAS, i.e., while the MAS employs Bessel functions of the
first and second kinds of zero order as the basis functions, the
proposed method employs only the Bessel function of the
first kind of zero order, which has finite values everywhere
including the origin. Thus, the numerical calculation is sim-
pler than that in the MAS. Besides, the proposed method can
calculate the eigenvalues of arbitrarily shaped cavities with-
out the subsidiary surface, the construction of which is a
troublesome work because its form, dimension, shifting, etc.
strongly influence the accuracy of the MAS.

Unlike the boundary element method, the proposed
method uses the discretization scheme that the boundary of a
cavity is discretized by a finite number of nodes between
which no interpolation functions are used, and employs the
collocation technique to apply the given boundary condi-
tions. As a result, no numerical integration procedures are
involved in the development of the theoretical formulations.
Although a couple of approximations are made, the eigenval-
ues obtained from the present method are found to be accu-
rate, and the eigenmodes are also successfully extracted by
the simple numerical calculations. Besides, the eigenvalues
converge to the exact solutions even when a small number of

a!Author to whom correspondence should be addressed. Electronic mail:
leejm@gong.snu.ac.kr
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boundary nodes are used. The basic idea underlying this
study can be extended to cavities with a multiply connected
region; related works are presently being carried out.

I. THEORETICAL FORMULATION

A. Nondimensional Green’s function

In an infinite acoustic field, imagine a waveform that
spreads circularly outward from the center. Since the field is
infinite in extent, the waveform will depend on the scalar
distance from the center pointr0 to the field pointr , r 5 ur
2r0u . The wave equation in this case reduces to

1

r

]

]r S r
]p

]r D5
1

c2

]2p

]t2
. ~1!

In the case of harmonic problems with a time-dependent
term ej v t, the relationp5P(r ) ej v t leads Eq.~1! to

1

r

]

]r S r
]P

]r D1k2P50, ~2!

wherek5v/c (v and c are the angular frequency and the
speed of sound, respectively!.

If the physical consideration that pressure isboundedat
the center pointr0 (r 50) is given, a unique solution of Eq.
~2! is the Bessel function of the first kind of zero order,
J0(kr), which is finite everywhere including the center
point. Note that the Bessel function of the second kind of
zero orderY0(kr) is discarded since it is infinite at the center
point (r 50). Now, J0(kr) is termed anondimensional
Green’s function in a two-dimensional infinite acoustic field.
This function physically represents thepressureat a field
point due tounit pressureat the center point of a wave that
spreads circularly in the infinite region. Note also that the
argument ofJ0(kr) used in this study is dimensionless, and
that the nondimensional Green’s function satisfies the homo-
geneous Helmholtz equation

¹2P1k2P50, ~3!

FIG. 1. Two-dimensional infinite acoustic field with the nodes located on
the fictitious boundaryG.

FIG. 2. Determinant of the system matrix vs wave number for a circular
cavity.

TABLE I. Comparison of the eigenvalues of the circular cavity with a rigid or pressure-release boundary,
obtained by the proposed method.

Rigid boundary condition Pressure-release boundary condition

N512 N516 N520
Singular
values

Exact
solution N512 N516 N520

Singular
values

Exact
solution

1.8412 1.8412 1.8412 L1 1.8412

2.4048 2.4048 2.4048 V1 2.4048 2.4048 2.4048 L (1) 2.4048

3.0563 3.0542 3.0542 L2 3.0542

3.8317 3.8317 3.8317 L3 3.8317 3.8317 3.8317 3.8317 L (2) 3.8317

4.2012 4.2012 4.2012 L4 4.2012

5.1356 5.1356 5.1356 V2 5.1356 5.1356 5.1356 L (3) 5.1356

5.3306 5.3176 5.3176 L5 5.3176

5.3314 5.3314 5.3314 L6 5.3314

5.5201 5.5201 5.5201 V3 5.5201 5.5201 5.5201 L (4) 5.5201

6.3681 6.3802 6.3802 V4 6.3790 6.3802 6.3802 L (5) 6.3802

6.7099 6.4160 6.4156 L7 6.4156

6.8318 6.7061 6.7061 L8 6.7061
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which is a governing differential equation of eigenvalue
problems.

B. Linear superposition of the nondimensional
Green’s functions

In an infinite acoustic field,N nodes are distributed
along the fictitious contour, the shape of which is exactly the
same as the boundary of the cavity of interest, which is de-
picted by the dotted line in Fig. 1. Next, we consider thatN
waves, of which the forms are given by the nondimensional
Green’s functions, spread circularly from each of the nodes.
Then, the pressure at field pointr can be obtained by linearly
superposing the nondimensional Green’s functions

P~r !5(
s51

N

As J0~kur2r su!, ~4!

which also satisfies the Helmholtz equation Eq.~3! because
each of the nondimensional Green’s functions does. Thus,
Eq. ~4! can be employed as a trial solution for solving the
eigenfield of the finite-sized cavity represented by the dotted
line in Fig. 1.

The unknown coefficientsA1;AN involved in the trial
function are determined by applying a given boundary con-
dition to the function. As in the collocation technique, the
Dirichlet boundary condition defined continuously along the
boundary is discretized so as to be satisfied only at previ-
ously located nodes to obtain the trial function, i.e.,

P~r i !5 P̄~r i !, i 51,2,...,N. ~5!

Note that the discrete boundary condition converges to the
continuous boundary condition asN→`. To determine the
coefficients, applying the discrete boundary condition to the
trial function Eq.~4! gives

(
s51

N

As J0~kur i2r su!5 P̄~r i !, i 51,2,...,N. ~6!

In the case where the Neumann boundary condition is given
in the form

]P~r i !

]ni
5V̄n~r i !, i 51, 2,...,N, ~7!

the same procedure as above is conducted. In Eq.~7!, ni

denotes the normal direction from the boundary atr5r i , as
shown in Fig. 1. If the contour has a nonsmooth geometry,
such as when two normal vectors are given at a corner, the
unique normal direction is approximately determined by the
vector sum of the two. Substituting the eigensolution Eq.~4!
into the discrete boundary condition Eq.~7! gives

(
s51

N

As

]

]ni
J0~kur i2r su!5V̄n~r i !, i 51,2,...,N. ~8!

Both Eq. ~6! and Eq.~8! can be written into the single
common matrix form

SM~k!A5B, ~9!

where the system matrixSM(k) of orderN3N is given by
SMi s5J0(kur i2r su) for Eq. ~6! and SMi s5(]/]ni )J0(kur i

FIG. 3. Dimensions of a quadrilateral cavity with unequal length of edges
~unit: meter!.

FIG. 4. Location of the nodes distributed along the boundary of the quad-
rilateral cavity forN516.

FIG. 5. Determinant of the system matricesSM]P/]n50 andSMP50 vs wave
number for the quadrilateral cavity.
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2r su) for Eq. ~8!; the column vectorB of orderN31 is also
given by Bi5 P̄(r i) for Eq. ~6! and Bi5V̄n(r i) for Eq. ~8!;
the elements of the column vectorA of orderN31 represent
the unknown coefficients. From Eq.~9!, the unknown coef-
ficients can be found as follows:

A5SM~k!21B. ~10!

C. Eigenvalues and eigenmodes

The above formulas are applied for eigenmode analysis
of arbitrarily shaped cavities with a pressure-release bound-
ary (P50) or a rigid boundary (]P/]n50). In these cases,
all elements of the vectorB, which is evaluated from the
given boundary condition, become zeros, i.e.,B50. Then,
Eq. ~9! reduces to the system equation

SM~k!A50. ~11!

For a nontrivial solution, the determinant of the system ma-
trix SM(k), which is a function of the wave number, must
become zero, i.e.,

det@SM~k!#50. ~12!

Eigenvalues and eigenvectors may be calculated from Eq.
~12! and Eq.~11!, respectively. Mode shapes for the calcu-
lated eigenvalues can be plotted from Eq.~4!, into which the
corresponding eigenvectors are substituted.

FIG. 6. Determinant of the system matrixSM]P/]n50
(net) vs wave number for

the quadrilateral cavity with the rigid boundary.

FIG. 7. Mode shapes of the quadrilateral cavity with a rigid boundary,
obtained by the proposed method in the case of 16 nodes;~a!–~h!: first–
eighth mode.

TABLE II. Comparison of the eigenvalues of the quadrilateral cavity with a rigid or pressure-release boundary,
obtained by the proposed method.

Rigid boundary condition Pressure-release boundary condition

N512 N516 N520
Singular
values

FEM:
961

nodes N512 N516 N520
Singular
values

FEM:
961

nodes

2.6594 2.6500 2.6622 L1 2.6620

3.4106 3.3977 3.4062 L2 3.3980

4.4596 4.4601 4.4628 V1 4.4597 4.4601 4.4628 L (1) 4.4651

4.6137 4.6055 4.6071 L3 4.6089

5.1947 5.1785 5.1910 L4 5.1909

6.4595 6.5257 6.5292 V2 6.4521 6.5244 6.5292 L (2) 6.5375

6.5661 6.5354 6.5286 L5 6.5448

6.8622 6.9161 6.8975 L6 6.9191

7.4584 7.4702 7.4714 V3 7.4435 7.4739 7.4714 L (3) 7.4847

7.5233 7.4911 7.4905 L7 7.5207

7.8994 7.8656 7.8662 L8 7.8865
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II. FUNCTIONAL DEPENDENCE OF THE TRIAL
FUNCTION

In this section, it is investigated through a numerical
application whether or not the nondimensional Green’s func-
tions used as basis functions of the trial function are func-
tionally independent of each other. The proposed method is
applied to a circular cavity of unit radius with a rigid bound-
ary. In order to illustrate the functional dependence of the
trial function, the method is applied to another cavity of the
same radius with a pressure-release boundary. First,N
equally spaced nodes are distributed along the boundary of
the cavity.

The determinant curves forN516 are shown in Fig. 2,
where the wave numbers corresponding to the troughs rep-
resent singular values of the system matrixSM(k). Although
the determinant curves forN512 andN520 are omitted, the
singular values forN512, N516, andN520 are summa-
rized in Table I. It may be said from the comparison of the
present results and the exact results that the proposed method
gives very accurate eigenvalues close to the exact ones.

It is also confirmed from Table I that some of the sin-
gular values in the case of therigid boundary condition,
V1–V4 , coincide with the exact eigenvalues for the
pressure-release boundary, and that, in the case of the
pressure-release boundary condition, all the singular values,
L (1)–L (5) , correspond to the exact eigenvalues. Thus, addi-
tional work may be required to discriminateV1–V4 from
L1–L8 in the case of the rigid boundary.

III. EVALUATION OF THE NET SINGULAR VALUES

In the present approach, eigenvalues are found from the
troughs that appear in the determinant curve. However, not
all the troughs correspond to the eigenvalues of the cavity
with a rigid boundary. A part of the troughs, which are cre-
ated owing to the functional dependence of the trial function,
corresponds to the eigenvalue of the same cavity with a
pressure-release boundary, as has been confirmed from the

FIG. 8. Mode shapes of the quadrilateral cavity with the rigid boundary,
obtained by the FEM~SYSNOISE! in the case of 441 nodes;~a!–~h!: first–
eighth mode.

FIG. 9. Dimensions of an arbitrarily shaped cavity with one semicircle and
two edges~unit: meter!.

FIG. 10. Location of the nodes distributed along the boundary of the arbi-
trarily shaped cavity forN516.
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numerical test. In this section, a way for eliminating the un-
wanted troughs due to the functional dependence is devised.
Moreover, the devised way is verified through two shapes of
arbitrarily shaped cavities with rigid boundaries.

A. Manipulation of system matrices

First, we define four system matricesSMP50 ,
SM]P/]n50 , SMP50

(net) , andSM]P/]n50
(net) in order to simply il-

lustrate a way for eliminating the unwanted troughs.SMP50

and SM]P/]n50 represent the system matrices created when
the boundary conditionsP50 and ]P/]n50 are, respec-
tively, applied to the trial function of the proposed method.
SMP50

(net) andSM]P/]n50
(net) represent the net system matrices of

which the singular values correspond to only the eigenvalues
of the cavity with the pressure-release boundary and the rigid
boundary, respectively. Since the singular values of
SM]P/]n50

(net) including those ofSMP50
(net) are obtained from

det@SM]P/]n50#, as has been confirmed in Table I,
det@SM]P/]n50# may be subdivided into

det@SM]P/]n50#5det@SM]P/]n50
(net) #3det@SMP50

(net)#, ~13!

which is valid under the precondition that the singular values
of SM]P/]n50

(net) do not coincide with any value of those of
SMP50

(net) . In the case of arbitrarily shaped cavities, except
circular or rectangular cavities, the precondition is satisfied.

In Eq. ~13!, det@SMP50
(net)# can be replaced by

det@SMP50#, because both the determinants give the same
singular values (det@SMP50# was confirmed to offer the sin-
gular values corresponding to the eigenvalues of the cavity
with the pressure-release boundary!. From Eq. ~13!,
det@SM]P/]n50

(net) # can be evaluated as follows:

det@SM]P/]n50
(net) #5det@SM]P/]n50#4det@SMP50

(net)#. ~14!

The net singular values corresponding to the eigenvalues of
the cavity with the rigid boundary are found by equalizing
Eq. ~14! to zero

det@SM]P/]n50
(net) #50. ~15!

FIG. 11. Determinant of the system matricesSM]P/]n50 and SMP50 vs
wave number for the arbitrarily shaped cavity.

FIG. 12. Determinant of the system matrixSM]P/]n50
(net) vs wave number for

the arbitrarily shaped cavity with a rigid boundary.

TABLE III. Comparison of the eigenvalues of the arbitrarily shaped cavity with a rigid or pressure-release
boundary, obtained by the proposed method.

Rigid boundary condition Pressure-release boundary condition

N512 N516 N520
Singular
values

FEM:
1321
nodes N512 N516 N520

Singular
values

FEM:
1321
nodes

1.9555 1.9582 1.9590 L1 1.9587

2.0217 2.0250 2.0244 L2 2.0263

2.7039 2.7076 2.7089 V1 2.7038 2.7076 2.7089 L (1) 2.7098

3.0731 3.0824 3.0839 L3 3.0869

3.6268 3.6326 3.6357 L4 3.6403

3.9895 3.9957 3.9998 L5 4.0096

4.2033 4.2190 4.2253 V2 4.2027 4.2190 4.2253 L (2) 4.2340

4.3584 4.3579 4.3579 V3 4.3585 4.3579 4.3579 L (3) 4.3605

4.5514 4.5780 4.5818 L6 4.5957

4.7219 4.7357 4.7410 L7 4.7518

5.3872 5.3787 5.3761 L8 5.3976
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B. Numerical applications

Sample computations are presented to verify the useful-
ness and validity of the developed formulas when the pro-
posed method is applied to general shapes of cavities with
the rigid boundary.

1. Quadrilateral cavity

Figure 3 shows the dimensions of a quadrilateral cavity
that is solved by the proposed method. The location of the
boundary nodes forN516 is illustrated by Fig. 4, where the
nodes are equally spaced. ForN516, logarithm curves for
det@SM]P/]n50# and det@SMP50# are plotted in Fig. 5, where
the values of the wave number corresponding to the troughs
represent the singular values of the system matrices
SM]P/]n50 and SMP50 . A comparison of the two curves
reinforces that in the case of the rigid boundary the proposed
method gives singular values corresponding to the eigenval-
ues of the cavity with the rigid boundary including those
with the pressure-release boundary. In Table II the singular

values obtained from the determinant curves forN512, N
516, andN520 are summarized. Although the unwanted
singular valuesVis are not eliminated in the case of the rigid
boundary, the present results converge nearly to the eigen-
values computed bySYSNOISE, which is a commercial FEM
solver.

The elimination of the unwanted singular values is con-
ducted in the way that was proposed in Sec. III A. ForN
516, a logarithm curve forSM]P/]n50

(net) is plotted in Fig. 6
where the troughs and the crests represent the eigenvalues
and the unwanted singular values, respectively. Moreover, it
may be said from the comparison of Figs. 7 and 8 that the
mode shapes obtained by the proposed method agree well
with those obtained by theSYSNOISE. In the mode shapes for
both analyses, the regions with high brightness represent the
nodal lines.

2. Arbitrarily shaped cavity

Figure 9 shows the dimensions of an arbitrarily shaped
cavity that is considered in the present work. In the same

FIG. 13. Mode shapes of the arbitrarily shaped cavity with a rigid boundary,
obtained by the present method in the case of 16 nodes;~a!–~h!: first–eighth
mode.

FIG. 14. Mode shapes of the arbitrarily shaped cavity with a rigid boundary,
obtained by the FEM~SYSNOISE! in the case of 841 nodes;~a!–~h!: first–
eighth mode.
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manner as in the previous example, 12, 16, and 20 nodes are
distributed along the boundary of the cavity for the construc-
tion of discretized models. As an example, the discretized
model forN516 is illustrated in Fig. 10. Table III presents
the singular values of the system matrices, det@SM]P/]n50#
and det@SMP50# in the two cases of the rigid boundary and
the pressure-release boundary. It may be said that forN
520, the eigenvalues are nearly equal to theSYSNOISE re-
sults. ForN516, the determinant curves for the system ma-
trices are plotted in Fig. 11, where it may be seen that the
unwanted troughs for det@SM]P/]n50# coincide with those
for det@SMP50#. However, the determinant curve for
SM]P/]n50

(net) gives the troughs corresponding only to the ei-
genvalues of the cavity with the rigid boundary, as shown in
Fig. 12 where the crests represent the unwanted singular val-
ues.

Figures 13 and 14 show the mode shapes of the cavity
obtained by the proposed method andSYSNOISE, respec-
tively. It is confirmed from these results that the mode shapes
obtained by the present method agree well with those ob-
tained by the numerical method.

IV. HIGH WAVE-NUMBER RANGE

In order to show the accuracy and validity of the pro-
posed method in the high wave-number range, the method is
applied to the arbitrarily shaped cavity that was dealt with in
the previous section. In the following numerical test, the
9th–14th eigenvalues of the cavity with the rigid boundary
are found from the determinant curve forSM]P/]n50

(net) . For
more accurate evaluation of higher modes, 24 nodes are dis-
tributed along the boundary. Figure 15 shows the determi-
nant curve where the troughs and the crests represent the
eigenvalues for the rigid boundary and those for the
pressure-release boundary, respectively. The eigenvalues
L9–L14 and the FEM results are summarized in Table IV,
from which the accuracy of the proposed method is con-
firmed in the high wave-number range.

V. CONCLUSIONS

This paper is concerned with a method using the super-
position of circularly spreading waves, the forms of which
are represented by nondimensional Green’s functions. The
functions are employed as basis functions of the trial func-
tion for the eigensolution. Since the basis functions are
bounded at the origins of the function, unlike in the method
of auxiliary sources, the proposed method does not require
the auxiliary surface, the construction of which is a trouble-
some work.

The calculation scheme utilized in this study is very
simple because the basis functions depend only on the scalar
distance between the two boundary nodes and no subsidiary
surface is required. Therefore, the numerical calculations are
also very simple and the rapid convergence to the exact so-
lutions may be guaranteed in spite of small numbers of
nodes.
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FIG. 15. Determinant of the system matrixSM]P/]n50
(net) vs wave number for

the arbitrarily shaped cavity with a rigid boundary in the high wave-number
range.

TABLE IV. Comparison of the higher eigenvalues of the arbitrarily shaped
cavity with a rigid boundary, obtained by the proposed method and the FEM
~SYSNOISE!.

Sequence 9th 10th 11th 12th 13th 14th

Present
(N524) 5.852 5.991 6.180 6.711 7.046 7.189

FEM
~1321 5.872 6.020 6.209 6.748 7.097 7.238
nodes!
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Time-harmonic torsional waves in a composite cylinder
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In this paper, the propagation of time-harmonic torsional waves in composite elastic cylinders is
investigated. An imperfect interface is considered where tractions are continuous across the
interface and the displacement jump is proportional to the stress acting on the interface. A frequency
equation is derived for the rod and dispersion curves of normalized frequency as a function of
normalized wave number for elastic bimaterials with varying values for the interface constantF are
presented. The analysis is shown to recover the dispersion curves for a bimaterial rod with a perfect
~welded! interface (F50), and has the correct limiting behavior for largeF. It is shown that the
modes, at any given frequency, are orthogonal, and it is outlined how the problem of reflection of
a torsional mode by a planar defect~such as a circumferential crack! can be treated. ©2000
Acoustical Society of America.@S0001-4966~00!04402-7#

PACS numbers: 43.20.Mv, 43.20.Gp, 43.35.Cg, 43.38.Dv@ANN#

INTRODUCTION

The motivation for this study comes from the applica-
tion of electromagnetic–acoustic transducers~EMATs! to
the nondestructive testing of reinforced cables. We model the
cable as an infinitely long bimaterial cylinder, with a core of
circular cross section surrounded by a coaxial cladding; the
core and the cladding are different homogeneous isotropic
elastic solids.

Applications of EMATs are reviewed by Frost~1979!
and by Hirao and Ogi~1997!. We are interested in the use of
time-harmonic torsional waves in the composite cylinder.
Johnsonet al. ~1994! have used EMATs to study standing
torsional modes in a single-material circular cylinder. This is
a classical problem originally studied by Pochhammer~see,
for example, Achenbach, 1973, sec. 6.10, or Miklowitz,
1978, sec. 4.4!.

Propagation of time-harmonic torsional waves in a rod
composed of two or more elastic layers has also been stud-
ied; see Thurston’s paper~1978! for a comprehensive re-
view. Perhaps the earliest work is by Armena`kas ~1965,
1967, 1971!. He studied the dispersion of harmonic waves
and established the displacements and stresses at the inter-
face of each layer analytically. A frequency equation was
obtained by enforcing continuity conditions at the interface
and a stress-free boundary condition on the lateral surfaces
of the cylindrical rod.

Charalambopouloset al. ~1998! have considered the free

vibration of a bimaterial elastic rod of finite length. The
problem was solved for time-harmonic waves using the
Helmholtz decomposition of the three-dimensional elasticity
equations. The interface between the layers was considered
as perfect, providing continuity of displacement and traction.
The frequency equation for the full three-dimensional rod
was found in terms of a 939 determinantal equation whose
roots yield the dispersion relations for the rod.

Rattanawangcharoen and Shah~1992! have also consid-
ered the layered cylindrical rod, but they studied the problem
from a more general perspective in that their formulation
allowed many layers. A propagator matrix approach was
used which related the stresses and displacements of one
layer to the next. The propagator matrix was found to im-
plicitly generate the frequency equation for the rod. The
main motivation for the paper was to arrive at an efficient
computational scheme for the many-layer problem which did
not rely on a homogenization method such as integrating
through the layers.

In this paper, we consider the bimaterial elastic cylinder
with an imperfect interface between the core and the clad-
ding. We do this because it is unrealistic to assume a per-
fectly bonded~welded! interface for our intended application
to reinforced cables. We model the imperfect interface using
a ~linear! modification to the standard perfect-interface con-
ditions, allowing some slippage. The interface conditions in-
volve a single dimensionless parameterF. We study the ef-
fect of varyingF on the dispersion relations. Note that the
results for a perfectly bonded interface can be recovered by
settingF50.

EMATs can be used to excite propagating modes with a
specified axial wavelengthl, wherel is determined by the
physical spacing between the magnets of alternating polarity.

a!Electronic mail: jberger@mines.edu
b!Present address: Department of Mathematical and Computer Sciences,

Colorado School of Mines, Golden, CO 80401; electronic mail:
pamartin@mines.edu

c!Present address: CIRES, University of Colorado, Boulder, CO 80309.

1161 1161J. Acoust. Soc. Am. 107 (3), March 2000 0001-4966/2000/107(3)/1161/7/$17.00 © 2000 Acoustical Society of America



One then adjusts the frequencyv until one of the propagat-
ing torsional modes is excited. When such a mode interacts
with a defect in the composite cylinder, other allowable
modes at the frequencyv, but with various wavelengths, will
be stimulated; evanescent modes~decaying exponentially
with distance from the defect! will also be present, in gen-
eral. We show that the torsional modes at a given frequency
are orthogonal, extending a proof due to Gregory~1983!. We
also discuss the evanescent modes and their computation.

Finally, we outline how our knowledge of the modal
structure for the composite cylinder can be used to model the
problem of reflection of a torsional mode by a thin defect in
a cross-sectional plane. The EMAT system can only receive
waves with the same wavelength as the incident mode, so
that some information at the excitation frequencyv is lost;
but the experiment can be repeated at other modal frequen-
cies.

I. FORMULATION

Let (r ,u,z) be cylindrical polar coordinates. We con-
sider the infinite isotropic elastic bimaterial cylinder shown
in Fig. 1. The cylinder consists of a solid core,r ,a, sur-
rounded by an annular cladding,a,r ,b; the core and clad-
ding are made of materials 1 and 2, respectively. Materialm
has Lame´ moduli lm and mm , m51,2. The analysis pre-
sented here generally follows Armena`kas ~1965!.

In general, the displacement fieldu5(u,v,w) in each
portion of the bimaterial can be written using the Lame´ sca-
lar potential f and vector potential (c r ,cu ,cz); see, for
example, Achenbach, 1973, sec. 2.13. We are interested in
torsional waves, for which the only non zero displacement
component is the tangential displacementv, andv itself is
required to be independent ofu. Hence, the only potential
needed is thez-component of the vector potential,cz[c,
say. In terms ofc, we have

v52
]c

]r
. ~1!

The only nontrivial stress components are

s ru5mS ]v
]r

2
v
r D ~2!

and

suz5m
]v
]z

. ~3!

The potentialc satisfies

Dc5
1

c2

]2c

]t2 , ~4!

where D is the Laplace operator andc is the shear wave
speed. For waves propagating in the positivez-direction, the
appropriate solution of~4! can be written as

c~r ,z,t !5C~r !ei ~kz2vt !, ~5!

wherei is A21, k andv are real, andC solves

1

r

d

dr
~rC8!1~~v/c!22k2!C50. ~6!

This is Bessel’s equation of order zero. Its solutions depend
on the sign ofv22k2c2. Thus, define

Zn5Jn , Wn5Yn , and q5A~v/c!22k2 if v2.k2c2,
~7!

and

Zn5~21!nI n , Wn5Kn , and q5Ak22~v/c!2

if v2,k2c2, ~8!

where Jn and Yn are Bessel functions andI n and Kn are
modified Bessel functions. The factor (21)n will allow a
unified treatment for all frequencies. The behavior of the
solution asq→0 will be examined in some detail later; for
now we assume thatq.0 (v2Þk2c2).

So, the appropriate solution of~6! is

C~r !5q22AZ0~qr !1b2BW0~qr !, ~9!

whereA and B are arbitrary constants, and the factorsq22

andb2 have been introduced for later convenience, implying
that A and B are dimensionless; recall thatb is the outer
radius.

The displacement field obtained by substituting~5! and
~9! in ~1! is

v5$q21AZ1~qr !1qb2BW1~qr !%ei ~kz2vt !, ~10!

as Z08(x)52Z1(x) and W08(x)52W1(x). ~Note that I 08
5I 1 .! From ~2!, we obtain for the stress,

s ru52m$AZ2~qr !1~qb!2BW2~qr !%ei ~kz2vt !, ~11!

as Z18(x)2x21Z1(x)52Z2(x) and W18(x)2x21W1(x)
52W2(x).

Let us now use the expressions above, using subscripts 1
and 2 to indicate quantities in the core and cladding, respec-
tively. Thus, from~10!, the displacement in the cladding is

v25$q2
21A2Z1~q2r !1q2b2B2W1~q2r !%ei ~kz2vt !. ~12!

For the core, the solution forv1 must be bounded at the
origin so we have

v15q1
21A1Z1~q1r !ei ~kz2vt !. ~13!

In these expressions,qj is defined by

qj5HAkj
22k2 if kj

2.k2,

Ak22kj
2 if kj

2,k2,
j 51,2, ~14!

wherekj5v/cj . Note that the wave number,k, is the same
in the expressions forq1 and q2 ; this observation gives a

FIG. 1. Geometry of the bimaterial cylinder.
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relation betweenq1 andq2 , which we will discuss later.
With reference to Fig. 1, we now consider boundary and

interface conditions on the displacement field given by~12!
and ~13!. At the outer surface, we have the traction-free
boundary condition

s ru50 at r 5b. ~15!

We consider the interface conditions in the following sec-
tion.

A. Interface conditions

A variety of conditions may be taken on the interface
r 5a in order to represent imperfect interface conditions. A
review of interface conditions for elastic wave problems has
been presented by Martin~1992!. For most models, the dis-
placementu1 and tractiont1 on one side of the interface are
assumed to be linearly related to the displacementu2 and
traction t2 on the other side of the interface. For example,
the model of Rokhlin and Wang~1991!, originally derived
for plane interfaces, takes interface conditions of the form

@ t#5Gu21Bt2, @u#5Ft21Au2,

where A, B, F, and G are 333 matrices, and the square
brackets indicate a jump in the quantity across the interface;
for example, if the interface is atr 5a, we have

@u#5u12u25u~a1,u!2u~a2,u!, ~16!

suppressing the dependence onz and t. If the coupling term
G can be neglected, and furthermore ifA andB are set equal
to zero, we recover the model of Jones and Whittier~1967!
for a flexibly bonded interface,

@ t#50 , ~17!

@u#5Ft2, ~18!

where F is a constant diagonal matrix. For simplicity, we
will use the Jones–Whittier model for the analysis presented
here. For thin, elastic interfacial layers, the elements ofF
have been related to the thickness and elastic constants of the
layer by, for example, Jones and Whittier~1967!, Mal and
Xu ~1989!, and Pilarski and Rose~1988!.

For torsional waves,u reduces to a scalar for the tangen-
tial displacementv and t reduces to a scalar for the tangen-
tial shear stresss ru . The interface conditions are then

s ru~a2!5s ru~a1! ~19!

and

@v#5~a/m1!Fs ru~a!, ~20!

where@v#5v2(a1)2v1(a2) andF is a dimensionless sca-
lar. Our goal is to investigate solutions which satisfy~15!,
~19!, and~20! as the interface parameterF is varied. We note
that if F50, the perfect interface conditions of continuity of
traction and displacement are recovered.

II. FREQUENCY EQUATION FOR THE ROD

We now present the details for the set of equations
which will determine the dispersion relations in the bimate-
rial rod. Substituting the displacement field of~12! in the
boundary condition,~15!, yields

A2Z2~q2b!1~q2b!2B2W2~q2b!50. ~21!

Following the Jones-Whittier model, we have for continuity
of traction across the interface, from~12!, ~13!, and~19!,

~m1 /m2!A1Z2~q1a!2A2Z2~q2a!2~q2b!2B2W2~q2a!50.
~22!

Note that neither of these equations changes in the case of
the perfectly bonded interface. The displacement jump
across the interface is given by~20!. We then have

~q1b!21A1$Z1~q1a!2Fq1aZ2~q1a!%2~q2b!21A2Z1~q2a!

2q2bB2W1~q2a!50. ~23!

Equations~21!–~23! provide three equations in the three un-
known constantsA1 , A2 , andB2 . In matrix form, the sys-
tem of equations is

Db50, ~24!

where the elements of the nonsymmetric matrixD are ob-
tained directly from~21!–~23! andb5(A1 ,A2 ,B2)T.

For a nontrivial solution we then require

detD50. ~25!

This is the frequency equation for the rod.
The quantity detD seems to depend on only five dimen-

sionless parameters, namely

q1b, q2b, a/b, m1 /m2 , and F; ~26!

in particular, the density ratio~or, equivalently,c1 /c2! does
not appear explicitly. However, this is illusory: we have to
know how to chooseZn (Jn or (21)nI n?) andWn (Yn or
Kn?! in each material, and these choices depend on the rela-
tive sizes ofk2, k1

2, andk2
2, information that we cannot ex-

tract from a knowledge of~26! alone.
Thus we proceed as follows. Assume that we are given

values fora/b, m1 /m2 , F, and

c2 /c15k1 /k25a, ~27!

say. Choose a value for the axial wave numberkb. We now
seek values ofk2b, say, so that~25! is satisfied. Note that
k1b5ak2b, and thenq1b andq2b are defined by~14!, with
the associated selections ofZn and Wn dictated by~7! and
~8!. In fact, the relations betweenq1 , q2 , k1 , k2 , k, anda
are complicated, because they depend on the relative magni-
tudes ofk2, k1

2, andk2
2; there are four cases, as summarized

in Table I. In this table, the second column specifies the four
cases in terms of the shear wave speeds of the two materials
~these are material constants! and the axial wave speedca

5v/k. A similar table was given by Kleczewski and Parnes
~1987! in their study of torsional modes when the cladding is
unbounded (b→` in our notation!.

In order to compare with Armena`kas~1965! ~for F50!,
we have determined the dispersion curves of normalized fre-
quency,
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V25k2~b2a!/p5v~b2a!/~pc2!,

as a function of normalized axial wave number,

j5k~b2a!/p,

for a given value of the interface parameterF. We note that
the frequency equation determined here cannot be written in
terms of a single argument such asqa, which can be done in
the case of a rod made from a single material. As such, we
study numerical solutions to~25! in the next section for val-
ues ofa/b, F, and the elastic constants.

III. DISPERSION CURVES WITH VARYING INTERFACE
CONDITIONS

To benchmark the analysis presented here, we first
present results which can be directly compared with Armena`-
kas ~1965! in the case of a perfect interface,F50. We take
a/b50.25,m1 /m2510, andc1 /c251.83~so that the density
ratio, r1 /r253!. We show the dispersion curves of fre-
quency, V2 , versus wave number,j, for F50, F51, F
510, andF5100 for the second mode in Fig. 2 and the third

mode in Fig. 3. The first mode will be analyzed in a subse-
quent section. The dispersion curve forF50 agrees exactly
with the analysis of Armena`kas ~1965!. As the interface pa-
rameter is increased, note the decrease inV2 , especially at
the smaller values ofj. At higher values ofj, the loss of
perfect continuity at the interface has a reduced effect.

One feature of note in Fig. 3 is the curve forF5100,
which exhibits a corner atj.0.8. This is not a numerical
artifact: the figure was produced using very small increments
in j. Similar behavior was found for other~large! values of
F.

A second way of visualizing the behavior of the disper-
sion curves as the interface parameter is varied is illustrated
in Fig. 4. In the figure, we show results for the second mode
and plot frequency,V2 , versus the interface parameter,F, as
the wave numberj is varied. As expected, we see a much
greater effect onV2 by F at the smaller wave numbers. This
suggests a possible measurement approach for determiningF
wherej is fixed, V2 is measured, and thenF is determined
from the figure.

The curves shown in Fig. 4 appear to be approaching
asymptotic values for largeF. With reference to the interface
conditions given by~20!, we see that in the limit asF→`
we recover the boundary condition

s ru~a!50.

This is the appropriate boundary condition for the outer
boundary of a solid rod of radiusa and for the inner bound-
ary condition for a hollow tube with inner radiusa. In the
case ofF→`, the frequency equation given by~25! reflects
this change in boundary condition,

Z2~q1a!g~q2a,q2b!50, ~28!

where

TABLE I. Relations betweenq1 and q2 , in which a5c2 /c15k1 /k2 and
ca5v/k.

Wave numbers Wave speedsq1
2 q2

2 Relation betweenq1 andq2

k2,k1
2<k2

2 c1<c2,ca k1
22k2 k2

22k2 q1
25a2q2

22k2(12a2)
k2,k2

2<k1
2 c2<c1,ca

k2
2,k2,k1

2 c1,ca,c2 k1
22k2 k22k2

2 q1
252a2q2

22k2(12a2)

k1
2,k2,k2

2 c2,ca,c1 k22k1
2 k2

22k2 q1
252a2q2

21k2(12a2)

k1
2<k2

2,k2 ca,c1<c2 k22k1
2 k22k2

2 q1
25a2q2

21k2(12a2)
k2

2<k1
2,k2 ca,c2<c1

FIG. 2. Dispersion curves for the second mode in the bimaterial cylinder.

FIG. 3. Dispersion curves for the third mode in the bimaterial cylinder.
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g~q2a,q2b!5Z2~q2a!W2~q2b!2Z2~q2b!W2~q2a!.

The frequency equation~28! has two sets of solutions, one
given by Z2(q1a)50 and the other given byg(q2a,q2b)
50. The first of these is the frequency equation for a solid
rod of radiusa, whereas the second is the frequency equation
for a hollow tube of inner radiusa and outer radiusb. So, the
imperfect interface formulation has the expected behavior for
large values ofF.

Numerically, one must be somewhat careful in handling
the limit asF→` and check if the relations betweenq1 and
q2 given in Table I still hold. We present some typical results
in Table II where we have usedF5131010. Note in the
table that we report values of normalized frequencyV2 as
we have throughout this paper, even for the solid rod modes
in material 1 reported in the table. From the table, we see
that the asymptotic values of frequency,V2 , for the second
mode in the composite rod, are the nondispersive first modes
(q1a50) in the solid rod. Also, the asymptotic values of

frequency,V2 , for the third mode in the composite rod cor-
respond to the second mode frequencies in the hollow tube.

Some discussion on the interface parameterF is perhaps
in order. As mentioned in the Introduction, the application
motivating the analysis presented here is the nondestructive
evaluation of reinforced cables. Typically these cables are
fabricated with a steel core surrounded by an aluminum clad-
ding. Because of the underlying wire-rope structure of the
core and the cladding, the interface conditions are imperfect.
Our approach here is to treat the interface parameter in a
phenomenological manner to account for the imperfect inter-
face. As such, we do not stipulate a strict physical interpre-
tation to the numerical value ofF, nor do we attempt to
relate the value ofF to elastic constants.

IV. FIRST TORSIONAL MODE

Armenàkas ~1965! noted that the first torsional mode is
not properly described by the solution of the Bessel equation,
unlike the higher torsional modes analyzed above. Therefore,
special consideration of the first torsional mode is necessary,
and this is carried out next. For example, whenq250, there
can be a nondispersive mode propagating in the cladding of
the rod with dispersive modes in the core.

Suppose thatv25k2c2, so thatq50 and~6! reduces to

d

dr
~rC8!50,

with general solution

C~r !5A1B log r .

This gives a solution forv proportional toB/r , which cannot
be the general solution as it involves only one arbitrary con-
stant,B. As we are interested inC8 rather thanC, we return
to ~6!; differentiation with respect tor gives

d

dr S 1

r

d

dr
~rC8! D1~~v/c!22k2!C850,

a second-order ordinary differential equation forC8. When
v25k2c2, the general solution of this equation is

C8~r !5Ar1B/r .

Hence, in dimensionless form, we have

v~r ,z,t !5~Ar1Bb2/r !ei ~kz2vt ! ~29!

and

s ru~r ,z,t !522mB~b/r !2ei ~kz2vt !. ~30!

Note that the expressions~29! and ~30! can also be ob-
tained by taking the limitq→0 in ~10! and~11! ~apart from
some numerical factors which can be absorbed intoA andB!.
This accounts for the variousq-factors in~10!: they lead to
meaningful~bounded! expressions for smallq.

Let us assume thatq250. The outer boundary condition
~15! implies thatB250, whences ru[0 in the cladding and

v25A2rei ~kz2vt !. ~31!

Within the core,v1 is given by~13!. For continuity of trac-
tions acrossr 5a, ~19! gives

FIG. 4. Normalized frequency vs interface parameter at fixed wave number
in the bimaterial cylinder for the second mode.

TABLE II. Frequencies for the second and third modes in the composite rod
with F5131010, and corresponding frequencies for the first mode in a solid
rod and the second mode in a hollow tube.

j
V2

second mode
V2

third mode
V2 , hollow tube

second mode
V2 , solid rod

first mode

0.2 0.365 1.286 1.286 0.365
0.4 0.730 1.332 1.332 0.730
0.6 1.095 1.405 1.405 1.095
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A1Z2~q1a!50, ~32!

whereas the imperfect-interface condition~20! gives

A1Z1~q1a!2q1aA250. ~33!

Now, for nontrivial solutions, we requirek2.k1
2, so that

~32! gives q1a5 j 2,s , the s-th zero of J2(x). Then A1 is
arbitrary withA2 given by ~33! ~with Z15J1!. It is interest-
ing to note that the interface parameterF does not enter into
any of the equations, so that the dispersion curves for the
first torsional mode whenq250 are identical, regardless of
whether the interface is perfect or imperfect. This is consis-
tent with the fact that sinceq250, a nondispersive mode is
propagating in the cladding and~32! is simply the frequency
equation for the dispersive modes in the core.

Alternatively, let us assume thatq150; for bounded
displacements in the core, we obtain

v1~r ,z,t !5A1rei ~kz2vt !.

Within the cladding,v2 is given by ~12!, so that the outer
boundary condition gives~21!. The interface condition~19!
gives

A2Z2~q2a!1~q2b!2B2W2~q2a!50;

the frequency equation is then obtained by combining this
equation with~21!: it is the same equation as for a hollow
cylindrical tube. The other interface condition,~20!, then de-
terminesA1 as

A15~q2a!21A2Z1~q2a!1~q2b2/a!B2W1~q2a!.

Again, these equations do not involveF.

V. EVANESCENT MODES

So far, we have only considered propagating torsional
modes. However, cylinders can also support evanescent
modes, which decay exponentially withz. Such modes can
be constructed by writing

c~r ,z,t !5C~r !e2kz2 ivt,

whereC solves

1

r

d

dr
~rC8!1~~v/c!21k2!C50,

whence

C~r !5q22AJ0~qr !1b2BY0~qr !

with q5A(v/c)21k2. Then, proceeding exactly as before,
we arrive at the frequency equation~25! in which Zn andWn

are to be replaced byJn andYn , respectively.

VI. DISCUSSION ON MODE ORTHOGONALITY

We have constructed various torsional modes for the
composite cylinder in the general form

u~r ,u,z,t !5Re$U~r ,u!ei ~kz2vt !%.

In our computations, we have fixed the axial wave numberk
and then calculated the frequenciesv of the allowable
modes. This is convenient for comparisons with Armena`kas
~1965! and it is appropriate for the application to EMATs;

these can be used to excite propagating modes of a specified
axial wavelength. However, once such a mode has been ex-
cited, we are interested in studying its reflection by defects in
the cylinder. This is most conveniently done by specifying
the frequency and then determining all the allowable modes
at that frequency. With this in mind, we write a typical mode
as

u~n!~r ,u,z,t !5Re$U~n!~r ,u!ei ~k~n!z2vt !%,

where the wave numberk(n) need not be real.
These modes are biorthogonal. To be more explicit, de-

note the stresses corresponding tou(n) by

s~n!~r ,u,z,t !5Re$S~n!~r ,u!ei ~k~n!z2vt !%.

Then, if k(n)Þ6k(m), we have

E
A
$Uz

~m!Szz
~n!2Srz

~m!Ur
~n!2Suz

~m!Uu
~n!%r dr du50, ~34!

whereA is the cross section of the composite cylinder. This
relation can be proved by a simple extension of the proof
given by Gregory~1983!. ~One applies the elastic reciprocal
theorem twice, once in the core and once in the cladding, and
then adds the results; the interface conditions imply that the
contributions from integrating over the two sides of the in-
terface cancel.! In fact, ~34! holds for all modes in composite
cylinders of any cross section, and with any number of im-
perfect ~cylindrical! interfaces. For our problem, with tor-
sional modes given by

v ~n!~r ,z,t !5Re$V~n!~r !ei ~k~n!z2vt !%,

Eq. ~34! reduces to

E
0

b

V~m!~r !V~n!~r !r dr 50, mÞn, ~35!

so that torsional modes are actually orthogonal. This or-
thogonality relation is useful when the reflection of a tor-
sional mode by certain defects is examined. For example, we
may consider a bimaterial cylinder with a planar break
~crack! perpendicular to the cylinder’s axis, giving an ideal-
ized model of a damaged cable. Specifically, we partition the
cross-sectionA into a broken partAb and an unbroken part
Au , so thatA5AbøAu . The boundaries ofAb andAu are
concentric circles; for example, we might takeAu to be the
circle 0<r ,c, with Ab as the annulusc,r ,b, so that the
cable is circumferentially cracked. Then, if a torsional mode
is incident on the defect, the reflected and transmitted fields
can be written as modal sums. This is a standard approach
for planar obstacles in waveguides. In the context of tor-
sional waves, it has been used recently by Engan~1998! to
analyze the effect of a step-change in radius of homogeneous
circular cylinders. For the present problem, application of the
boundary conditions at the defect plane leads to a system of
equations for the reflection and transmission coefficients; of
particular interest are the reflected and transmitted modes
with the same wavelength as the incident mode, because
these are the only modes that can be detected by the EMAT.
Again, in a standard way, one can derive integral equations
and/or variational expressions for the reflection and transmis-
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sion coefficients; see, for example, Schwinger and Saxon
~1968! for a detailed discussion on related scattering prob-
lems.

VII. CONCLUSIONS

We have presented an analysis for torsional waves
propagating in a bimaterial rod with imperfect interface con-
ditions. To the authors’ knowledge, the effect of imperfect
interface conditions on dispersive wave motion has not been
studied for rods. We find the expected behavior for waves in
the rod when we take the interface parameterF50 andF
→`. WhenFÞ0 we find that the frequency decreases with
increasingF at a given wave number in the dispersion rela-
tions. This effect was shown to be more pronounced at small
wave numbers. The propagation of nondispersive modes in
the cladding was also investigated, and the frequency equa-
tion for dispersive modes in the core was recovered. We also
showed that, at any given frequency, the modes are orthogo-
nal. This fact can be exploited in the solution of a scattering
problem, where an incident torsional mode interacts with an
annular defect in the bimaterial rod. The model developed
here should be useful in analyzing nondestructive evaluation
measurements in reinforced cables where perfect interface
conditions may not exist.
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Fast analysis of transient acoustic wave scattering
from rigid bodies using the multilevel plane wave
time domain algorithm
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The analysis of transient wave scattering from rigid bodies using integral equation-based techniques
is computationally intensive: if carried out using classical schemes, the evaluation of the velocity
potential on the surface of a three-dimensional scatterer, represented in terms ofNs spatial basis
functions forNt time steps, requiresO(NtNs

2) operations. The recently developed plane wave time
domain ~PWTD! algorithm permits the rapid evaluation of transient fields that are generated by
bandlimited source distributions. It has been shown that incorporation of the PWTD algorithm into
integral equation-based solvers in a two-level setting reduces the computational complexity of a
transient analysis toO(NtNs

1.5logNs). In this paper, it is shown that casting the PWTD scheme into
a multilevel framework permits the analysis of transient acoustic surface scattering phenomena in
O(NtNs log2 Ns) operations usingO(NtNs) memory. Numerical examples that demonstrate the
efficacy of the multilevel implementation are also presented. ©2000 Acoustical Society of
America.@S0001-4966~00!04802-5#

PACS numbers: 43.20.Px, 43.20.Fn, 02.70.Pt@ANN#

INTRODUCTION

Transient acoustic wave scattering phenomena can be
analyzed using either differential equation~DE!-based or in-
tegral equation~IE!-based techniques. When the scatterer is
impenetrable/homogeneous and immersed in an unbounded
homogeneous medium, IE-based methods enjoy two impor-
tant advantages over DE-based techniques. First, IE-based
solvers implicitly impose the radiation condition. DE-based
techniques, in contrast, have to be supplemented with bound-
ary conditions that emulate a free-space environment. Sec-
ond, IE techniques only require that the unknown fields be
discretized on the scatterers surface, whereas DE-based
methods call for a discretization of these fields throughout a
volume enclosing the scatterer. Despite these advantages, IE-
based methods for analyzing transient scattering phenomena
historically have not enjoyed widespread popularity as they
were long thought to be intrinsically unstable and computa-
tionally expensive. Recent research, however, has resulted in
techniques to suppress instabilities1–4 in IE-based solvers,
and schemes have surfaced for reducing their exorbitant
computational requirements.

A typical IE-based solver for analyzing acoustic surface
scattering phenomena operates as follows. Given a scatterer
that resides in an infinite homogeneous medium, the extinc-
tion theorem states that the fields can be evaluated anywhere
in space upon specification of the incident field and the total
field ~and its normal derivative! on the scatterers surface. The
total surface field can be related to the incident field through
a time-domain boundary integral equation~BIE!, which can
be solved using so-called marching-on-in-time~MOT!
schemes.1,5–7 To this end, the surface field is represented in

terms of a set of spatial and temporal basis functions. Then,
the instantaneous total field is expressed as a superposition of
the incident and scattered fields. Evaluation of the latter re-
quires the computation of a retarded time boundary integral
over the basis functions representing the field. This proce-
dure leads to a system of equations that can be solved for the
coefficients of the basis functions representing the surface
field at a given time step. Depending on the choice of the
time step size, the basis functions, and the testing procedure,
the matrix to be inverted is diagonal or sparse, yielding ex-
plicit or implicit time stepping schemes, respectively. It has
been empirically shown that implicitness and accurate evalu-
ation of retarded time boundary integrals contribute to the
stability of a MOT scheme.1–3,7,8

Forming the right-hand side of the aforementioned ma-
trix equation at each time step is computationally expensive
because it calls for the evaluation of the scattered fields on
the surface in terms of the past values of the total surface
fields. If Ns spatial andNt temporal basis functions are used
to represent the surface fields, then the computational cost of
forming the excitation vector for allNt time steps scales as
O(NtNs

2). A technique for reducing this cost, albeit at the
expense of accuracy, was suggested by Dodsonet al.9 In this
approach, ‘‘integration over regions of low retarded field’’ is
omitted and field values are computed only in regions where
the field is anticipated to be significant. However, cost sav-
ings only seem attainable when the scatterer is long com-
pared to the width of the incident pulse along its direction of
propagation. The plane wave time domain~PWTD!
algorithm,10,11 which can be considered the time-domain
counterpart of the frequency domain fast multipole
method,12–14 provides an alternative approach to reducing
the cost of MOT schemes. This algorithm relies on a decom-
position of transient wave fields in terms of propagatinga!Electronic mail: aergin@decwa.ece.uiuc.edu
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plane waves and permits the accurate and fast computation
of fields that are radiated by known and bandlimited sources.
Two-level PWTD enhanced MOT solvers have been used
successfully in analyzing both acoustic and electromagnetic
transient scattering phenomena.15,16 It has been shown that
the cost of analyzing surface scattering phenomena using
these solvers scales asO(NtNs

1.5logNs), resulting in consid-
erable cost savings when compared to a classical MOT
solver. It also has been conjectured that more efficient
schemes can be constructed by embedding the PWTD algo-
rithm in a hierarchical framework.10,11

This paper describes a multilevel PWTD enhanced MOT
solver for analyzing acoustic surface scattering from rigid
bodies. In Sec. I, the BIE used for the transient scattering
analysis is introduced, and the formulation of the MOT
scheme for solving it is presented. The PWTD algorithm is
reviewed in Sec. II. In Sec. III the incorporation of the mul-
tilevel PWTD algorithm into the MOT solver is elucidated.
Specifically, a detailed description of the operations unique
to the multilevel scheme is presented, and the
O(NtNs log2 Ns) computational complexity andO(NtNs)
memory requirements of the algorithm are derived in this
section. In Sec. IV numerical examples that demonstrate the
effectiveness of the proposed multilevel scheme in solving
large-scale scattering problems are presented, and our con-
clusions are stated in Sec. V.

I. MARCHING-ON-IN-TIME FORMULATION FOR
ACOUSTIC WAVE SCATTERING ANALYSIS

Let w inc(r ,t) denote the velocity potential of a field that
propagates in a medium with wave speedc and ambient fluid
densityr0 , and that impinges on a rigid body with surfaceS
~Fig. 1!. The interaction between the incident field and the
rigid body produces a scattered field with velocity potential
wsca(r ,t). This field is completely specified, everywhere in
space, by the total velocity potentialw(r ,t)5w inc(r ,t)
1wsca(r ,t) on the surfaceS via a retarded time boundary
integral. It is assumed that the temporal spectrum ofw inc(r ,t)
vanishes forv.vmax @the same therefore holds true for
w(r ,t) andwsca(r ,t)#, thatw inc(r ,t) does not interact withS
for t,0 @i.e., thatwsca(r ,t)50 for t,0#, thatS is a volume
enclosing~closed! surface, and thatw(r ,t) for 0,t,T is to
be calculated onS.

Imposing the condition that the total pressure field
p(r ,t)52r0] tw(r ,t) vanishes insideS yields the Kirchhoff
integral equation.17 However, this integral equation is prone
to the ‘‘thin-body difficulty’’ when the scatterer is slender
~or, in the limit, whenS is open!.18,19Alternatively, imposing
the condition that the normal component of the velocity field
n̂•v(r ,t)5n̂•¹w(r ,t) vanishes onS—heren̂ is the position-
dependent outward pointing unit normal toS—yields the
normal derivative of the Kirchhoff integral equation,20 which
is devoid of the thin-body difficulty. It was shown in Ref. 4
that the numerical solutions to both these time-domain inte-
gral equations are susceptible to corruption by resonance
modes of the corresponding interior problem. In that same
paper it was also suggested that corruption by resonance
modes can be avoided by using a linear combination of these
integral equations given by

~12a!] tw
inc~r ,t !1acn̂•¹w inc~r ,t !5Lc$w~r ,t !%, rPS,

~1!

where

Lc$w~r ,t !%52~12a!Lp$w~r ,t !%1acLv$w~r ,t !%, ~2!

Lp$w~r ,t !%52 1
2 ] tw~r ,t !

1] tE- S
dr 8w~r 8,t !* n̂8•¹8

d~ t2R/c!

4pR
,

~3!

Lv$w~r ,t !%52E5S
dr 8w~r 8,t !* n̂•¹n̂8•¹8

d~ t2R/c!

4pR
.

~4!

In the above equations,* denotes a temporal convolution,
R5ur2r 8u, d~•! is the Dirac pulse, 0<a<1 is a real con-
stant, and single and double dashes on the integral signs
denote that the principal value and the finite part of the inte-
grals are to be evaluated, respectively. Note that Eq.~1! re-
duces to~the time derivative of! the Kirchhoff integral equa-
tion for a50 and to the normal derivative of the Kirchhoff
integral equation fora51. As was experimentally shown in
Ref. 4, for 0,a,1 the numerical solutions to Eq.~1! are
accurate and devoid of interior resonance modes.

The first step towards obtaining a numerical solution to
Eq. ~1! using the MOT is to represent the unknown potential
w(r ,t) on S for 0<t<T in terms ofNs spatial basis func-
tions f n(r ) and Nt temporal basis functionsTi(t)5T(t
2 iD t) (D t is the MOT time step, see Sec. II! as

w~r ,t !5 (
n51

Ns

(
i 51

Nt

w i ,nf n~r !Ti~ t !, ~5!

wherew i ,n are unknown expansion coefficients to be deter-
mined. Substituting Eq.~5! in Eq. ~1! and testing the result-
ing equation att5t j5 j D t with f̃ m(r ), m51,...,Ns , yields a
system of equations that can be expressed as

Z̄0Fj5Fj
inc2 (

k51

j 21

Z̄kFj 2k , ~6!

whereFj andFj
inc are vectors with elements

Fj ,n5w j ,n , ~7!

FIG. 1. The surface scattering problem. The incident fieldw inc(r ,t) interacts
with the scatterer bounded by the surfaceS and produces the scattered field
wsca(r ,t).
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Fj ,m
inc 5E

S
dr f̃ m~r !@~12a!] tw

inc~r ,t !

1acn̂•¹w inc~r ,t !#u t5t j
, ~8!

and an element of theZ̄k matrix is given by

Z̄k,mn5E
S
dr f̃ m~r !Lc$ f n~r !Tj 2k~ t !%u t5t j

. ~9!

Equation ~6! forms the basis of the MOT method. It
relatesw(r ,t) at time t5t j to the incident field at that time
and tow(r ,t) on Sat earlier times. At thej th time step of the
MOT scheme, the right-hand side of Eq.~6! is formed from
the incident field andFi , i 51,...,j 21, and the vectorFj ,
representing the potential onS at the current time step, is
solved for. The stability and accuracy of this scheme depend
on the choice of the temporal and spatial basis functions as
well as on the time step sizeD t . In this study,S is modeled
as a collection ofNs flat triangular facets and the spatial
basesf n(r ) are chosen to be unit pulse functions over these
facets. The testing functions are chosen asf̃ m(r )5d(r
2rm

c ), whererm
c is the centroid of themth triangular facet,

rendering the testing procedure conventional collocation. Cu-
bic interpolants are used as the temporal basis functions. De-
tailed descriptions of these bases as well as the numerical
evaluation of the integrals in Eqs.~8! and~9! can be found in
Ref. 4. The time step size is chosen—independent of the
spatial mesh size—asD t52p/(bvmax). How to specify the
parameterb is a topic of ongoing research.8 Within the
present study,b510 has yielded stable and accurate results.
Finally, it should be noted that the above MOT formulations,
as well as all PWTD derivations in the remainder of this
paper, are independent of the choice of basis functions and
also apply to more sophisticated ones than used here, e.g.,
those of Bluck and Walker.1

Solution of the matrix equation~6! at each time step
with a nonstationary iterative solver proves to be an inexpen-
sive procedure. Since the interaction matrixZ̄0 is sparse, the
solution is obtained inO(kNs) operations, wherek denotes
the number of iterations. Setting the initial guess of the itera-
tive solver at a time step equal to the solution obtained in the
previous step reducesk significantly. By far the most expen-
sive part of the MOT scheme is the evaluation of the sum-
mation on the right-hand side of Eq.~6!. This operation is
equivalent to evaluatingLc$w(r ,t)% at O(Ns) observation
points due toO(Ns) sources and requiresO(Ns

2) operations.
Hence, the complexity of a MOT analysis withNt time steps
scales asO(NtNs

2). This scaling law renders the application
of classical MOT methods to the analysis of large-scale scat-
tering phenomena prohibitively expensive.

II. THE PLANE WAVE TIME DOMAIN ALGORITHM

The computational bottleneck posed by the evaluation of
Lc$w(r ,t)% can be relieved by expanding the latter in a basis
of propagating plane waves. In this section, a plane wave
expansion ofLc$w(r ,t)% will be presented without proof~a
detailed derivation of this expansion can be found in Ref. 15
and references therein!. Such a representation facilitates the

efficient evaluation ofLc$w(r ,t)% using the three-stage
PWTD algorithm,10,11 which is also briefly reviewed below.

Consider two fictitious spheres of equal radiusRs that
are centered atr s and ro as depicted in Fig. 2, and letRc

denote the vectorro2r s . It is assumed that the spheres do
not overlap, i.e.,Rc5uRcu.2Rs . Assume that a source dis-
tribution w(r ,t) resides on a surfaceS8 enclosed by the
sphere centered atr s and that the fieldLc$w(r ,t)% due to this
source distribution is observed inside the other sphere.

As shown in Ref. 15, if the duration of the source dis-
tribution w(r ,t) is bounded byTs,Ts,max5(Rc22Rs)/c, then
Lc$w(r ,t)% can be recovered directly from the plane wave
expansion introduced below. However, if the duration of
w(r ,t) exceedsTs,max, then the PWTD scheme requires that
w(r ,t) be broken up intoL subsignalsw l(r ,t), l 50,...,L
21, each of duration less thanTs,max. Such decomposition
can be achieved in many ways, e.g., by interpolatingw(r ,t)
using basis functionsc(t) as

w l~r ,t !5 (
i 5 lM t

~ l 11!Mt21

w~r ,iD t!c~ t2 iD t!. ~10!

Here,c(t) is the bandlimited and quasi time-limited~local!
interpolant

c~ t !5
v1

vs

sin~v1t !

v1t

sinh~ptD tv2A12t2/~ptD t!
2!

sinh~ptD tv2!A12t2/~ptD t!
2

,

~11!

where vs5p/D t5x1vmax (x1.1 is the spectral oversam-
pling factor!, andv650.5(vs6vmax). The functionc(t) is
bandlimited tovs and essentially spans a total duration of
2pt11 time steps. That is, with the proper choice of param-
etersx1 andpt , c(t) becomes vanishingly small outside of
the interval @2ptD t ,ptD t#, and the error that is incurred
upon truncatingc(t) outside this interval decreases expo-
nentially fast with increasingx1 andpt .10,21 In Eq. ~10!, Mt

denotes the number of samples of the original signal used in
the construction of the subsignalw l(r ,t), which is of dura-
tion Ts5(Mt12pt)D t . The restrictionTs,Ts,max dictates
that Mt should be chosen as

Mt< b~Rc22Rs!/~cD t!c22pt . ~12!

Given the above partitioning of the source signal into
subsignals, the linearity of the operatorLc ensures that
Lc$w(r ,t)% can be expressed as

Lc$w~r ,t !%5 (
l 50

L21

Lc$w l~r ,t !%. ~13!

Next, eachLc$w l(r ,t)% is expressed as a time gated super-
position of a finite number of propagating plane waves as15

FIG. 2. Definitions of vectors used in the PWTD algorithm.
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Lc$w l~r ,t !%5H 0; t,t l
max,

L̃c$w l~r ,t !%; t>t l
max,

~14!

where

L̃c$w l~r ,t !%5 (
p50

K

(
q52K

K

wpqH ~~12a!2an̂• k̂pq!

3d@ t2 k̂pq•~r2ro!/c#

* T ~ k̂pq ,Rc ,t !* E
S8

dr 8n̂8

• k̂pqd@ t1 k̂pq•~r 82r s!/c#* w l~r 8,t !J .

~15!

Here, the translation functionT ( k̂pq ,Rc ,t) is given by

T ~ k̂pq ,Rc ,t !

55
0; utu.Rc /c,

] t
3

16p2cRc
(
k50

K

~2k11!

3Pk~ct/Rc!Pk~ k̂pq•Rc /Rc!; utu<Rc/c.

~16!

In the above equations,t l
max5@(l11)Mt211pt#Dt ~such that

w l(r ,t)50 for t>t l
max), K5 d2x2Rsvs /ce (x2.1 is the ex-

cess bandwidth factor22!, k̂pq5 x̂ sinup cosfq1ŷ sinup

3sinfq1ẑcosup , fq5q2p/(2K11), up is the (p11)th

zero of PK11(cosu), Pk(•) is the Legendre polynomial of
degreek, and the weightswpq are given by

wpq5
4p~12cos2 up!

~2K11!@~K11!PK~cosup!#2 . ~17!

Note that by definingx5x1x2 , K can also be written asK
5 d2xRsvmax/ce. It can be shown that, givenvmax, D t , and
Rs , the free parametersx and pt can be chosena priori to
achieve the desired level of accuracy in evaluating
Lc$w(r ,t)%.10,11

Equations~13!–~16! constitute the crux of the three-
stage PWTD algorithm. In the first stage, the integral over
the source domainS8 maps the source distributionw l(r ,t)
onto a set of plane waves that emanate from the source
sphere and propagate in thek̂pq directions. This mapping is
termed the slant stack transform~SST! and the plane waves
generated by it are termedoutgoing rays. In practice, the
integration overS8 is evaluated by a quadrature rule chosen
in accordance with the spatial basis functions used in ex-
panding w(r ,t). In our implementations, a seven-point
Gaussian quadrature rule is used over each triangular facet
that approximatesS8. The entire set of outgoing rays asso-
ciated with thel th subsignal can be generated by performing
the SST att5t l

max. These outgoing rays—each lasting a
maximum duration of Ts12Rs /c—describe the time-
dependent radiation pattern of the source distribution.23 In
the second stage, the outgoing rays that emanate from the
source sphere are mapped ontoincoming raysthat impinge
upon the observation sphere by convolving each ray with the

translation functionT ( k̂pq ,Rc ,t) at t5t l
max. Note that per-

forming the translation operation att5t l
max implicitly imple-

ments the time gating suggested in Eq.~14! because the con-
tribution of w l(r ,t) to the incoming rays is taken into
account only after this time. In the third stage of the PWTD
algorithm, the incoming rays are aggregated with appropriate
delays, yielding the fieldLc$w l(r ,t)%.

The PWTD algorithm described by Eqs.~13!–~16! can
be used to accelerate the evaluation of the sum appearing on
the right-hand side of Eq.~6!. The two-level PWTD en-
hanced MOT solver described in Ref. 15 is the simplest
scheme that accomplishes such acceleration, and it operates
as follows. First, the scatterer is partitioned into subscatter-
ers, each of which is contained in a sphere of radiusRs .
Then, contributions to the above sum due to combinations of
basis/testing functions residing in each other’s immediate vi-
cinity, i.e., involving a pair of identical or adjacent subscat-
terers, are evaluated classically. The rest of the contributions
are accounted for by invoking the PWTD algorithm for all
remaining pairs of subscatterers. The computational com-
plexity of this scheme is ofO(NtNs

1.5logNs) provided that
the dimensions of the subscatterers are chosen judiciously.

III. THE MULTILEVEL FAST ALGORITHM

Computational and memory savings beyond those
achieved by the two-level PWTD schemes can be attained by
casting the PWTD algorithm into a multilevel framework.
Just like in the two-level scheme, multilevel PWTD schemes
assume that the scatterer is partitioned into a large set of
subscatterers, and interactions between nearby subscatterers
are accounted for classically. Contrary to the two-level algo-
rithm, however, subscatterers are hierarchically aggregated
into composite entities and the PWTD scheme is only in-
voked to account for interactions between composite sub-
scatterers when continued aggregation would render the
PWTD scheme inapplicable. The efficiency of the proposed
multilevel scheme hinges on that of the operations that es-
tablish communication between the different levels in the
hierarchical structure. In this section, first the notation re-
lated to the multilevel framework will be introduced. Then,
four operations—namely interpolation, splicing, resection,
and anterpolation operations—that permit the transfer of in-
formation across levels will be described in detail. Finally,
the multilevel fast algorithm will be outlined and its compu-
tational complexity and memory requirements estimated.

A. Notation

A multilevel subdivision of the scattererS is accom-
plished by recursively subdividing a fictitious cubical box
that enclosesS. Initially, this box is divided into eight boxes
of equal size. Each resulting ‘‘child’’ box is recursively sub-
divided into eight smaller boxes until the linear dimensions
of the smallest boxes so obtained measure approximately one
wavelength atvmax ~or a fixed fraction thereof!. These finest
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boxes are termed ‘‘level 1 boxes,’’ and the collection of
spatial basis functions that fall into a level 1 box is said to
form a ‘‘level 1 group’’ ~or a ‘‘level 1 subscatterer’’!. Higher
level boxes and groups are similarly defined. For levelsi
51,...,Nl , let Ng( i ) denote the number of groups~nonempty
boxes!, Ms( i )5Ns /Ng( i ) denote the average number of spa-
tial basis functions per group,Rs( i ) denote the radius of the
sphere that encloses a leveli box, and K( i )
5 d2xRs( i )vmax/ce denote the number of spherical harmon-
ics to be used in Eqs.~15! and ~16! whenever a leveli box
participates in a PWTD translation. From Eq.~15! it is evi-
dent that D( i )5(K( i )11)(2K( i )11) directions are re-
quired to properly represent fields at leveli. It should be
noted that, for a surface scatterer,Ms( i ) andK( i ) scale pro-
portional to (Rs( i ))

2 and Rs( i ), respectively, and therefore
D( i ) is of O(Ms( i )). Also, as the linear dimensions of the
level 1 boxes are chosen proportional to the wavelength at
vmax, it follows that (Rs(1)vmax/c) andMs(1) are ofO(1),
thatNg(1)}Ns , and thatNl} logNs. Finally, note that, for a
surface scatterer, Ng( i 11)'Ng( i )/4 and Ms( i 11)
'4Ms( i ).

In the aforementioned two-level algorithm, all suffi-
ciently remote group pairs interact, i.e., exchange informa-
tion through a PWTD translation, at the lowest level. This is
not so in the multilevel algorithm, where lowest level groups
are recursively aggregated into larger entities. Indeed, as
long as the spheres circumscribing these composite groups
are sufficiently remote, it turns out to be more efficient to
have composite structures interact rather than to have their
constituents exchange information individually. Therefore, it
is important to identify all group pairs that interact at a given
level ~this is a subset of all group pairs that exist at that
level!. To this end, the fundamental subsignal duration at
level i is defined asTs( i )5(Mt( i )12pt)D t with Mt( i )
52( i 21)Mt(1) andMt(1)}Rs(1)/(cD t). The constraint that
Ts<(Rc22Rs)/c, stated in Sec. II for a two-sphere setting,
dictates that the PWTD algorithm can be applied to sphere
pairs at level i whose centers are separated by at least
2Rs( i )1cTs( i ). Hence, starting at levelNl , all box pairs
whose centers are separated by more than 2Rs(Nl)
1cTs(Nl) are identified as ‘‘levelNl far-field pairs.’’ Then,
all level Nl21 group pairs with group centers separated by
more than 2Rs(Nl21)1cTs(Nl21) and describing interac-
tions that have not yet been accounted for by any of the level
Nl pairs are identified as ‘‘levelNl21 far-field pairs.’’ This
process is continued and far-field pairs are identified at each
level ~including level 1! as those pairs that are considered
well separated at a given level and that have not yet been
accounted for at a higher level. The level 1 pairs with group
centers separated by less than 2Rs(1)1cTs(1) are classified
as near-field pairs. In this way, each and every source/
observer~basis/testing function! combination belongs to one
and only one pair that is classified as either a far-field or a
near-field pair. Also, distant source/observer combinations
tend to belong to higher level far-field pairs than those that
reside close to one another. This classification of group pairs
is illustrated in Fig. 3.

B. Multilevel operations

For a given leveli far-field group pair~g, g8), the field
at groupg due tow(r ,t) in groupg8 ~and vice versa! will be
calculated using the three-stage PWTD algorithm. The first
stage of this algorithm calls for the evaluation of the SSTs to
form the outgoing rays associated with groupg8 alongD( i )
directions. Fori 51, the outgoing rays can be obtained by
directly integrating overS8 in Eq. ~15!. However, for higher
levels, direct evaluation of the SSTs is computationally ex-
pensive. The fact that the same source information is to be
used to construct outgoing rays at each level suggests that
rays at leveli .1 can be constructed economically by reus-
ing information already stored in leveli 21 rays. This is
achieved by two operations that are termedinterpolationand
splicing. Interpolation is needed as more rays are to be asso-
ciated with a parent group than with one of its children and
splicing is used in assembling a single parent group ray from
interpolated child rays. Similarly, the last stage of the PWTD
algorithm calls for a projection of incoming rays onto ob-
servers. Directly projecting the incoming rays at leveli .1
onto the observers is more expensive than disaggregating
these rays into leveli 21 rays and propagating the informa-
tion contained in these rays through the multilevel structure
until level 1 rays are projected onto the observer locations.
Two operations, termedresectionand anterpolation ~these
are complementary to the splicing and interpolation opera-
tors!, construct leveli 21 incoming rays for a group from
those of its parent. Implementation of these four operations
is discussed next.

First, consider the interpolation and anterpolation opera-
tions. As mentioned in Sec. II, the outgoing rays associated
with a group describe the time-dependent radiation pattern of
the source distribution associated with that group. Because
the radiation pattern of a source distribution that is spatially
bounded by a sphere of radiusRs( i ) and spectrally bandlim-

FIG. 3. Cross-sectional view of the multilevel partitioning ofS.
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ited to vs can be expressed in terms ofK( i ) spherical
harmonics,24 the interpolation operator increases the sam-
pling rate and zero-pads the excess spherical spectrum intro-
duced. Similarly, anterpolation operations call for the appli-
cation of a spherical filter with uniform resolution to a set of
outgoing or incoming rays. In other words, anterpolation is
equivalent to truncating the spherical harmonic content and
lowering the sampling rate over the sphere. If implemented
as described by Jakob-Chien and Alpert,25 the application of
interpolation and anterpolation operators between levelsi
and i 11 can be completed inO(K2( i )logK(i)) operations
per time step and per child–parent group pair. This yields
approximatelyO(Ns logK(i)) operations per time step at
level i, and an overall computational cost of order less than
O(NtNs log2 Ns).

The nature of the splicing and resection operations can
be understood by inspecting Eq.~15!. With reference to Fig.
4~a!, assume that an outgoing ray of a leveli 11 box, whose
center is denoted byr c , is to be formed. Denoting the cen-
ters of theNc child boxes associated with this leveli 11 box
as r c,j , j51,...,Nc , and the part of the surfaceS8 that lies
inside each of these leveli boxes asSj8 , the expression for an
outgoing ray of the parent box takes the form

E
S8

dr 8n̂8• k̂pqd@ t1 k̂pq•~r 82r c!/c#* w l
i 11~r 8,t !

5 (
j51

Nc

d@ t1 k̂pq•~r c,j2r c!/c#* E
Sj8

dr 8n̂8

• k̂pqd@ t1 k̂pq•~r 82r c,j!/c#* w l
i 11~r 8,t !. ~18!

In Eq. ~18!, the superscripti 11 onw l(r 8,t) signifies the fact
that the source subsignal is of durationTs( i 11), and k̂pq

denotes a ray direction at leveli 11. Since eachw l
i 11(r ,t)

can be obtained by splicing two leveli subsignalsw l 8
i (r ,t)

andw l 811
i (r ,t) for somel 8 as shown in Fig. 4~b!, the outgo-

ing ray of the parent box can be expressed as

(
z5 l 8

l 811

(
j51

Nc

d@ t1 k̂pq•~r c,j2r c!/c#* E
Sj8

dr 8n̂8

• k̂pqd@ t1 k̂pq•~r 82r c,j!/c#* wz
i ~r 8,t !. ~19!

Note that the integral over eachSj8 is nothing but an outgoing
ray of a child box propagating along directionk̂pq . Hence,
Eq. ~19! clearly indicates that once the outgoing rays of the
child boxes are interpolated to leveli 11 directions k̂pq ,
they can be time advanced by an amountsj( k̂pq)5 k̂pq

•(r c,j2r c)/c and spliced together to form the outgoing rays
of the parent box. In a completely complementary manner, it
can be shown that the incoming rays of a leveli group can be
obtained by resecting the incoming rays of its parent box as
depicted in Fig. 4~b!, delaying these rays by an amount
sj( k̂pq), and anterpolating the resulting rays to leveli direc-
tions.

C. The algorithm and its computational complexity

Now that requisite notation has been introduced and
multilevel operations described, an algorithm for efficiently
evaluating the summation in Eq.~6! can be outlined. Note,
once again, that the evaluation of this summation is equiva-
lent to testing byNs spatial testing functions the field
Lc$w(r ,t)% generated byNs spatial basis functions at time
t5t j .

~1! Evaluation of the near-field interactions: For each near-
field group pair~g, g8), the tested fields in groupg are
calculated classically, i.e., without invoking the PWTD
scheme, as

(
k51

j21

Z̄k
gg8Fj 2k

g8 , ~20!

whereZ̄k
gg8 is the matrix made up of those elements of

the matrix Z̄k that relate the fields over groupg to the

sources residing in groupg8, andFj 2k
g8 is a vector com-

prised of the coefficientsw j 2k,n for all n in group g8.
The multilevel partitioning of the scatterer constructed
earlier guarantees that all the near-field pairs reside at
level 1 and that each level 1 group participates in only a
small number of near-field interactions. Hence, at each
time step, the evaluation of the sum~20! requiresO(Ns)
operations since there areO(Ns) near-field pairs with
O(1) interactions per pair.

~2! Evaluation of the far-field interactions: All interactions
between a pair of far-field groups~g, g8) are calculated
via the three-stage PWTD algorithm:

~a! When the time step is a multiple ofMt( i ), the outgoing
rays emanating from groups at leveli are generated.
For level 1 groups, this is accomplished by numerical
evaluation of the integral overS8 in Eq. ~15!. Since this
operation maps the signal over each ofNs sources to
D(1)}O(1) directions, outgoing rays at level 1 can be
constructed inO(Ns) operations per time step. At
higher levels, the outgoing rays of a group are calcu-

FIG. 4. Schematic description of the splicing and resection operations.
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lated from those of its children using the interpolation
and splicing operations at a cost that scales as
O(Ns log2 Ns) per time step.

~b! Once the outgoing rays at leveli have been generated,
translation between each leveli far-field pair ~g, g8)
can be performed. This is accomplished by convolving
the outgoing rays of the source groupg8 with the ap-
propriate translation function and superimposing the
resulting rays onto the incoming rays of the observer
groupg. The duration of both the outgoing rays and the
translation functions are proportional to the box size at
the level with which they are associated and hence are
described byO(Mt( i )) samples. Therefore, it is pos-
sible to evaluate the convolution of these two signals in
O(Mt( i )logMt(i)) operations using fast Fourier trans-
forms. However, as the translation function

T ( k̂,Rc,gg8 ,t) is not bandlimited in time, its Fourier
transform needs to be evaluated analytically at
O(Mt( i )) frequencies. To this end, note that the Fou-

rier transform ofT ( k̂,Rc,gg8 ,t) is given by

F$T ~ k̂,Rc,gg8 ,t !%5E
2`

1`

T ~ k̂,Rc,gg8 ,t !e2 j vtdt

5
~ j v!3

8p2c2 (
k50

K

~2k11!

3~2 j !kj k~vRc,gg8 /c!Pk~cosu!

5
c

Rc,gg8
3 T̃ ~u,V!, ~21!

where V5vRc,gg8 /c is the normalized frequency,

cosu5k̂•Rc,gg8 /Rc,gg8 , and j k(•) denotes the spheri-

cal Bessel function of orderk. SinceT̃ (u,V) is band-
limited both in u and V, the Fourier transform of

T ( k̂,Rc,gg8 ,t) for any group pair can be evaluated

from the samples ofT̃ (u,V) in O(Mt( i )) operations
for a given direction. As the translation operation is
repeated forNt /Mt( i ) time intervals, forD( i )}Ms( i )
directions per far-field pair, forO(Ng( i )) pairs per
level, and for all logNs levels, the overall cost of this
step scales no worse thanO(NtNs log2 Ns).

~c! When the time step is a multiple ofMt( i ) for a level i,
the incoming rays at that level are obtained by resect-
ing and anterpolating the incoming rays at a higher
level. This process has to be carried out starting from
the highest level, as the incoming rays at a level have
to be formed completely before they are resected to
form the rays at lower levels. Finally, the tested fields
are evaluated by convolving the incoming rays at level
1 with

2E
S
dr f̃ m~r !@~12a!] t1an̂• k̂pq#d~ t2 k̂pq

•~r2r c!/c!, ~22!

wherer c is the center of the box that containsf m(r ),

and summing over all level 1 ray directionsk̂pq as in

Eq. ~15!. This step, which is conceptually the transpose
of forming the outgoing rays, can also be accomplished
in O(NtNs log2 Ns) operations.

Summing up the cost of each step, it is seen that the
computational cost of this algorithm, which evaluates the
summation in Eq.~6! Nt times, scales asO(NtNs log2 Ns).
This computational complexity is significantly lower than the
O(NtNs

2) complexity of the classical MOT algorithms.
It is important to point out that the reduction in the com-

putational complexity in the multilevel algorithm isnot
achieved at the expense of increased memory requirements.
As the surface field values throughout the analysis have to be
stored in any MOT scheme, the essential storage require-
ments associated with all MOT schemes scale asO(NtNs).
In a classical MOT implementation, one can either only re-
quire O(NtNs) storage by calculating theO(Ns

2) nonzero
elements of theZ̄k matrices every time step, or compute
these matrix elements once and for all and store them. The
first approach, although highly memory efficient, consumes
an exorbitant amount of computation time, even for very
small problems. On the other hand, the second approach re-
duces computation time at the cost ofO(Ns

2) memory re-
quirements. As the focus of this paper is to minimize the
computation time, the second approach is adopted in the sec-
tion on numerical results for comparison purposes. As for the
memory requirements of the multilevel algorithm, it can be
shown that the storage of the incoming and outgoing rays
dominates the memory complexity. The memory required for
storing the rays at leveli is proportional to the number of
groups at that level,Ng( i )5Ns /Ms( i ), the number of ray
directions per group,D( i )}Ms( i ), and the total duration of
the rays stored per direction,O(Mt( i )). Hence the amount
of storage per level isO(Mt( i )Ns). Noting that Mt(Nl)
}Nt and making use of the fact thatMt( i 21)50.5Mt( i )
yields an overall memory complexity ofO(NtNs), which
scales as the essential amount of required storage. Note that
for a typical surface scatterer,Nt typically scales asO(Ns

0.5),
and in such cases the derived memory complexity is of
O(Ns

1.5) as opposed toO(Ns
2) for the classical scheme~when

all interactions are stored!.

IV. NUMERICAL RESULTS

In this section, the accuracy and efficiency of the pro-
posed multilevel PWTD enhanced MOT~ML-PWTD!
scheme are demonstrated by applying it to analysis of plane
wave scattering from several rigid bodies. The ML-PWTD
scheme is validated by comparing the results obtained using
this method either directly to those obtained using a MOT
scheme, or indirectly, upon Fourier transformation, to those
obtained using a frequency domain boundary element
method~FD-BEM!. The FD-BEM code uses the same spatial
basis functions as the ML-PWTD scheme, circumvents the
nonuniqueness difficulty by using the Burton–Miller ap-
proach, and has been validated independently. Since all the
scatterers analyzed in this section are closed bodies,a in Eq.
~1! is set to 0.5. In all time domain simulations, the excita-
tion is a modulated Gaussian plane wave defined as
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w inc~r ,t !5cos@~ct2r• k̂ inc!2p f o /c#

3exp@2~ct2r• k̂ inc26s!2/2s2#, ~23!

wheref o is the center frequency of the pulse,s is a measure
of the pulse’s temporal width, andk̂ inc is its propagation
direction. This pulse safely can be assumed to be bandlim-
ited tovmax52pfo16c/s since at that frequency the spectral
content of the pulse is down by more than 150 dB from its
peak value atf o . Finally, the system of equations in Eq.~6!
is solved using a transpose-free quasi-minimal residual
algorithm26 with diagonal preconditioning. Using the result
from the previous time step as the initial guess vector, a
relative residual error of 1026 was obtained ink,20 itera-
tions even for the example with the largest number of spatial
basis functions.

As a first example, plane wave scattering from an al-
mond @depicted in the inset of Fig. 5~a!# is analyzed. The
almond, which is modeled by 8044 triangular facets, is a
scaled version of that described by Wooet al.27 with a total
length of 10 m. The parameters of the incident wave are
chosen asf o /c50.4373 m21, s52.9776 m/rad, andk̂ inc

5 x̂. The surface velocity potential is calculated using both
the classical MOT method and the ML-PWTD scheme. In
the multilevel scheme, approximately 76% of the interac-
tions were calculated by the PWTD algorithm with three

levels, and the parameters that control the accuracy were set
to pt54 andx55.0. The absolute value of the surface ve-
locity potential near the round end calculated by both meth-
ods is plotted on a logarithmic scale with respect to normal-
ized timect in Fig. 5~a! and excellent agreement is observed.
The L2 norm of the difference of the two results divided by
the L2 norm of the one calculated by the classical method is
found to be 3.9931024. This difference can be made
smaller by increasingpt and x. This test demonstrated the
accuracy of the near field computed using the ML-PWTD
scheme at a given point on the scatterer. To check the accu-
racy of the calculated fields all over the scatterer surface, the
far-field signature associated with the surface velocity poten-
tial w(r ,t) along a directionk̂s given by

w far~ k̂s,t !5 lim
r→`

2Aprwsca~r k̂s,t1r /c!

>
] t

2cAp
E

S
dr 8~ n̂8• k̂s!w~r 8,t1 k̂s

•r 8/c! ~24!

is calculated in the backscatter directionk̂s52 x̂ @Fig. 5~b!#.
Again, the agreement between the far-field signatures calcu-
lated via the classical and PWTD enhanced codes is excel-
lent.

FIG. 5. Scattering from an almond.~a! Surface velocity potentialw(r ,t)
near the round end of the almond.~b! Back-scattered far field signature.

FIG. 6. ~a! SCS pattern of a unit radius sphere forf /c51.822 m21. ~b!
Percent error in SCS over a range of frequencies.
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Next, the efficacy of the fast method in generating scat-
tering cross-section~SCS! data over a broad range of fre-
quencies is inspected. To this end, a sphere of radius 1 m is
modeled with 25 246 triangular patches and is excited by a
wave with f o /c51.166 m21, s50.9358 m/rad, andk̂ inc

52 ẑ. The evolution of the velocity potential at the surface
of the sphere is computed by the ML-PWTD scheme, and the
far-field signatures are evaluated using Eq.~24! for a number
of elevation angles. Then, the SCSs of the scatterer along
these directions are extracted at particular frequencies from
the far-field signatures via a discrete time Fourier transform
and compared to analytical values obtained using a Mie se-
ries. One such comparison, atf /c51.822 m21, is shown in
Fig. 6~a!. It is seen that the agreement between the MOT
result and the analytical one is good, even though the inci-
dent signal power at this frequency is 64.6 dB lower than the
power at the center frequency. TheL2 norm of the error in
the SCS at different frequencies normalized to theL2 norm
of the SCS at each frequency is plotted in Fig. 6~b!. It is seen

that the time domain simulation provides accurate far-field
information over a broad range of frequencies.

In the next example, the PWTD enhanced MOT scheme
is pushed to its limits insofar as the computational resources
are concerned. The scatterer@depicted in the inset of Fig.
7~a!# is a 103331-m3, rectangular box modeled using
107 500 triangular facets, and the parameters of the incident
field are chosen asf o /c51.365 m21, s51.048 m/rad, and
k̂ inc52 ẑ. Approximately 98% of the interactions were
handled by the multilevel PWTD algorithm, which utilized
five levels for this case. The results obtained by this simula-
tion are validated by comparing the SCS patterns extracted at
different frequencies to those obtained using the FD-BEM
code. Figure 7 shows how the SCS data in thexy- and xz-
planes generated by the two methods compare atf /c
50.8746 m21 and f /c51.80 m21. Note that these frequen-
cies are near the edges of the frequency band occupied by the
incident pulse as the incident power levels at these frequen-
cies are 45.28 and 35.63 dB below the power at the center

FIG. 7. SCS patterns of a 103331-m3 box modeled with 107 500 triangular facets in~a! xy-plane atf /c50.8746 m21, ~b! xz-plane atf /c50.8746 m21, ~c!
xy-plane atf /c51.80 m21, and~d! xz-plane atf /c51.80 m21.
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frequency. At both frequencies, the agreement is very good
in spite of the low power levels. Similar tests were carried
out at several other frequencies with higher incident field
powers, and, as expected, even better agreement between the
ML-PWTD and FD-BEM results were observed.

As a more realistic example, the SCS of a submarine
was calculated for an incident wave characterized byf o /c
50.4373 m21, s53.275 m/rad, and k̂ inc520.224x̂
20.8365ŷ20.5ẑ. The scatterer, which is 4.432 m wide,
7.585 m tall, and 46 m long, is modeled with 91 366 trian-
gular facets and oriented as depicted in the inset of Fig. 8~a!.
The model is designed to include a variety of generic surface
shapes like a spheroidal cap at the front end and a conical tip
at the tail as well as smooth surfaces and wedgelike struc-
tures at the top. The SCS patterns in the plane that includes
the k̂ inc and ẑ vectors are plotted in Fig. 8 forf /c
50.2624 m21 and f /c50.585 m21. In these plots, the angle
z is measured from the1z axis, and the anglez5120° in-
dicates the forward scattering direction. Again, agreement
between the results obtained by the two methods is excellent.

Finally, the computational and memory complexities of
the proposed ML-PWTD scheme are verified. To this end,
the 103331-m3 rectangular box was first modeled with

1548 triangular facets (Ns), and this number was increased
progressively to as large asNs5107 500. In addition, the
center frequency and width of the incident pulse were scaled
such that the average edge length of the triangular facets was
1
10 of the wavelength at the highest frequency. The surface
velocity potential was calculated in each case forNt5500
time steps. The CPU times and the amount of memory re-
quired to complete the analysis using the classical and the
proposed schemes are shown in Fig. 9~a! and ~b!, respec-
tively. Also, to serve as a reference, the curveCcNs log2 Ns is
plotted in Fig. 9~a!, as is the curveCmNs in Fig. 9~b!. The
constantsCc andCm are chosen so that the reference curves
match the values for the PWTD enhanced method atNs

538 700. Evidently, the multilevel PWTD enhanced MOT
scheme performs with the predicted complexities and be-
comes more advantageous to employ whenNs exceeds ap-
proximately 1600.

V. CONCLUSIONS

This paper elucidated the implementation of multilevel
PWTD enhanced MOT solvers for analyzing transient scat-
tering from rigid bodies. It should be noted that the presented
scheme is not contingent on the actual integral equation pre-

FIG. 8. SCS patterns of an obliquely insonified submarine modeled with
91 366 triangular facets at~a! f /c50.2624 m21 and ~b! f /c50.585 m21.

FIG. 9. ~a! Computational and~b! memory requirements of the classical
MOT and ML-PWTD schemes.
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sented herein nor on the discretization scheme used to solve
it, and that the scheme can be adapted to any retarded time
integral equation describing linear wave scattering from a
homogenous scatterer. It was also shown that the memory
requirements and computational complexity of the multilevel
PWTD scheme scale asO(NtNs) and O(NtNs log2 Ns), re-
spectively. Numerical experiments indicate that the multi-
level PWTD enhanced MOT scheme becomes more efficient
than the classical MOT method whenNs>1600.
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Transient acoustic radiation from impulsively accelerated
bodies by the finite element method
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Bodies under impulsive motion, immersed in an infinite acoustic fluid, severely put to test any
numerical method for the transient exterior acoustic problem. Such problems, in the context of the
finite element method~FEM!, are not well studied. FE modeling of such problems requires
truncation of the infinite fluid domain at a certain distance from the structure. The volume of
computation depends upon the extent of this domain as well as the mesh density. The modeling of
the fluid truncation boundary is crucial to the economy and accuracy of solution and various
boundary dampers have been proposed in the literature for this purpose. The second order damper
leads to unsymmetric boundary matrices and this necessitates the use of an unsymmetric equation
solver for large problems. The present paper demonstrates the use of FEM with zeroth, first and
second order boundary dampers in conjunction with an unsymmetric, out of core, banded equation
solver for impulsive motion problems of rigid bodies in an acoustic fluid. The results compare well
with those obtained from analytical methods. ©2000 Acoustical Society of America.
@S0001-4966~00!05003-7#

PACS numbers: 43.20.Px, 43.20.Tb, 43.40.Rj@ANN#

INTRODUCTION

For calculating the transient acoustic field generated by
a body of an arbitrary shape in a free space, the Kirchhoff
integral formulation~KIF! can be used.1 The integrals in the
Kirchhoff integral equation must be discretized in both tem-
poral and spatial domains. Mitzner2 first introduced direct
numerical solution of the classical KIF for the transient scat-
tering from a hard surface of arbitrary shape. Farn and
Huang3 developed a similar integral formulation based on a
simple source method for transient acoustic radiation from
an arbitrary body subjected to time-dependent excitation.
Since the surface integrals were discretized in both space and
time simultaneously, the numerical implementation was
quite complicated even for a spherical surface, and was ex-
tremely sensitive to the time step used in integration.

For finding the transient acoustic field, Ebenezer and
Stepanishen4 developed both wave-vector-time domain and
Kirchhoff integral methods. In the latter approach, the inte-
gral formulation was discretized in both spatial and temporal
domains and the acoustic pressure on each element was ex-
pressed in terms of Taylor’s series and determined by march-
ing forward in time. For predicting the sound radiation from
vibrating objects, Kirchhoff integral theory has been used.5–9

Direct solution of KIF is difficult because the acoustic
quantities are both time and space dependent. Therefore, the
surface integrals in this formulation must be discretized into
both temporal and spatial domains, which complicates the
numerical implementation. An explicit solution to this inte-
gral equation cannot be found when the surface is of arbi-
trary shape. Hence, in this approach one cannot use the fast
Fourier transform~FFT! technique to solve for the surface
acoustic pressure in the frequency domain first and then con-
vert it into time domain by taking an inverse Fourier trans-
form.

Morgans10 and Farassat and Myers11 had derived ex-

tended KIF for predicting the sound radiation from a vibrat-
ing object in motion. When the object vibrates at a constant
frequency, all these formulations can be easily implemented
for numerical computation. Numerical implementation be-
comes quite complicated, when the object is subjected to
arbitrary time-dependent or impulsive excitation, because the
acoustic quantities are time dependent and each element on
the surface has a different emission time for an observer in a
fixed coordinate system. Hence, it is clear that the surface
integrals in all the aforementioned formulations must be dis-
cretized in both temporal and spatial domains simulta-
neously.

Wu and Akay12 presented an integral formulation for
predicting the sound radiation from a vibrating body in mo-
tion. This formulation involves both surface and volume in-
tegrals, in which the latter represents the effect of a turbulent
field induced by the motion of the vibrating body, whereas
the surface integrals represent the combined effects of the
gradient of the turbulent stress field and unsteady force ex-
erted on the fluid by the surface as well as the surface dis-
placement effect. Numerical examples of sound radiation
from the dilating and transversely oscillating spheres moving
rectilinearly in space at constant subsonic speeds were pre-
sented.

Wu13 demonstrated that for an impulsively accelerated
body, an explicit form of solution for the radiated acoustic
pressure could be derived from the classical Kirchhoff’s in-
tegral theorem by using FFT. The basic principle is that the
surface velocity distribution is expressible as generalized
functions, when the body is impulsively accelerated. This
approach is also applicable when the body is subjected to an
arbitrary time-dependent excitation. Also, the solutions for
the radiated acoustic pressure for the exterior region are
unique at all frequencies. Wu and Wang14 developed an FFT
based numerical technique for KIF using the numerical
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model.13 The advantages of this technique are:~i! it enables
one to decouple the temporal domain from the spatial one
during the discretization process,~ii ! it enables one to use the
commercially available FFT software packages and~iii ! the
algorithm is free of the nonuniqueness difficulties inherent in
the classical Kirchhoff integral theory.

KIF is a natural approach to problems of transient acous-
tic radiation and scattering from a body of arbitrary shape in
free space. The finite element method~FEM!, due to its sim-
plicity and versatility, can be used to model such acoustic
problems involving complicated geometries and loading con-
ditions. In this domain decomposition approach, the problem
can be modeled as an exterior acoustic problem in an infinite
medium and it requires the solution of the wave equation
subjected to Sommerfeld radiation condition at the far field.

There is a continued interest in the development of more
accurate radiation boundary conditions to model the far field
at a finite distance away from a radiating source. Various
formulations and performance assessment of such nonreflect-
ing boundary conditions are being pursued actively.15 Of
these, very few are applicable to both time-harmonic and
direct-transient analysis. Similarly, many are restricted to
special geometries and many have other mathematical re-
strictions. The simplest approximate radiation boundary con-
ditions are the plane wave and curved wave dampers. Bayliss
and Turkel16 and Baylisset al.17 have introduced a sequence
of boundary operators which are based on an asymptotic ex-
pansion in powers of 1/r ~r: radial coordinate! of the exact
time-dependent solution. The operators in this sequence are
of progressively higher order~and are progressively more
difficult to implement! but provide increasing accuracy.

The interest in modeling the propagation of sound from
impulsively accelerated bodies stems not only from the in-
trinsic challenge of the problem but also from its wide appli-
cation in many engineering areas. Notably, solution of such
problems throws light on the generation and propagation of
shock waves, which is required to predict the survival of
engineering structures subject to shock. In addition, the im-
pulsive motion of baffled/unbaffled circular disks has many
practical applications. The theoretical and numerical model-
ing of this class of problem has been a major area of interest
in the acoustic community. The present paper demonstrates
the use of a general finite element method to tackle the sound
radiation from impulsively accelerated bodies, which can be
used for arbitrary body geometries. In the finite element con-
text, the problem becomes unsymmetric when a second order
nonreflecting boundary damper is used. The finite element
method, when used for practical problems, leads to a large
system of equations, which cannot be solved ‘‘in core’’ of
the computer memory. For this purpose, an ‘‘out of core’’
solver for banded unsymmetric matrices has been developed
by Manoj and Bhattacharyya18 and has been used in the work
reported here.

I. GOVERNING EQUATIONS AND BOUNDARY
CONDITIONS

Exterior transient acoustic problems can be modeled as a
boundary value problem governed by the wave equation in
time domain exterior to the body with the Neumann/

Dirichlet boundary condition at the body boundary and suit-
able radiation boundary condition at the truncation boundary.
Here the body is treated as rigid and is embedded in an
unbounded linear acoustic medium~Fig. 1!. FEM is used for
computing the pressure field in the fluid domain (VF). Ra-
diation boundary dampers are used on the finite truncation
boundary (SR) and the pressure field is computed by em-
ploying either the Neumann or Dirichlet boundary condition
on the body boundary (SB).

The acoustic pressure field generated by a rigid oscillat-
ing body in an infinite domain can be described by classical
linear acoustic wave equation

¹2 p5
p̈

c2 in VF , ~1!

where¹2 is the Laplace operator,p ~t! denotes the acoustic
pressure at timet, p̈5 ]2 p/] t2 andc the speed of sound in
the acoustic medium.

The boundary conditions onSB can be a combination of

p,n52r ṻn and p5 p̄, ~2!

FIG. 1. Geometry of a typical infinite domain problem.
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wherep,n5] p/] n , ṻn (ün5]2 u/] t2) is the prescribed ac-
celeration normal toSB ~an overbar denotes a prescribed
value!, r is the density of the acoustic fluid andp̄ is the
prescribed pressure at timet andn is the outward normal on
SB . The boundary condition onSR is

lim
r→`

r
h21

2 Fp,r1
ṗ

c
G 5OS 1

r D , ~3!

where p,r5] p/] r , ṗ5 ] p/] t, h52 or 3 for two-
dimensional~2D! or three-dimensional~3D! problems re-
spectively, andr is the outward radial distance from the ref-
erence pointw.r.t. which the waves are assumed to be
cylindrically ~2D! or spherically~3D! symmetric. This radia-
tion condition ensures that all waves are outgoing atSR . The
hierarchy of boundary dampers16 is an alternative to the lim-
iting condition @Eq. ~3!# which cannot be readily accommo-
dated in a FE model. This radiation condition has to be
properly modeled as a Neumann condition for FE implemen-
tation. The boundary conditions19,20 on SR can be stated to
any desired accuracy in~1/r! as

Bmp50, ~4a!

Bm5)
J51

m S ]

] r
1

1

c

]

] t D for m50;

~4b!

Bm5)
J51

m S ]

] r
1

1

c

]

] t
1

2J21

r D for m>1.

In the above,Bm is the damper operator andm the order
of the damper.

II. FINITE ELEMENT FORMULATION

Consider the functionalI ~p! defined as follows:21

I ~p!5E
t1

t2H 1

2 F E
VF

¹p.¹p dV1
1

c2 E
VF

ṗ2 dVG
1rE

SB

ṻn p ds2E
SB

p̄ p ds2E
SR

Smp dsJ dt.

~5!

In the above,Sm is the FE operator which corresponds to
Bm . Taking the variation,dI 50, Eq. ~5! becomes

E
VF

¹p.d~¹p! dV1
1

c2E ṗ d ṗ dV1rE
SB

ṻn dp ds

2E
SB

p̄ dp ds2E
SR

Sm dp ds50. ~6!

Now assume

p5(
e

NF
e$pe%, ~7!

where $pe% denotes the field variable corresponding to an
element,NF

e is the fluid shape function vector at element
level, and(e denotes summation over all elements. Using
the approximation of Eq.~7! into Eq. ~6!, and sinced pe is

arbitrary, the various terms can be written as follows:

E
VF

¹p•d~¹p! dV5(
e
E

VF
e
¹NF

eT
¹NF

e dV$pe%, ~8!

E
VF

ṗ d ṗ dV5(
e

1

c2 E
VF

e
NF

eT
NF

e dV$ p̈e%, ~9!

rF E
SB

ṻndp ds5(
e

rF E
SF

e
NF

eT
ṻn ds, ~10!

E
SB

p̄ dp ds5(
e
E

SB

NF
eT

p̄ ds. ~11!

The last term in Eq.~6! has to be expanded according to
the type of radiation damper adopted. The details regarding
the FE implementation of various dampers are given in the
subsequent sections.

A. Plane wave damper B 0p

For m50, the operatorBm in Eq. ~4b! is

B0 p5p,r1
ṗ

c
5O S 1

r D , ~12!

and the corresponding FE operator can be written as

S0 p52
ṗ

c
. ~13!

By using Eqs.~7! to ~11! and ~13!, semi-discrete finite
element equations can be written as

(
e
E

VF
e
¹NF

eT
¹NF

e dV$pe%1
1

c ESR
e
NF

eT
NF

e ds$ ṗe%

1
1

c2E
VF

e
NF

eT
NF

e dV$ p̈e%5F1~ t !1F2 ~ t !, ~14!

or

@K# $p%1@C# $ ṗ% 1@M # $ p̈%5$F~ t !%, ~15!

where

@K# 5 @KF#, ~16!

@C# 5@CR1#, ~17!

@M #5 @MF#, ~18!

@KF# 5(
e
E

VF
e
¹NF

eT
¹NF

e dV, ~19!

@MF#5(
e

1

c2E
VF

e
NF

eT
NF

e dV, ~20!

@CR1#5(
e

1

c ESR
e
NF

eT
NF

e ds, ~21!

$F1~ t !%52rFE
SB

e
NF

eT
ṻn ds, ~22!
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$F2~ t !%5E
SB

e
NF

eT
p̄ ds, ~23!

where@KF# is the fluid stiffness matrix,@CR1# is the radia-
tion damping matrix,@MF# is the fluid mass matrix,$F1(t)%
is the force vector corresponding to the prescribed normal

acceleration (ṻn), $F2(t)% is the force vector corresponding
to prescribed pressure (p̄), @K#, @M# and @C# are the total
stiffness, damping and mass matrices and$F(t)% is the glo-
bal load vector. This is the simplest form of the damper,
which applies the Sommerfeld radiation condition as a natu-
ral boundary condition on the truncated fluid boundary (SR).
It may be noted that the performance of any damper, though
exact at infinite distance from the radiating body, deteriorates
asSR approaches the source of perturbation. In practice this
means that if theSR boundary is several wavelengths away
from the body, the damper performs well. On the other hand,
if this distance is comparable to the wavelength, the effec-
tiveness of the damper will be downgraded significantly.

B. Spherical damper B 1p

For m51, the operatorBm in Eq. ~4b! reduces to

B1p 5p,r1
ṗ

c
1

p

r
5OS 1

r 3D , ~24!

and the corresponding FE operator can be written as

S1 p52
p

r
2

ṗ

c
. ~25!

By using Eqs.~5!–~11!, ~24! and ~25!, the semidiscrete
finite element equations can be written as

(
e

H E
VF

e
¹NF

eT
¹NF

e dV1
1

r ESR
e
NF

eT
NF

e dsJ $pe%

1
1

c ESR
e
NF

eT
NF

e ds$ ṗe%1
1

c2E
VF

e
NF

eT
NF

e dV$ p̈e%

5$F~ t !%. ~26!

From the correspondence with Eq.~15!, one obtains

@K#5@KF#1@KR1#, ~27!

@C#5@CR1#, ~28!

@M #5@MF#, ~29!

@KR1#5(
e

1

r ESR
e
NF

eT
NF

e ds, ~30!

@CR1#5(
e

1

c ESR
e
NF

eT
NF

e ds, ~31!

where@KR1# and@CR1# are the radiation stiffness and radia-
tion damping matrices arising from the truncated fluid
boundary. This radiation condition is referred to as a spheri-
cal damper since the operator absorbs radially symmetric
spherical waves.

C. Second order damper B 2p

For m52, by Eq.~4b! the operatorB2 can be written as

B2p5p,r r 1
2

c
ṗ,r1

2

r 2 p1
4

r
p,r1

4

rc
ṗ1

p̈

c2 . ~32!

The correspondingS2 operator can be written as

S2 p52
r

c
p,r2

~22D !

2 r
p2

2

c
ṗ2

r

c2 p̈, ~33!

where

D5
1

sinu

]

] u S sinu
]

] u D1
1

sin2 u

]2

] f2.

By using Eqs.~5!–~11!, ~32! and ~33!, the semidiscrete
finite element equations can be written as

(
e

H E
VF

e
¹NF

eT
¹NF

e dV1
1

r ESR
e
NF

eT
NF

e ds

1
1

2r ESR
e FNF,u

eT
NF,u

e 1
1

sin2 u
NF,f

eT
NF,f

e GdsJ $pe%

1H 2

cESR
e
NF

eT
NF

e ds1
r

cESR
e
NF,r

eT
NF

e dsJ $ ṗe%

1H 1

c2E
VF

e
NF

eT
NF

e dV1
r

c2 E
SR

e
NF

eT
NF

e dsJ $ p̈e%5F~ t !.

~34!

From the correspondence with Eq.~15!, one obtains

@K#5@KF#1@KR1#1@KR2#, ~35!

@C#5@CR1#1@CR2#, ~36!

@M #5@MF#1@MR1#, ~37!

@KR1#5(
e

1

r ESR
e
NF

eT
NF

e ds, ~38!

@KR2#5(
e

1

2r ESR
e FNF,u

eT
NF,u

e 1
1

sin2 u
NF,f

eT
NF,f

e G ds,

~39!

@CR1#5(
e

2

cESR
e
NF

eT
NF

e ds, ~40!

@CR2#5(
e

r

c ESR
e
NF,r

eT
NF

e ds, ~41!

@MR1#5(
e

r

c2E
SR

e
NF

eT
NF

e ds, ~42!

where@KR1# and @KR2# are the radiation stiffness matrices,
@CR1# and @CR2# are the radiation damping matrices and
@MR1# is the radiation mass matrix arising from the truncated
fluid boundary.
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D. Second order damper B 2ṗ

Another type of second order damper based on theṗ
condition ~instead ofp, which is usually adopted! will be
discussed next.

TheB2 operator, after elimination of higher order radial
derivatives (prr), can be written as

B2 ṗ5
2

r
p,r 1

2

c
ṗ,r2

~D22!

r 2 p1
4

rc
ṗ1

2

c2 p̈. ~43!

The damper operatorS2 ṗ in FE formulation can be
written as

S2 ṗ52
c

r
p,r2

c ~22D !

2 r 2 p2
2

r
ṗ2

p̈

c
. ~44!

By using Eqs.~5!–~11!, ~43! and ~44!, the semidiscrete
finite element equations can be written as

(
e

H E
VF

e
¹NF

eT
¹NF

e dV 1
c

r ESR
e
NF,r

eT
NF

e ds

1
1

2r 2 E
SR

e S NF,u
eT

NF,u
e 1

1

sin2 u
NF,f

eT
NF,f

e D ds

1
c

r 2E
SR

e
NF

eT
NF

e dsJ $pe%1
2
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From the correspondence with Eq.~15!, one obtains

@K#5@KF#1@KR1#1@KR2#1@KR3#, ~46!

@C#5@CR1#, ~47!

@M #5@MF#1@MR1#, ~48!
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e
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eT
NF

e ds, ~49!
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~50!
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r 2E
SR

e
NF
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NF

e ds, ~51!

@CR1#5(
e

2
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e
NF

eT
NF

e ds, ~52!

@MR1#5(
e

1

c ESR
e
NF

eT
NF

e ds, ~53!

where @KR1#, @KR2#, and @KR3# are the radiation stiffness
matrices,@CR1# is the radiation damping matrix and@MR1#
is the radiation mass matrix arising from the truncated fluid
boundary.

III. COMPUTATIONAL ASPECTS

A FORTRAN program has been developed using 20~qua-
dratic! and 8 ~linear! noded hexahedron~or brick! isopara-
metric C0 type acoustic fluid elements which are used for
volume modeling and the matching 8 and 9 noded quadrilat-
eral elements for surface modeling. The details of isopara-
metric formulation21 are well known and hence are not re-
produced here. All the boundary dampers discussed earlier
have been implemented in the present code. It seems that the
B2ṗ has not been implemented elsewhere in the literature.
The system of equations will be unsymmetric when higher
order dampers~m52! are employed. For this purpose, an
unsymmetric block solver capable of handling a sparse,
banded, and large unsymmetric system of equations has been
developed19 which is ‘‘out of core’’ type and uses the Crouts
L-U decomposition procedure.22

The simplest and most popular direct integration
scheme, known as generalized Newmark’s method,23–25with
b50.25 andg50.5, is adopted in the present work. The
development of the so-calleda-method26 is noteworthy and
has been shown to filter the higher modes. The use ofb
50.3025 andg50.6 in the Newmark method renders a
strong filtering characteristic to it for higher modes.

IV. NUMERICAL EXAMPLES, RESULTS AND
DISCUSSION

A. Explosively expanding sphere

This example concerns the transient acoustic radiation
from an explosively expanding sphere of radiusa. The term
‘‘explosively expanding’’ means that att50, the velocity on
the surface of the sphere rises instantaneously from zero to a
finite value vs . Therefore att50, one can write the finite
element boundary condition on the surface of the sphere
~r5a! as

p5r c vs at r 5a. ~54!

The analytical solution of this problem13 can be written
as

p~r ,t !5~r c vs a/r ! e2(ct2r ) H~ t2r /c!, ~55!

whereH~t2r/c! is the Heaviside step function, which is unity
for t >r /c and zero fort,r /c. Equation~55! is based on the
assumption that the wave radiates from the center of the
sphere, which has to be modified to suit the time origin at
r5a, so that it can be compared with FEM results. The shift
of origin gives

p~r ,t !5~r c vs a/r ! e2(ct2(r 2a)) H~ t2~r 2a!/c!. ~56!

Since Eq.~54! is a condition onp, it is a Dirichlet prob-
lem. A transient FE solution of the above problem witha51
m was obtained using mesh which consists of a single stack
of 20 noded brick elements in the radial direction fromr51
to r515 m. The radial length of each element is about 0.03
m and it extends 10° in bothu andf directions. This gives
450 elements in the stack. The system starts from rest att50
and the Newmark integration scheme is adopted with a time
step of 10ms. The damping boundary is kept atr515 m and
c5340 m/s andr51.2 kg/m3 are adopted.
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The finite element results are obtained withB0p, B1p,

B2p, andB2 ṗ dampers using Newmark integration method
with both undamped (b50.25, g50.5! and damped
(b50.3065,g50.6! formulations. The comparison with ex-
act results atr510 m is given in Fig. 2. From a study of
these results the following observations can be made:

~a! The undamped Newmark method introduces spurious
oscillations for all dampers@Fig. 2~a!, ~c!, ~e!, and~g!#,
whereas the damped Newmark method has excellent
filtering properties@Fig. 2~b!, ~d!, ~f!, and~h!# so that it
entirely eliminates all spurious oscillations for all
dampers.

~b! The spurious oscillations associated with the undamped
Newmark method are more pronounced in the case of

B2p thanB2 ṗ. Both B0p andB1p fare somewhat bet-
ter in this regard.

~c! The comparison with theoretical result is excellent and
of identical accuracy for all dampers@Fig. 2~b!, ~d!, ~f!,
and ~h!# when the damped Newmark method is used.

An efficient computational method for step-by-step inte-
gration of linear dynamic equations should be endowed with
the attributes of~i! unconditional stability,~ii ! second order
accuracy, ~iii ! controllable algorithmic dissipation in the
higher modes and~iv! self-starting. The Newmark family of
algorithms enjoys widespread use, especially in structural
dynamics, but it cannot possess the attributes of second order
accuracy and dissipation characteristics simultaneously. It
possesses the other attributes, however. Since the higher
modes of semidiscrete equations are artefacts of the discreti-
zation process, they are not a true representation of the gov-
erning partial differential equation. It is desirable to filter out
these modes by some form of artificial damping without af-
fecting the order of accuracy. The development of the so-
called a-method,26,27 when used in conjunction with the
Newmark family, significantly improves the algorithmic dis-
sipation which is controllable and at the same time preserves
the order of accuracy. A Newmark algorithm embeds two
constants,b andg. Whenb50.25 andg50.5, it is uncon-
ditionally stable and second-order accurate but possesses no

FIG. 2. Dimensionless acoustic pressure for the explosively expanding sphere.
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dissipation. This is referred to as the undamped Newmark
method. Therefore, spurious oscillations, which can be due
to the numerical instability of the domain decomposition
technique, will appear in the results as the time integration
scheme is unable to filter it. In thea-method, one adopts
b5~12a)2/4 andg50.52a with aP@21/3,0#. Sincea
<0, g>0.5 and for nonzeroa, numerical dissipation is im-
parted to the integration scheme. This is the damped New-
mark method, which damps out the spurious oscillations. A
valuea520.1 ~henceb50.3025 andg50.6! has been used
with excellent results in the present calculations.

B. Impulsively accelerated rigid sphere

This example concerns the transient sound radiation
from a rigid sphere of radiusa accelerated impulsively in the
positivez direction. Examination of symmetry shows that the
acoustic quantities on the surface and in the field are axisym-
metric about thez axis and depend on the angleu with re-
spect to thez-axis.

The finite element boundary condition is

p5r c vs cosu. ~57!

The analytical solution of the problem13 can be written
as

p~r ,t !5
rcvs cosu

r
e2(ct2r )/aHS t2

r

cD
3FcosS ct2r

a D2S 12
a

r D sinS ct2r

a D G . ~58!

Shifting the origin as in the earlier problem, Eq.~58! can
be written as

p~r ,t !5
r c vs cosu

r
e(ct2(r 2a))/aHS t2

~r 2a!

c D
3FcosS ct2~r 2a!

a D S 12
a

r D sinS ct2~r 2a!

a D G .
~59!

A transient FE solution of this problem was obtained
using the same mesh as in the earlier problem. The other data

FIG. 2. ~Continued.!
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are also the same. The finite element results are obtained for
all four dampers using both damped and undamped New-
mark methods. Spurious oscillations are observed in the un-
damped Newmark case like in the previous example,
whereas excellent comparisons have been obtained with the
damped Newmark case. Hence, the results for the latter case
at r510 m only are given foru500 ~Fig. 3!. The quality of
comparison foruÞ00 has been found to be similar. As can
be seen, all the dampers give excellent comparison, though
B0p damper fares marginally worse.

C. Explosively expanding ellipsoid

At this stage, it should be recognized that though the two
problems solved above pertain to spherical geometry, the
finite element method developed is by no means restricted to
any specific geometry. This fact is demonstrated by an ex-
ample.

This example concerns the transient acoustic radiation
from an explosively expanding ellipsoid of major to minor
axis ratio 2:1. At t50, the velocity on the surface of the

ellipsoid rises instantaneously from zero to a finite valuevs .
Therefore att50, one can write the finite element boundary
condition on the entire surface of the ellipsoid as

p5r c vs , ~60!

There is no published result for the analytical solution of
this problem. Hence, the FE solution of this problem cannot
be compared. This, then, demonstrates the applicability of
the FEM to general 3D bodies under impulsively accelerated
motion.

A transient FE solution of the above problem with the
radiation boundary atr53 m was obtained using 8-noded
brick elements. The radial length of each element is about
0.03 m and it extends 100 in both u and f directions~see
Fig. 1!. The number of elements in this problem is 8000. The
system starts from rest att50 and Newmark integration
scheme is adopted with a time step of 10ms. The other data
of the problem are the same as in the last two problems.

The finite element results are obtained withB0p, B1p,
B2p, and B2ṗ dampers using the Newmark integration

FIG. 3. Dimensionless acoustic pressure for the impulsively accelerated sphere.
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method with both undamped (b50.25,g50.5! and damped
(b50.3025,g50.6! formulations. Spurious oscillations are
observed in the undamped Newmark case. The dimension-
less acoustic pressure at various locations within the compu-
tational fluid domain usingB2p andB2ṗ are given in Fig. 4
for the damped Newmark case only. It can be seen that the
shock wave front is well captured at various locations. The
results show no difference betweenB2p andB2ṗ dampers.

The correct and optimum choice of mesh density and the
distance of the radiation boundary from the body are two
aspects for which some preliminary guidelines are required
to obtain a reliable FE solution with reasonable computer
time. In general, there should be ten linear elements per
acoustic wavelength in a given problem. However, for im-
pulsive problems, a FFT analysis of the excitation will show
the frequency content and this can be used as a guidance to

choose the mesh density. In a time domain problem of this
type, the radiation boundary can be located a little away from
the point where the pressure time history is sought. It has
been found that with radiation boundary atr515 m in the
first two problems, the results of pressure match quite well
with the analytical solution up tor514 m. The comparison is
particularly unrealistic exactly atr515 m.

V. CONCLUSION

A comprehensive finite element method has been devel-
oped and implemented for transient sound radiation from
impulsively accelerated bodies of arbitrary shape. A variety
of transient nonreflecting boundary conditions have been
implemented. Of these, the second-order damper with time
derivative of pressure as the variable is implemented for the

FIG. 4. Dimensionless acoustic pressure for the explosively expanding ellipsoid.
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first time. The FEM results have been validated with theo-
retical results and the comparisons were found to be excel-
lent. The importance of adopting the damped Newmark
method for such impulsively loaded systems is clearly
brought out. An ‘‘out of core’’~or block! solver is used in
the FE code so that it can be used for large problems which
arise in practice.
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Theory related to global, free-field cancellation of a primary monopole field by the use of a
displaced, secondary multipole was presented previously: a corresponding experimental
investigation is presented here. The construction of multipole source components to octopole order
is described, as are procedures for determining their source strengths. Dipoles, longitudinal
quadrupoles, and longitudinal octopoles that conformed closely to their theoretical models were
constructed using arrays of unbaffled loudspeakers. Two methods of calculating the multipole
strengths required to cancel a primary monopole field were implemented in an open-loop manner:
a ‘‘direct’’ approach based on a multipole expansion of the primary field, and a least-squares
procedure based on fitting the secondary field to the primary field either along a circle enclosing a
secondary source, or along a segment of that circle. Cancellation measurements were made on a
1-m-radius circle centered on the secondary source: the primary-to-secondary source separation was
approximately 0.2 wavelengths. It was found both that a secondary multipole could provide far
greater cancellation than a monopole placed at the same distance from the primary source and that
the least-squares approach resulted in greater far-field cancellation than did the direct approach.
© 2000 Acoustical Society of America.@S0001-4966~00!01803-8#

PACS numbers: 43.20.Rz, 43.38.Ja, 43.50.Ki@DEC#

INTRODUCTION

The present article is a companion to an earlier one in
which theory related to global, free-field cancellation of a
primary monopole field by the use of a secondary multipole
was presented.1 Here, a corresponding experimental investi-
gation is described. Both pieces of work were motivated by
the observation that little work has been devoted to the use of
secondary sources of higher than monopole order in the con-
text of free-field sound cancellation. In some cases, the ac-
tion of arrays of secondary monopoles has been interpreted
in multipole terms, however: see, for example, Refs. 2–4.

Kempton appears to have been the first to suggest the
use of a single multipole secondary source for active control
of sound radiated into a free field.5 Kempton showed that
within a specified region of convergence, the field of a
monopole could be exactly represented as originating at an
infinite-order multipole placed at finite distance from the
monopole. By inverting the phase of the multipole with re-
spect to the monopole, it is then possible in principle to
cancel completely the monopole’s sound field in a region
exterior to a sphere centered on the secondary source and
enclosing the primary source. In our earlier article, it was
shown analytically that the sound field of a primary mono-
pole could be canceled effectively by using a finite-order
secondary multipole whose various multipole component

source strengths were identified from a direct Taylor series
expansion of the primary field about the secondary source
location.1 It was shown, in particular, that the attenuation
provided by a displaced multipole can be much larger than
that afforded by an out-of-phase monopole placed at the
same location. Equivalently, a secondary multipole can be
placed much further from the primary source than a second-
ary monopole while delivering the same level of cancella-
tion.

However, in the same article it was also shown that the
direct approach suggested by Kempton is not optimal. That
is, it was found that significantly greater levels of far-field
attenuation could be obtained when the multipole component
source strengths were chosen to minimize the sound power
radiated by the combination of the primary monopole and the
secondary multipole. A similar sound-power minimization
procedure was followed earlier by Nelsonet al. to identify
optimal arrays of secondary monopoles.3,4

In Ref. 1, formulas for the optimal component strengths
of secondary sources truncated at monopole, dipole, quadru-
pole, and octopole order were given. Those results may seem
limited in their application, since few practical noise sources
behave like true monopoles. However, it has been shown that
sound radiation from complex sources may be modeled as
being created by an array of monopole sources notionally
located within the actual source.6 Thus, by linearly superpos-
ing the multipole components required to cancel each of the
component monopoles, it may be possible to cancel sound
radiation from a complex source by using a single, higher-
order secondary source.

The objective of the work described in the present article

a!Present address: Creos Creica, Ingenieurie de la Division des Vehicules
Utilitaires RENAULT, Service 5080: Acoustique et Vibrations, 42 route de
Beynes, 78640 Villiers St Frederic, France.

b!Present address: M/S 157-410, Jet Propulsion Laboratory, California Insti-
tute of Technology, 4800 Oak Grove Drive, Pasadena, CA 91109-8099.
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was to complement the earlier theoretical work by demon-
strating experimentally that the field generated by a primary
monopole could indeed be canceled either globally or in par-
ticular target regions by using a displaced multipole second-
ary source. The secondary source considered here comprised
monopole, dipole, linear quadrupole, and linear octopole el-
ements.

The practical noise sources that have perhaps received
the most attention in the context of free-field active control
are electrical transformers; their radiated sound fields usually
result from core vibration caused by magnetostriction. The
latter process generates sound at the line frequency and its
harmonics. Conover,7 Kido,8 Hesselman,9 Ross,10 Jessel and
Angevine,11 Angevine,12 and Craig and Angevine13 have all
investigated active control of transformer noise. Transformer
noise is potentially very susceptible to active control since
transformer hum occurs at low frequencies, and because it is
tonal and stable. Almost without exception, the secondary
sources used to control transformer noise have been
monopole-like, and were created by using baffled loudspeak-
ers or equivalent structures. It does not appear that there have
been attempts to use multipole sources in this role, although
structural actuators have been used to supplement secondary
acoustical sources.14 A number of studies with application to
cancellation of free-field radiation from automotive exhaust
systems have also been reported: for example, by Davis,15

Kanaiet al.,16 and Hallet al.17 In all those cases, the second-
ary source comprised one or more secondary monopoles.
Thus, it appears that very little effort has been directed to-
wards the direct use of secondary sources of higher than
monopole order.

The contents of this article are as follows. The construc-
tion, testing, and acoustical characteristics of the secondary
multipole elements are described in the first three sections
below. Next, the experimental procedures used to conduct
the cancellation measurements are described. Then, in the
next two sections, the cancellation that can be obtained along
a complete circle, or along angular sectors of the plane con-
taining the primary and secondary source, is demonstrated.
In the former case the degree of cancellation obtained when
the secondary multipole components strengths were deter-
mined using a direct Taylor series expansion of the mono-
pole field are compared with the cancellation obtained when
the secondary component strengths were calculated using a
least-squares approach.

Note that the experiments reported here are intended
simply to demonstrate the feasibility of the use of multipole
secondary sources in active noise-control applications. The
multipole secondary source used in the present experiments
was constructed using an array of loudspeakers and was op-
erated in an open-loop manner. In a practical application it
would be necessary to devise a more compact secondary
source and to operate it adaptively to account for time-
varying source, environmental and transducer characteristics.

I. CONSTRUCTION OF MULTIPOLE ELEMENTS

To perform the experiments described here, it was nec-
essary to construct secondary source elements extending to
octopole order that conformed to theoretical models of mul-

tipole behavior. The construction of those various sources is
described in this section. Note that all of the experiments
described here were for the case of a pure-tone primary sig-
nal at 250 Hz.

The primary and secondary monopoles were identical in
their construction. They both comprised a University Sound
model 1829 compression driver mounted to a half-
wavelength source tube whose exterior diameter was 5 cm
and whose inner diameter was 4 cm. These compression
drivers were designed to operate at frequencies above 1000
Hz. The half-wavelength tube was thus designed to enhance
the output of the driver at 250 Hz; in this way it was not
necessary to overload the driver in order to generate accept-
ably high output levels. It was also anticipated that the tube
exit would act more like a monopole than would the driver
without a tube attached.

The creation of a dipole was straightforward since un-
baffled loudspeakers are known to behave as dipoles when
the wavelength of the signal is much longer than the physical
dimensions of the loudspeaker. The loudspeaker used to rep-
resent the dipole in the present instance was an Infinity RS
2000 having a diaphragm diameter of approximately 15 cm
~i.e., approximately 0.1 wavelengths!.

The construction of a longitudinal quadrupole entails the
use of two unbaffled loudspeakers driven in phase but placed
face-to-face. A longitudinal octopole source can then be cre-
ated from two opposing longitudinal quadrupoles: i.e., four
unbaffled loudspeakers are required to create the longitudinal
octopole. In order to create sources that conformed as closely
as possible to their theoretical models, it was necessary that
the four loudspeakers be closely matched in their phase and
amplitude responses. The Infinity RS 2000 loudspeakers
used in the present work were found to be sufficiently well
matched that they could be used without the need for addi-
tional amplitude and phase correction.

For the sake of compactness it was decided to create the
quadrupole and octopole sources by using a single array of
four loudspeakers. That is, the two central loudspeakers of
the octopole array were used to represent the quadrupole.
The arrangement of the loudspeakers, and the signals that
were sent to them, is shown in Fig. 1. The two central loud-
speakers, LS 2 and LS 3, were separated by 10 cm while the
distance between LS 1 and LS 2, and between LS 3 and LS
4, was 12.5 cm. The latter distance was of necessity different
from the distance separating the two central loudspeakers
owing to the back-to-back arrangement of the outer loud-
speakers.

Summation amplifiers were connected to loudspeakers
LS 2 and LS 3. When signal 2 was turned off, signal 1 was
fed to loudspeakers LS 2 and LS 3, thus creating the longi-
tudinal quadrupole source. Conversely, when signal 1 was
turned off, signal 2 was fed to loudspeakers LS 1 and LS 2
with the same phase while at the same time it was phase-
shifted by 180 deg before being delivered to loudspeakers LS
3 and LS 4. Thus, the pair of loudspeakers LS 1 and LS 2
represented one longitudinal quadrupole while the pair of
loudspeakers LS 3 and LS 4 represented a second longitudi-
nal quadrupole 180 deg out of phase with the first. When
operated together, the two quadrupoles formed a longitudinal
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octopole. Then, by delivering the appropriate signals 1 and 2
it was possible to generate independent quadrupole and oc-
topole sound-pressure fields simultaneously. The procedure
used to confirm that the sources described here did indeed
conform to their theoretical models is described in the next
section.

II. SOURCE CHARACTERIZATION

A. Experimental arrangements

The source characterization setup is shown in Fig. 2. It
comprised a Wavetek model 75 signal generator, a Crown
5507 power amplifier, a 12-mm Bruel & Kjaer microphone
model 4130, a Bruel & Kjaer microphone preamplifier model
2810, a Krohn–Hite model 6400 phase meter, and a Bruel &
Kjaer model 2107 voltmeter. Since all the experiments were
performed using a 250-Hz tone, and since there was no evi-
dence of significant nonlinear distortion~even though the
responses of the various loudspeakers were found to be
slightly nonlinear with respect to input level: see below!, no
filtering was applied during the tests, thus avoiding the intro-

duction of spurious phase shifts. The phases of all the signals
provided to the multipole components were referenced to the
output of the signal generator.

The source to be characterized in any particular instance
was fixed in place at the center of the Ray W. Herrick Labo-
ratories’ anechoic chamber: that position represented the co-
ordinate origin. The microphone was mounted facing the
source at a radial distance of 1 m from the coordinate origin
on a rotating boom that could be moved around the source in
a circle on thex-y plane. Measurements made at one circum-
ferential position were used to determine the source strength
of each multipole component; to determine the directivity of
the sources, the microphone output voltage was measured at
increments of 30 deg around the 1-m-radius circle centered
on the source while a constant amplitude input voltage was
provided to the latter. Note that the microphone output volt-
age,vm , was converted to a sound pressure by the use of an
appropriate calibration factor: i.e.,P52031026 (vm /Cal)
~Pa! wherevm was the rms microphone output value and Cal
was 0.77 volts/Pa for the microphone and signal-
conditioning equipment used in the experiments reported
here.

When determining the primary and secondary monopole
source strengths, the source tube exits were placed at the
origin of the x-y coordinate system, the length of the tube
being placed in thez direction: i.e., perpendicular to thex-y
plane. The center of the diaphragm of the loudspeaker used
to represent the dipole was placed at the origin of thex-y
coordinate system, and the diaphragm was placed perpen-
dicular to thex axis so that its front surface faced in the
positive x direction. When the quadrupole/octopole array
was tested, it was positioned so that its longitudinal axis
coincided with thex axis and so that the coordinate origin lay
on the array’s longitudinal axis at a point midway between
the central pair of loudspeakers.

B. Source models

Theoretical expressions for the sound fields radiated by
the primary and secondary monopole sources are given here
as Eqs.~1! and ~2!: the corresponding expressions for the
secondary dipole, quadrupole, and octopole fields are given
in Eqs.~3! to ~5!, respectively

Ppm5 j vr
Qpm

4p

e2 jkr h

r h

, ~1!

Psm5 j vr
Qsm

4p

e2 jkr

r
, ~2!

Psd5vrk
Qsd

4p
cosuS 11

1

jkr D e2 jkr

r
, ~3!

Psq52vrk2
Qsq

4p
F S 11

3

jkr
1

3

~ jkr !2D cos2 u

2S 1

jkr
1

1

~ jkr !2D Ge2 jkr

r
, ~4!

FIG. 1. Arrangement of loudspeakers and signals used for simultaneous
operation of longitudinal quadrupole and longitudinal octopole sources.

FIG. 2. Experimental arrangement for source characterization measure-
ments.
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Pso52vrk3
Qso

4p
F S 11

6

jkr
1

15

~ jkr !2
1

15

~ jkr !3D cos3 u

2S 3

jkr
1

9

~ jkr !2
1

9

~ jkr !3D cosuGe2 jkr

r
. ~5!

Note that near-field forms of the multipole component sound
fields were used, since as a matter of practical necessity the
experimental measurements were not made sufficiently far
from the various sources to be considered in the far field: i.e.,
the measurement circle had a radius of approximately three-
quarters of a wavelength. In Eqs.~1! to ~5!, Qpm, Qsm, Qsd,
Qsq, andQso are the source strengths of the primary mono-
pole, the secondary monopole, the secondary dipole, the sec-
ondary quadrupole, and the secondary octopole, respectively.
The quantityr h is the distance from the primary monopole to
the observation point, and r h5@(h1r cosu)2

1(r sin u)2#1/2 whereh is the displacement of the primary
source from the coordinate origin in the negativex direction,
u is the angle from the positivex axis as shown in Fig. 2, and
r 5@x21y2#1/2 is the distance from the coordinate origin to
the observation point in thex-y plane. Note that during the
source characterization measurements,h was set to zero: i.e.,
the primary monopole was placed at the coordinate origin.
Finally, r is the ambient fluid density~here air!, k is the wave
number in the ambient fluid~equal tov/c where v is the
circular frequency andc is the ambient sound speed! and j
5211/2.

C. Determination of component source strengths

To perform an open-loop cancellation of the sound field
radiated by a primary monopole whose source strength,
Qpm, is known, it is necessary to be able to specify the
source strengths of the primary and the various secondary
sources, i.e., theQs in Eqs.~2! to ~5!, in terms of their input
voltages. For that purpose, the microphone was positioned at
r 51 m, u50 deg, and the microphone output level and
phase were measured when ten different input voltage levels
were applied to each of the sources in turn. At each input
level, the microphone output voltage was converted to a
sound pressure. Then, the appropriate one of Eqs.~1! to ~5!
was used to determine the source strength at each input level.
Since all of the sources were found to be slightly nonlinear in
their response, it was convenient to express their source
strengths in the form

Q5~a1v1a2v2!ej ~b01b1v1b2v2), ~6!

wherev is the applied voltage. The values of thea’s andb’s
in the latter equation were determined by performing a least-
squares fit to the source strength vs input voltage data: the
results for the various sources are given in Table I.

Note that the phase responses of both the primary and
secondary monopoles were nonlinear: i.e.,b1 andb2 in Eq.
~6! were observed to be nonzero. The latter effect may have
resulted from nonlinearities either of the compression driver
itself ~which was operated at a frequency well below its
nominal range!, or may have resulted from the relatively
high velocity fluid motion in the vicinity of the source tube
exit. In contrast, the phase responses of the dipole, quadru-
pole, and octopole secondary sources were not found to de-
pend on input level: i.e., in each caseb1 andb2 were found
to be negligibly small.

In the next section, the measured and predicted sound
fields radiated by the primary and secondary sources are
compared. It will be seen that, with a few exceptions, there
was excellent agreement between the theoretical multipole
component models and the experimental realizations of those
sources.

III. COMPARISON OF MEASURED AND PREDICTED
SOURCE LEVELS AND DIRECTIVITIES

Equations~1! to ~5! can be used in conjunction with Eq.
~6! and the data of Table I to predict the sound-pressure
levels and phases of the fields radiated by the various sources
as a function of observation position and input voltage. By
comparing the measured and predicted sound levels and
phases on a 1-m-radius circle around the sources, it was
found that the various sources were consistent with the ap-
propriate theoretical models: see Fig. 3. In Fig. 3 the mea-
sured data are shown as dots, while the theoretical predic-
tions are plotted as solid lines.

The results for the primary monopole at an input voltage
of 2 V rms are shown in Fig. 3~a!. It can be seen that there is
good agreement between predictions and measurements. The
slight deviation of the measured phase from its ideal value
may have resulted from the source not being perfectly cen-
tered with respect to the measurement circle. In addition,
there was perhaps a612-mm uncertainty in the radius at
each angle, which would result in a phase uncertainty of
63.3 deg at 250 Hz. It can be seen that the phase discrep-
ancy lies within that bound. The agreement between the pre-
dicted and measured phase- and sound-pressure levels for the
secondary monopole was similar to that for the primary
monopole, and those results are not presented here.

TABLE I. Experimentally determined polynomial coefficients characterizing primary and secondary source
strengths in Eq.~6!.

Source a1 a2 b0 b1 b2

Qpm 4.2531024 22.7531025 1.69p 1.7731021 21.6131022

Qsm 4.8831024 23.5631025 1.69p 1.5431021 21.3431022

Qsd 4.3831025 21.0231026 2.40p ¯ ¯

Qsq 4.2831026 21.1731027 20.47p ¯ ¯

Qso 1.6031026 23.6431028 0.45p ¯ ¯
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FIG. 3. ~i! Phase and~ii ! sound-pressure level at 250 Hz vs circumferential angle on a 1-m-radius circle centered on the origin. Dots: measurements; solid line:
predictions.~a! Primary monopole;~b! secondary dipole;~c! secondary quadrupole; and~d! secondary octopole.
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The results for the secondary dipole operated at an input
voltage of 5 V rms are shown in Fig. 3~b!. Note that in this
case the phase of the microphone signal could not be mea-
sured accurately at the angle 90 and 270 deg since the mi-
crophone voltage at those positions was very small. At those
angles, the dipole seemed to manifest a small monopole
component since the sound pressure did not go exactly to
zero. It was not clear in the first instance whether the loud-
speaker was truly displaying a monopole component, or
whether the result was nonzero because the pressure gradient
~as a function ofu! was so large near those angles: i.e., the
minimum region is very narrow. Even at 1 m from the
source, a 12-mm-diameter microphone may be too large to
distinguish the zero-pressure plane of a dipole-like source.
The depth of the minima at 90 and 270 deg may also have
been limited by electronic and ambient noise levels; see
Secs. V and VI below. Nonetheless, for practical purposes
the source was judged to behave like a ‘‘true’’ dipole with
respect to both sound pressure and phase.

The quadrupole results for a 4 V rmsinput are shown in
Fig. 3~c!. Once again, good agreement was found between
measurements and predictions except for slight discrepancies
in levels near the minima at 90 and 270 deg. It was therefore
judged that for practical purposes the source behaved like a
true longitudinal quadrupole.

Finally, the secondary octopole results fora 4 V rms
input are shown in Fig. 3~d!. There was generally good
agreement between measured and predicted levels, but it can
be seen that at the angles of 60, 120, 240, and 300 deg the
measured phases do not correspond precisely to their pre-
dicted values. This effect may have resulted from diffraction
from the edges of the two central loudspeakers. If one draws
cones having their vertices at the axial center of the loud-
speaker array and having their surfaces tangent to the edges
of the central loudspeakers, the half angle of that cone is
approximately 60 deg. Hence, it seems possible that the
phase distortion at those angles originated in diffraction from
the loudspeaker edges.

Note that if it had been assumed that the four loudspeak-
ers used to build the quadrupole and the octopole were iden-
tical with one another, and to the one used to represent the
dipole, it would have been possible to estimate the source
strengths of the quadrupole and octopole without performing
any measurements. That is, it would be enough to know the
dipole strength of any single loudspeaker and the distance
between the various loudspeakers in the array. For example,
since the two central loudspeakers were separated by 0.10 m,
the source strength of the quadrupole they simulate could
have been approximated as the product of their separation
distance and the dipole source strength of the individual
loudspeakers. In fact, whenQsd is multiplied by 0.10 m, the
result is close to the experimentally determined value ofQsq.
The octopole comprises two quadrupoles that are separated
by a center-to-center distance of 0.225 m. Each of the qua-
drupoles in turn is composed of two dipoles separated by
0.125 m. Therefore, the source strengths of each quadrupole
could be approximated as 0.125Qsd, and the source strength
of the octopole could in turn be approximated as (0.225
30.125)Qsd. Those approximations match well with the

source strengths that were estimated directly from the mea-
surements. The latter observation thus helps to confirm that
the various sources conformed closely to their theoretical
models.

IV. EXPERIMENTAL PROCEDURES FOR
CANCELLATION MEASUREMENTS

Next, it was of interest to establish the degree of cancel-
lation that could be achieved in practice by using a multipole
secondary source. Recall that here we are concerned only
with the open-loop cancellation of a monopole sound field by
the use of a displaced multipole source. The experimental
apparatus used to perform the cancellation measurements is
described in this section.

A schematic representation of the experimental appara-
tus is shown in Fig. 4. The figure also illustrates the loud-
speaker arrangement that was adopted so that the secondary
source was as compact as possible. It can be seen that the
secondary monopole source tube was run through the middle
of the quadrupole/octopole loudspeaker array, and that the
source tube exit was placed at the origin of the coordinate
system. The quadrupole/octopole array was itself positioned
below thex-y plane so that the top of the loudspeakers were
tangent with thex-y plane. In this arrangement, the longitu-

FIG. 4. Schematic of primary and secondary source arrangements and of
signal paths used to conduct cancellation measurements.
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dinal axis of the loudspeaker array was 7.5 cm below and
parallel with thex axis. The single unbaffled loudspeaker
representing the secondary dipole was placed immediately
above the secondary monopole, its lower edge being 2 cm
above the secondary monopole source tube exit. The center
of the loudspeaker diaphragm was therefore 9.5 cm above
the x-y plane. The loudspeaker’s diaphragm was positioned
in they-zplane, facing in the positivex direction. The exit of
the primary monopole source tube was positioned atx
520.27 m, y50, z50 for the global cancellation experi-
ments described in Sec. V, and atx520.20 m,y50, z50
for the sector cancellation experiments described in Sec. VI.

A 250-Hz sinusoidal signal was used in all the experi-
ments reported here. Thus, the primary and secondary
sources were separated by a distance of approximately 0.2
wavelengths in the case of the global cancellation experi-
ments. A single signal source was used to drive all of the
acoustical sources so as to avoid spurious phase differences
between the signals sent to the various sources. The ampli-
tude of the sine wave fed to the primary source was 1 V rms
during the global cancellation experiments and 2 V rms dur-
ing the sector cancellation experiments. Knowledge of that
input voltage makes it possible to calculate the primary
source strength by the use of Eq.~6!. The secondary source
strengths were then calculated using procedures described in
the next section. Finally, the corresponding input voltages
and phase angles were found by using Eq.~6! in combination
with the source strength data of Table I. The signals deliv-
ered to the secondary sources were amplified or attenuated as
appropriate and phase-shifted with respect to the signal sent
to the primary monopole, the latter signal serving as the
phase reference in all cases.

V. GLOBAL CANCELLATION EXPERIMENTS

A. Cancellation procedures

When the primary monopole source strength is known, it
is possible to use several approaches to calculate the second-
ary source strengths required to achieve cancellation. In a
previous article,1 the relative efficacy of two approaches
were compared: the ‘‘direct’’ approach and an approach in
which the sound power radiated by the combination of the
primary and secondary sources was minimized.

In the direct approach, the secondary source strengths
are identified from a Taylor series expansion of the primary
monopole sound field about the location of the secondary
multipole. Each term in that series expansion represents the

contribution of a multipole component. When the primary
source displacement is in the direction of one of the coordi-
nate axes, the nonzero terms comprise a monopole, a dipole,
a longitudinal quadrupole, a longitudinal octopole, etc., the
higher-order terms having their axes aligned with the coor-
dinate axis. Thus, by positioning an appropriately weighted
multipole source at the expansion point, and inverting its
phase with respect to the primary monopole, cancellation of
the latter’s field may be achieved.

However, it was shown in the earlier paper that an ap-
proach in which the strengths of the secondary multipole
components were chosen to minimize the total sound power
radiated by the primary and secondary sources resulted in
greater far-field attenuation than did the direct approach. It
was also noted that in the optimal case all of the secondary
source components were 180 deg out of phase with respect
to the primary source.1

Here, an approach that differed slightly from the latter
one was adopted owing to the nature of the present experi-
mental arrangements. In particular, secondary source
strengths were chosen to match the primary sound field as
closely as possible in a least-squares sense at a number of
discrete points distributed along a 1-m-radius circle centered
on the secondary source array. The phases of the various
secondary source components were then inverted to cancel
the primary field. Note that owing to the cylindrical symme-
try of the arrangement considered here, the latter approach
also ensures global~although not quite optimal! reduction of
the radiated sound power.

B. Cancellation by the direct approach

When a Taylor series expansion of the primary mono-
pole sound-pressure field~the primary monopole having a
source strengthQpm and being placed at2h on thex axis! is
performed, it is found that the secondary monopole source
strength should be equal to the primary’s in magnitude and
opposite in phase to achieve control: i.e.,Qsm52Qpm. Re-
call that the secondary source is placed at the coordinate
origin, so thath is also the separation between the primary
and secondary sources. From the Taylor series expansion, it
is also found that the secondary dipole source strength
should be Qsd52hQpm, that the secondary quadrupole
source strength should beQsq52(h2/2)Qpm, and that the
secondary octopole source strength should beQso

52(h3/3!)Qpm: these results are summarized in Table II.
When a 250-Hz sinusoid of 1 V rms was delivered to the

primary source, the resulting primary monopole source

TABLE II. Global cancellation: direct approach. Secondary source parameters and cancellation performance.

Secondary
source

component

Component
source

strength

Component
source

strength
magnitude

Applied
voltage
~rms V!

Phase shift
~radians!

Average
attenuation
measured
on 1-m-
radius

circle ~dB!

Estimated
sound-
power-
level

reduction
~dB!

Qsm 2Qpm 3.97531024 0.86 1.014p 4.9 3.3
Qsd 2hQpm 1.07331024 2.61 0.345p 10.5 9.6
Qsq 2(h2/2)Qpm 1.44831025 3.77 1.215p 19.4 18.7
Qso 2(h3/3!)Qpm 1.30431026 0.83 0.295p 25.4 29.9
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strength wasQpm53.97531024ej 1.745p m3/s. The corre-
sponding secondary multipole component source strengths
are listed in Table II along with the matching source voltages
and phase shifts required to achieve the specified component
source strength and to ensure that each secondary source was
operated 180 deg out of phase with respect to the primary
source.

The calculated parameters were implanted using the ex-
perimental apparatus shown in Fig. 4, and the attenuations
that were achieved by using progressively higher-order sec-
ondary sources are illustrated in Fig. 5. In Fig. 5 the larger
dots represent the measured sound-pressure levels before
control, the smaller dots the measured sound-pressure levels
after control, and the solid line the predictions that were
made based on the direct approach. The measured, space-
averaged attenuation of the primary field sound-pressure

level achieved in each case is also listed in Table II, along
with estimates of the corresponding sound-power-level re-
ductions~see below!.

In Fig. 5~a! it can be seen that there was good agreement
between the predicted and measured cancellation when the
secondary monopole was operated. Note that the action of
the secondary monopole was to cause the residual sound
field to resemble that of a dipole: compare Figs. 3~b! and
5~a!. The attenuation averaged along the measurement circle
was found to be 4.9 dB. Note also that there was a slight
reinforcement of the level in the region from 330 to 30 deg,
i.e., on the opposite side of the secondary source from the
primary source.

The results obtained when the secondary dipole was
added are shown in Fig. 5~b!. Again, there was good agree-
ment between the predictions and measurements. In this case

TABLE III. Global cancellation: least-mean-square fitting procedure, monopole and dipole cases. Secondary
source parameters and cancellation performance.

Secondary
source

component

Component
source

strength
magnitude

Applied
voltage
~rms V!

Phase shift
~radians!

Average
attenuation
measured
on 1-m-
radius

circle ~dB!

Estimated
sound-

power-level
reduction

~dB!

Maximum
possible
sound-

power-level
reduction

~dB!

Qsm 2.65331024 0.57 1.027p 3.9 3.7 3.8
Qsd 0.89831024 2.15 0.395p 13.6 12.7 13.6

FIG. 5. Cancellation by the direct approach:f 5250 Hz,h50.27 m. Sound-pressure level vs circumferential angle on a 1-m-radius circle centered on the
origin. Large dots: measured primary sound field; small dots: measured primary plus secondary sound field; solid line: prediction. Secondary source:~a!
monopole;~b! monopole and dipole;~c! monopole, dipole, and quadrupole;~d! monopole, dipole, quadrupole, and octopole.
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the residual field approximates that of a longitudinal quadru-
pole: compare Figs. 3~c! and 5~b!. The attenuation averaged
along the measurement circle was found to be 10.5 dB in this
case: i.e., 5.6 dB more than was obtained when using a single
secondary monopole.

When the quadrupole secondary source was added, the
cancellation shown in Fig. 5~c! was obtained. The measure-
ments agree well with the predictions, and the residual field
resembled that of a longitudinal octopole: compare Figs. 3~d!
and 5~c!. The spatially averaged attenuation was found to be
19.4 dB, i.e., 8.9 dB more than that obtained when using a
secondary source comprising a monopole and a dipole.

Finally, the secondary octopole was added: the resulting
cancellation is shown in Fig. 5~d!. In this case there was
generally good agreement between measurement and predic-
tion except at 60, 120, 240, and 300 deg where problems
possibly arising from diffraction around the edges of the
loudspeakers may have interfered with the cancellation pro-
cess. At those angles the cancellation was not as great as
predicted but was nonetheless quite large. The measured spa-
tially averaged attenuation was 25.4 dB in this case, i.e., 6.0
dB more than that obtained using a quadrupole order second-
ary source. In theory the spatially averaged attenuation
would have been 29.5 dB had problems not occurred at 60,
120, 240, and 300 deg.

Listed in the last column of Table II are the sound-
power-level reductions expected when using the direct ap-
proach. The sound-power-level reduction in this case is a
function of the nondimensional primary–secondary source
separation distance,kh, and the secondary multipole trunca-
tion order only. The sound-power-level reductions were cal-
culated using Eq.~44! of Sec. IV A of Ref. 1. It may be seen
that even though the 1-m-radius measurement circle was not

strictly in the far field of the source, the value of the sound-
pressure-level reduction when averaged around the circle
was within approximately 1 decibel of the predicted sound-
power-level reduction~except in the octopole case, for the
reasons discussed above!, presumably because of the cylin-
drical symmetry of the experimental geometry.

In summary, the results presented in this subsection
show that the degree of cancellation predicted by using the
direct approach can, within reason, be achieved in practice.
Note also that the action of adding each progressively higher
multipole component causes the residual sound-pressure
field to approximate that of the next higher multipole order
as noted by Kempton.5 Finally, as a consequence of the latter
effect, note that there are rather large variations in the degree
of cancellation as a function of circumferential angle, i.e., the
cancellation is much larger in some directions than in others.
The latter behavior, which was also demonstrated using the-
oretical calculations in Ref. 1, contrasts in some instances
with the spatial character of the attenuation that can be
achieved when using the least-mean-square fitting procedure,
to be considered next.

C. Cancellation by a least-mean-square fitting
procedure

In this subsection a least-mean-squares fitting procedure
for identifying component multipole secondary source
strengths up to octopole order is presented. Here, the objec-
tive was to cancel along a 1-m-radius circle centered on the
coordinate origin the sound field that was created by a pri-
mary monopole placed at2h on thex axis. As before, the
primary monopole was operated at 1 V rms, and the primary
source was placed atx520.27 m. The approach followed

TABLE IV. Global cancellation: least-mean-square fitting procedure, quadrupole case. Secondary source pa-
rameters and cancellation performance.

Secondary
source

component

Component
source

strength
magnitude

Applied
voltage
~rms V!

Phase shift
~radians!

Average
attenuation
measured
on 1-m-
radius

circle ~dB!

Estimated
sound-

power-level
reduction

~dB!

Maximum
possible
sound-

power-level
reduction

~dB!

Qsm 3.94131024 0.86 1.210p ¯ ¯ ¯

Qsd 0.89831024 2.15 0.395p ¯ ¯ ¯

Qsq 1.29831025 3.29 1.255p 28.3 26.7 27.1

TABLE V. Global cancellation: least-mean-square fitting procedure, octopole case. Secondary source param-
eters and cancellation performance.

Secondary
source

component

Component
source

strength
magnitude

Applied
voltage
~rms V!

Phase shift
~radians!

Average
attenuation
measured
on 1-m-
radius

circle ~dB!

Estimated
sound-

power-level
reduction

~dB!

Maximum
possible
sound-

power-level
reduction

~dB!

Qsm 3.94131024 0.86 1.210p ¯ ¯ ¯

Qsd 1.07031024 2.60 0.378p ¯ ¯ ¯

Qsq 1.29831025 3.29 1.255p ¯ ¯ ¯

Qso 1.21031026 0.77 0.327p 42.5a 43.0 43.1

aTheoretical prediction~see the text!.
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here was to identify the multipole component strengths re-
quired to most nearly replicate~in a least-squares sense! the
primary sound field on the 1-m-radius circle. After having
identified the complex source strengths in this way, their
phases were inverted to achieve cancellation.

The least-mean-squares approach can be expressed most
compactly in terms of the following vectors and matrices.
Let Y be the vector of complex sound pressures atr 51 m
and at a number of different angles encircling the source
~here denotedu i). Note that, when the primary monopole
source strength is known, it is possible to calculate each
component of theY vector by using Eq.~1!. The columns of
the matrixA comprise the field components contributed by
the unit amplitude elements of the multipole source, i.e., the
monopole, dipole, quadrupole, or octopole sound pressures:
these terms were calculated using normalized versions of
Eqs. ~2! to ~5!. Finally, X is the vector comprising the sec-
ondary source strengths, i.e.,Qsm, Qsd, Qsq, Qso, respec-
tively. In explicit form

YT5@Ppm~u1!,Ppm~u2!, . . . ,Ppm~un!#, ~7!

A53
Psm~u1!

Qsm

,
Psd~u1!

Qsd

,
Psq~u1!

Qsq

,
Pso~u1!

Qso

Psm~u2!

Qsm

,
Psd~u2!

Qsd

,
Psq~u2!

Qsq

,
Pso~u2!

Qso

¯

Psm~un!

Qsm

,
Psd~un!

Qsd

,
Psq~un!

Qsq

,
Pso~un!

Qso

4 , ~8!

XT5@Qsm,Qsd,Qsq,Qso#. ~9!

The secondary multipole component strengths that result in
the sound field that most nearly replicates the primary sound
field is then

X5~AHTA!21AHTY, ~10!

whereAHT denotes the Hermitian transpose ofA. Cancella-
tion is then obtained by inverting the phase of the multipole
components.

Here, the least-mean-square fitting procedure was based
on the complex sound pressure evaluated at 24 equally
spaced points around the 1-m-radius circle, i.e., at 15-deg
intervals. The secondary source parameters required to
implement this procedure for various secondary source or-
ders are given in Tables III–V, and the resulting measured
and predicted cancellations are shown in Fig. 6. Also listed
in Tables III–V are the sound-pressure-level attenuations av-
eraged along the 1-m-radius circle, the estimated sound-
power-level reductions based on the secondary component
source strengths determined in the various cases@calculated
using Eqs.~18!, ~23!, ~26!, and~30! of Ref. 1#, and the maxi-
mum possible sound-power-level reduction@calculated using
Eqs.~48!, ~50!, ~52!, and~53! of Ref. 1#. @Note that there is
a misprint in Eq.~30! of Ref. 1: the last term within the
square brackets should be proportional tok4, not k3.] Note
also that the phase delays listed in Tables III–V are as imple-
mented during the experiments. It was necessary to adjust
the phase delays slightly from their nominal values to

achieve maximum attenuation~as measured at 0 deg!. It was
necessary to increase the phase shift by approximately 10
deg to achieve maximum attenuation. This effect may have
resulted from temperature variations during the experiments
~hence changing the sound speed! or from a slight change of
the primary source characteristics between the time that the
source characterization and least-squares cancellation mea-
surements were performed.

When a single secondary monopole was used, the sec-
ondary monopole source parameters were as given in the first
row of Table I. Note that the secondary monopole source
strength was approximately two-thirds of that determined by
using the direct approach. The resulting cancellation is
shown in Fig. 6~a!, where it can be seen that there is good
agreement between measured and predicted results. In con-
trast with the result of the direct approach in the monopole
case, the residual sound-pressure field is not similar to that of
a dipole: instead, the residual sound field exhibits a smaller
angular variation than before; compare with Fig. 5~a!. The
latter effect has been noted previously.1 The attenuation av-
eraged over the measurement circle in this case was 3.9 dB.
That attenuation was less than that resulting from an appli-
cation of the direct approach. However, at no point was the
sound field reinforced by the secondary source: that is the
major improvement resulting from the application of the
least-mean-square approach in the monopole case.

When a secondary source comprising a monopole and a
dipole was considered, the source parameters were those
given in the complete Table III. Note that the monopole
source strength is unchanged from the previous case since
there is no interaction between the monopole and the dipole:
that point has been discussed previously.1 The cancellation
results in this case are shown in Fig. 6~b!, where it can be
seen that the measured results are in good agreement with the
predictions and that there is a net improvement in perfor-
mance compared with the direct approach@compare to Fig.
5~b!#. The spatially averaged attenuation in this case was
13.6 dB, i.e., 3.1 dB more than the attenuation achieved by
using the direct approach.

Next, the quadrupole component was added to the sec-
ondary source. Since the monopole and quadrupole compo-
nents can interact,1 the optimal value of the former compo-
nent is different than in the previous two cases. However, the
dipole and quadrupole components are independent, so the
dipole strength is unchanged. The secondary source param-
eters in this case are given in Table IV and the resulting
cancellation is shown in Fig. 6~c!. The spatially averaged
attenuation in this case was 28.3 dB, which is 8.9 dB more
than that obtained using the direct approach; compare with
Fig. 5~c!. There was again good agreement between predic-
tions and measurements, and the spatial variance of the
sound-pressure level is arguably smaller in this case than in
the direct case@compare with Fig. 5~c!#.

When the octopole component is added, the monopole
and quadrupole source strengths do not change compared
with the last case, but the dipole component does since the
dipole can interact with the octopole.1 The secondary source
parameters in this case are given in Table V and the pre-
dicted cancellation is shown in Fig. 6~d!. Unfortunately, it
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was not possible to make accurate measurements of the can-
cellation in this case since the sound-pressure levels after
cancellation were comparable with the ambient background
and the electronic noise levels. Nonetheless, the cancellation
was judged to be effective from a subjective point of view,
since the 250-Hz tone became inaudible when the secondary
source to octopole order was operated using the parameters
of Table V. The spatially averaged attenuation was predicted
to be 42.5 dB for this case; that is, 13.0 dB more than the
attenuation predicted in the corresponding direct case; com-
pare with Fig. 5~d!.

In all the cases considered here, control was strictly
achieved only on the circle of 1-m radius centered on the
secondary source. However, owing to the cylindrical symme-
try of the experimental arrangement, it is to be expected that
similar levels of control were achieved over the whole sphere
surrounding the source. Note that the minimization of sound
pressure at equally spaced discrete points along a circle, as
here, does not necessarily result in minimization of total ra-
diated sound power owing both to the fact that the sound
pressures on which the fitting procedure were based were not
in the far field of the secondary source, and to the fact that a
spherical area weighting was not applied to the sound pres-
sures on the 1-m circle as would have been the case in a
sound-power minimization. However, the measured, space-
averaged sound-pressure-level reductions were in fact very
close both to the estimated sound-power-level reductions in

each case~based on the secondary source component
strengths required to optimally match the sound pressure on
the 1-m-radius circle!, and to the maximum possible sound-
power-level reduction given the nondimensional primary-to-
secondary source separation and the secondary source trun-
cation order; see the final three columns in Tables III–V.

The results presented in this subsection suggest that it is
thus possible to achieve higher levels of both sound-pressure
and sound-power reduction by using a least-mean-squares
procedure than by using the direct approach. The results also
suggest that the spatial variation of the residual sound field is
less marked in the former case than in the latter.

Note that it is also possible to use the approach de-
scribed in this subsection to achieve control in specific re-
gions of space: for example, to reduce sound radiation into
particularly sensitive angular sectors. The next section is de-
voted to a discussion of sector cancellation by the use of the
least-mean-squares method.

VI. SECTOR CANCELLATION BY THE LEAST-MEAN-
SQUARE FITTING PROCEDURE

In this section, cancellation results obtained for the two
regions shown in Fig. 7 are presented. The two angular sec-
tors of interest were sector 1 extending from260 to 60 deg,
and sector 2, extending from 120 to 240 deg, both sectors
lying on a 1-m-radius circle centered on the coordinate ori-

FIG. 6. Cancellation by the least-mean-square fitting procedure:f 5250 Hz,h50.27 m. Sound-pressure level vs circumferential angle on a 1-m-radius circle
centered on the origin. Large dots: measured primary sound field; small dots: measured primary plus secondary sound field; solid line: prediction. Secondary
source:~a! monopole;~b! monopole and dipole;~c! monopole, dipole, and quadrupole;~d! monopole, dipole, quadrupole, and octopole.
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gin. Note that in the case of sector 1, the secondary source
lies between the primary source and the region of control,
while in the sector 2 case the secondary source and the re-
gion of control lie on opposite sides of the primary source.
The cancellation was performed by using a secondary source
comprising a monopole, a dipole, and a quadrupole, and the
least-mean-square fitting procedure described in Sec. V C
was used to calculate the required secondary source
strengths.

Once again, a 250-Hz signal was used in the experi-
ments; however, the primary-to-secondary source separation
in this case was chosen to beh50.20 m. The least-mean-
square fitting procedure was applied using sound pressures at
nine points separated by 15 deg, spanning the sector of in-
terest. Note also that the secondary quadrupole used in these
experiments differed slightly from the one described in Sec.
II. By repeating the source characterization measurement
procedures described in Sec. II, the quadrupole source pa-
rameters at 250 Hz were found to be:a153.6431026, a2

524.0831028, andb052.38p. A 250-Hz sinusoidal sig-
nal of 2 V rms was delivered to the primary source which
resulted in a primary source strength ofQpm57.40
31024ej 1.75p m3/s. The component source strengths re-
quired to achieve control in sectors 1 and 2 are given in
Tables VI and VII, respectively, and the cancellation results
are presented in Fig. 8.

The sector 1 cancellation results are shown in Fig. 8~a!,

where the larger dots represent the measured sound-pressure
levels before control, the smaller dots the measured sound-
pressure levels after control, and the solid lines shows the
predicted results. It can be seen that there was excellent
agreement between the predictions and the measurements in
the range 90 to 270 deg, and that in the sector of interest~i.e.,
from 60 to 260 deg! substantial attenuation was achieved,
although it was not as large as that predicted. In theory, the
sound levels in sector 1 should have been less than 10 dB
after control, but as previously noted it was not possible to
measure levels that were below 30 dB owing to the noise
floor of the electronics and the ambient background noise in
the anechoic chamber. Nonetheless, the measured average

FIG. 7. Definition of cancellation sectors 1 and 2.

TABLE VI. Sector cancellation,260 to 60 deg: least-mean-square fitting
procedure. Secondary source parameters and measured cancellation perfor-
mance.

Secondary
source

component

Component
source

strength
magnitude

Applied
voltage
~rms V!

Phase shift
~radians!

Average
measured

sector
attenuation

~dB!

Qsm 7.81031024 1.77 1.000p ¯

Qsd 1.48331024 3.70 0.309p ¯

Qsq 0.93531025 2.65 0.189p 38.7

TABLE VII. Sector cancellation, 120 to 240 deg: least-mean-square fitting
procedure. Secondary source parameters and measured cancellation perfor-
mance.

Secondary
source

component

Component
source

strength
magnitude

Applied
voltage
~rms V!

Phase shift
~radians!

Average
measured

sector
attenuation

~dB!

Qsm 6.2831024 1.40 1.022p ¯

Qsd 1.9031024 4.90 0.294p ¯

Qsq 2.3931025 7.15 0.577p 36.0

FIG. 8. ~a! Sector 1 and~b! sector 2 cancellation by the least-mean-square
fitting procedure:f 5250 Hz,h50.20 m. Sound-pressure level vs circum-
ferential angle on a 1-m-radius circle centered on the origin. Secondary
source: monopole, dipole, and quadrupole. Large dots: measured primary
sound field; small dots: measured primary plus secondary sound field; solid
line: prediction.
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attenuation across sector 1 was 38.7 dB. The latter compares
with 28.3 dB of attenuation obtained when the sound field
was canceled around the whole 1-m-radius circle by using
the least-mean-square approach. Note also that the sound
level was not reinforced anywhere in the space outside the
region of control. Thus, it was possible to suppress sound
radiation into a particular angular sector without reinforcing
it elsewhere.

The same procedure was repeated for sector 2; the can-
cellation results in this case are shown in Fig. 8~b!. It can be
seen that there was good agreement between the predictions
and the measurements for all the sound levels that were
above 40 dB~again, it was not possible to make accurate
measurements of sound levels below 30 dB!. Note that the
dipole and quadrupole source strengths are significantly
higher than in the sector 1 case. The latter effect apparently
results from the change of relative position of the primary
and secondary sources with respect to the region of control
when compared to the sector 1 case. It may also be seen that
neither the predicted nor measured attenuation were as large
as in the sector 1 case. The measured, space-averaged attenu-
ation over sector 2 was 36.0 dB compared to 38.7 dB over
sector 1. In addition, note that the sound level was reinforced
slightly near 0 deg. The results of these experiments suggest
that it is easier to cancel sound in a particular region when
the secondary source lies between the primary source and the
region in which one wishes to achieve cancellation~sector 1
case! rather than when the secondary source and the region
of interest lie on opposite sides of the primary source~sector
2 case!.

VII. CONCLUSIONS

Sound-field cancellation by the use of secondary sources
of higher than monopole order has been demonstrated in the
present work. It has been shown that dipole, longitudinal
quadrupole, and octopole sources that conform to their the-
oretical models at low frequencies can be constructed by
using unbaffled loudspeakers. Their source strengths can be
determined by simple measurements and can be used in com-
bination with the mathematical model to predict the sound-
pressure field radiated by each type of source.

Two methods for calculating the secondary source
strengths required to globally cancel the sound field gener-
ated by a primary monopole were investigated. Both a direct
approach derived from a multipole expansion of the primary
monopole sound field and a least-squares fitting procedure
were implemented. The latter approach was shown to yield
greater cancellation under most circumstances than the direct
approach and to result in near-optimal global sound-power-
level reductions. The least-squares procedure was also suc-
cessfully employed to cancel the sound field of a primary
monopole in specific angular sectors of interest.

Although cancellation was demonstrated only on a 1-m-
radius circle around the secondary source, the cylindrical
symmetry of the experimental arrangement makes it reason-
able to suggest that global cancellation can be achieved by
using the approaches described here. That conclusion was
reinforced by the calculations of sound-power-level reduc-
tions based on theory presented earlier.1

In the present work, only control of pure tones has been
demonstrated. Clearly, it would be of interest in the future to
study multipole control of broadband noise, particularly with
respect to limitations imposed by the frequency response and
dynamic range characteristics of the secondary sources. In
addition, the cancellation experiments reported here were
performed by using a nonadaptive, open-loop approach. If
the use of multipole secondary sources is to be practical in
the future, it will be necessary to control the secondary
source components adaptively to account for time-varying
source, environmental and transducer characteristics. That
point is emphasized by the fact that in some instances it was
necessary to fine-tune the phase of the secondary source
components to achieve the predicted cancellation perfor-
mance. Clearly, only a small number of practical sources
have the character of pure monopoles. Thus, it would also be
of interest to demonstrate the application of secondary mul-
tipoles to the cancellation of arbitrarily complicated primary
fields. In the latter case, it would be useful, as suggested by
Koopmannet al.,6 to model the primary sound field as being
radiated by a collection of monopoles contained within the
actual source. The secondary multipole component strengths
required to cancel each of the monopoles may then in prin-
ciple be superposed to cancel the sound field of the complete
primary source. It would be useful to demonstrate the latter
concept experimentally.

In the first instance it may prove profitable to apply the
present technique to the cancellation of external, low-
frequency sound fields radiated from exhaust pipes or duct
terminations. Those sources may often be successfully mod-
eled as monopoles. It may also be useful to apply the present
procedures to the cancellation of electrical transformer noise
owing to the harmonic nature of those noise sources. In that
instance, it may be particularly appropriate to employ sector
cancellation techniques to suppress sound radiation in par-
ticularly sensitive directions.
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Experimental investigation of transient pressure waves
produced in dielectric liquids
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The experimental results reported in this paper mainly concern the two first transient pressure waves
emitted after a fast~;ns! and localized~;mm! injection of electrical energyWi in insulating
liquids. The influence of various parameters~hydrostatic pressureP` , injected energyWi , etc.! on
the relative amplitude of these two transient pressure waves are presented and discussed. The
analysis shows clearly a difference of behavior, in particular their dependence as a function of
hydrostatic pressure, between these two waves. Basically, the physical processes leading to their
emission are quite different. The first pressure transient is a consequence of the plasma relaxation,
whereas the second one is due to the bubble collapse. According to these results, the chronology of
the events is more improved, as well as the theoretical analysis. ©2000 Acoustical Society of
America.@S0001-4966~99!01512-X#

PACS numbers: 43.25.Cb, 43.25.Vt, 43.25.Yw@MFH#

INTRODUCTION

Dielectric liquids such as mineral oil, silicon oil, cryo-
genic liquids, etc., are used in high-voltage devices as an
electrical insulator and/or as coolant. They represent a weak-
ness of these devices in that their failure to maintain a high
applied voltage between component electrodes generally
means the breakdown and the partial or complete damage of
the device. The understanding of breakdown processes is
consequently very important from a fundamental and eco-
nomical point of view. Well-known, but not necessarily well
understood, breakdown is the final step of a series of preb-
reakdown events such as a local deposition of electrical en-
ergy, the generation and propagation of streamers, etc.1,2 Ef-
fort is now focused on the initial step~i.e., the local
deposition of electrical energy! of prebreakdown phenomena
which corresponds to very low injected energy in a large
hydrostatic pressure range~this can be larger than the critical
pressure of the fluid!.

Previous studies of electrical conduction in highly puri-
fied nonpolar liquids, in point–plane geometry and for point
cathode have shown the existence of a current pulse regime
when the applied dc voltage is raised above a given threshold
VT .3 Each current pulse~i.e., electron avalanches of some
ns! corresponds to a localized injection of energy~;nJ! in
the liquid close to the point, on a distance of the order of a
point radius~;mm! which is much smaller than the needle–
plane distance~;mm!. The discharge volume~;mm3!
evolves to bring about the emission of a transient pressure
wave, the formation of a microscopic bubble, and then, the
emission of pressure waves due to the successive collapses
of the bubble.4 All the processes occur under a constant dc
voltage and are entirely reproducible. Furthermore, the pres-
ence of these phenomena has appeared to be, in some con-

ditions, the precursor of streamer generation leading to liquid
breakdown~5spark discharge!. The transition from a single
microscopic bubble to a propagating gaseous canal~i.e., a
streamer! requires a fast and repetitive energy injection into
this initial bubble.5 Hence, the study of these hydrodynamic
processes appears to be of great interest in understanding
prebreakdown mechanism in dielectric liquids. Moreover,
these experimental conditions have been found to be a good
tool for the study of the initial step of prebreakdown phe-
nomena. Events were very reproducible and well localized
close to the point. This experimental method leads to a series
of events which is qualitatively comparable to those obtained
in the field of optical breakdown.6 An energy model has been
developed to model the series of processes following the
occurrence of an electron avalanche in a liquid.7 Comparison
between experimental and theoretical results~in the range of
;nJ to;mJ and for an injection time duration of;ns! was
particularly good. For instance, the values of the experimen-
tal maximum bubble size as a function of energy injection
and hydrostatic pressure~0.1–10 MPa! are well predicted by
the model.4,7

Another way to produce similar phenomena~pressure
waves and bubble formation! is to use spark discharge in
liquid.8–10 However, in this case, bubble formation takes
place after a series of very complex events occurring into a
propagating canal discharge created between the electrodes
~electron avalanches, phase change, streamer, and leader for-
mation, etc.! leading to the total collapse of the voltage, a
large energy injection~mJ to kJ! and, therefore, a large
bubble size~mm to m!. Moreover, here the injected energy is
deposited in somems in medium of evoluting characteristics
in time from the liquid phase to a gaseous canal at low tem-
perature~streamer! and then to a canal at high temperature
~arc!. Here, we do not attempt to treat such complex phe-
nomena as we are mainly interested in understanding and
modeling prebreakdown mechanisms.

The object of the present study is to investigate the spa-
a!Present address: Physics Department, Faculty of Sciences of Tunis, 1060,
Tunisia.
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tiotemporal evolution of the first two transient pressure
waves induced by one current pulse of ns duration. It is
clearly shown for the first time that the first and second pres-
sure pulses are generated by two different mechanisms.
Moreover, the formation of a transient pressure wave and a
bubble has been analyzed as a function of various param-
eters: injected energyWi (0.1,Wi,100 nJ) and applied hy-
drostatic pressureP` (0.1,P`,10 MPa). This will allow
us to clarify the chronology of the events and to better im-
prove the theoretical analysis.

I. EXPERIMENTAL PROCEDURE

Liquids were degassed, purified by passage through col-
umns of activated molecular sieves, columns of silicagel, and
then filtered in order to remove all traces of oxygen, water,
solid particles, etc. The liquid was transferred into experi-
mental cells by vacuum distillation. In order to measure cur-
rent pulse in the nanosecond range without reflections or
oscillations, coaxial test cells with a well-defined wave im-
pedance of 50V were constructed. The electrode geometry
being point–plane geometry, the point radiusr p and the elec-
trode gapd were varied independently from 0.3 to 10mm
and from 0.5 to 3 mm, respectively. The cells could be pres-
surized up to 12 MPa via a nitrogen-operated piston. Each
cell was mounted on anX–Z translation stage with a spatial
resolution of 10mm along theX-axis and 5mm along the
Z-one. The temporal study of pressure waves was achieved
by a laser–Schlieren technique~Fig. 1!, which appears to
offer the best combination of resolution and sensitivity for
fast events.6 The probe beam from a 5-mW He–Ne laser is
spatially filtered, expanded to a 10-mm-diameter collimated
beam and focused into the cell on the tip needle~or at some
known distance of it!. The focusing lens has a focal length of
135 mm. The theoretical diffraction-limited diameter of the
focal spot is 15mm; however, experimentally we measured a

spot size of about 25mm. This yields to a temporal resolu-
tion of 20 ns, which corresponds to the time necessary for
acoustic transients to travel through the probe-beam focus.
The probe beam continues its travel outside the cell by pass-
ing through a second focusing lens (f 5135 mm) with a cir-
cular apertureD2 of a diameter equal to the laser beam and
is imaged onto the sensitive area of a fast photodiode. The
active area of this photodiode is 1 mm2 and its rise time,1
ns. Both the current and photodiode signals were recorded
simultaneously on an oscilloscope~Tektronix 2440, 300-
MHz bandwidth! and then transferred to a computer for pro-
cessing.

When a transient pressure wave passes through the
probe-beam focus~spot size 25mm!, a refractive index
change occurs which produces a transient angular deflection
f of the probe. As a result, the probe beam is partially
blocked out by the apertureD2 and the intensity of the light
transmitted to the photodiode is modulated. The photodiode
signal is proportional to the modulus of the time derivative
of the pressure pulse, at the probe-beam position in the liq-
uid, and is given by11

U02U~ t !}U]P~r ,t !

]t U, ~1!

whereU0 is the photodiode voltage forf50 and]P(r ,t)/]t
is the temporal pressure change.

The light beam was checked periodically to assure align-
ment of the laser beam with the test section by maximizing
signal intensity. The photodiode signal and then the pressure
pulse can be measured along theX andZ axes~see Fig. 2! in
order to verify the wave’s sphericity.

Unfortunately, the calibration of the photodiode signal,
as it has been done in the case of optical breakdown~e.g., by
using piezoelectric transducers!, turned out to be impossible
in our case. The very low amplitude of the emitted pressure

FIG. 1. Experimental arrangement using a probe-beam deflection technique.
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waves requires putting the probe very close to the point elec-
trode where a constant high dc voltage is constantly opera-
tive. The existence of such a high electric field close to the
emission center strongly influences the transducer signal and
makes its use impossible. Hence, our experimental results
are qualitative, since we only observed the variation of the
amplitude of the photodiode signal which is proportional to
the time derivative ofP(t) @relation ~1!#.

An optical scattering setup, similar to the above, was
used to measure the bubble radius vs time.12 The focal spot
was adjusted so that the diameter of the focal spot was al-
ways greater than the maximum bubble size to be measured.
The calibration of this detection was made using the high-
speed visualization device previously described.5,12

II. EXPERIMENTAL RESULTS AND DISCUSSION

A. Chronology of events

After each current impulse, the sequence of events is as
follow: a cold plasma appears as the immediate result of
electron avalanches. In hydrocarbons, the plasma size is of
the order of the point radiusr p .13 When the probe beam is
focused on the needle tip, we observed the typical signals
shown in Fig. 3, the integrated current pulse and the photo-
diode signal being taken simultaneously. As the plasma is
produced very close to the point tip, when the probe beam is
focused on the point, we can define this as the position of the
emission center. The uncertainty about the position of the
emission center is of the order of the radius of the focus spot

~i.e., about 10mm!. The very localized injection of energy
~;ns time duration! gives rise to the emission of a spherical
pressure/shock wave~first peak on the photodiode signal
shown in Fig. 3!, followed some ns later by the formation of
a bubble which rebounds several times before disappearing
~see Fig. 3!. At the end of each expansion–collapse cycle, we
can also observe the emission of a pressure/shock wave.

Figure 4 shows the integrated current and photodiode
signals taken at a distancer of 40 mm from the emission
center. Thisr is large compared to the plasma size~2–3mm!
and also to the maximum bubble radiusRmax56mm. These
results, which are independent of the direction of observation
~X or Z axis!, indicate the pressure wave sphericity. In these
conditions, we detect only transient pressure waves: the first
one which appears at a perfectly determined delay time with
respect to the starting time of the current pulse~and indepen-
dently of the external conditions! corresponds to a pressure/
shock wave generated by the relaxation of the plasma. The
following ones have delay times with respect to the starting
time of the current pulse depending on the external condi-
tions ~mainly P`! and therefore correlated to the successive
rebounds of the bubble. The pressure waves have a time
duration of about 25 ns at half-width and a similar shape. In
addition, we note in Fig. 4 that the amplitude of the second
pressure pulse~i.e., that emitted after the first collapse of the
bubble! is higher than the initial one. This behavior has al-
ways been observed in our experiments. In optical break-
down, the converse case can also be observed.14

Figures 3 and 4 show typical signals of the formation
and collapse of a bubble which are qualitatively comparable
to those already observed in the field of cavitation bubbles
produced by laser light pulses, shock tubes, electrical sparks,
etc. In previous works,5,12 we have shown that the timeDt
between the first and second pressure pulses corresponded
exactly to the first growth and collapse phase of the bubble
and, in low-viscosity liquids such as cyclohexane, followed
Rayleigh’s equation~i.e., Dt51.83RmaxAr` /P`; here, r`

denotes the density of the liquid atP`! in the entire studied
hydrostatic pressure range 0.1–10 MPa.

Due to the different origins of the initial and second
transient pressure/shock waves, we are going to analyze
them separately. Pressure waves mean that liquid compress-
ibility is a factor which must be taken into account and this
requires the knowledge of an equation of state for the liquid.

FIG. 2. Displacementr of the needle in two directions from the laser spot
focus. The cell is mounted onX–Z translators.

FIG. 3. Illustration of events: Oscillogram of~1! the integrated current pulse
(Qi52.85 pC) ~2! the photodiode signal close to the emission center. It
records the disturbances of the medium induced by the initial acoustic tran-
sient, the bubble, and the pressure waves emitted upon bubble collapses.
~cyclohexane,P`52 MPa,Wi518.50 nJ!. The laser beam is focused on the
point tip. The spot size at focus is;25 mm. Every perturbation occurring in
this region leads to change of the refractive index of the medium.

FIG. 4. Temporal profile~curve 2! of the acoustic transients inn-pentane at
r 540mm from the emission center,P`50.8 MPa, andWi514.2 nJ. The
initial peak is followed by pressure transients corresponding to the succes-
sive bubble collapses. Curve 1: the integrated current pulse.
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B. Equation of state

The choice of an equation of state depends on the range
of pressure generated by these phenomena. We cannot mea-
sure the absolute value of the amplitude of the pressure
waves, only their propagation velocity. However, with the
pressure being related to the values of the propagation veloc-
ity, it is possible to get back to the equation of state this way.

The initial pressure/shock wave being well-defined in
time, the distancer traveled by this wave from the emission
center can be accurately plotted as a function of timet for
different hydrostatic pressures and liquids. Its velocity is
then determined from the slopes of the curver (t). At a dis-
tance over approximately 50mm from the point tip ~the
emission center!, we observed that the propagation velocity
stays constant with the distancer and is very close to the
sound velocity in the liquid for a givenP` ~Fig. 5!. The
observed processes can be considered as adiabatic. Conse-
quently, the pressure in the initial wave which can be evalu-
ated in the first approximation by (1/2)r`c`

2 is of the order
of a few hundred MPa. Here,c` denotes the speed of sound
in the liquid atP` .

When studying underwater explosions, especially shock
waves, Kirkwood proposed an equation of state~EOS! for
liquids which is accurate enough to describe high-pressure
phenomena in a pressure range of a few hundred MPa.15 This
EOS consists of a rectangular branch of hyperbola for repre-
senting the adiabatic compressibility coefficient as a function
of pressureP; this idea was first introduced by Tait in 1888
but in a slightly different way.16 The modified Tait equation
~MTE!, the name already given by Richardsonet al.,17 is
given by the following expression:

@P1B~S!#Vn5F~S! with F~S!5@P01B~S!#V0
n ,

~2!

whereV is the specific volume andV05V(P0 ,S) is the spe-
cific volume at the pressure referenceP0 . The MTE is a
complete EOS in which the coefficientn is assumed constant
andB(S) is a function of entropy alone. Now, if we suppose

that the internal energye(S,V) of the studied liquids verifies
the standard inequalities of the thermodynamic such that
(]P/]V)S,0 and (]P/]S)V.0,18 we obtain thatn.0 and
B8(S).0, where the prime index denotes the first derivative
of the function with respect toS.

Generally, the functionB(S) is taken as a constantB0 ,
which means that the MTE becomes a relation of barotropy
with a polytropic evolution; we then deduce from this that
the internal energy is the sum of two independent functions
such thate(S,V)5e0(S)1e1(V), and that the Gru¨neisen co-
efficient is equal to zero.19 This assumption leads to the fol-
lowing conclusions:

~i! the isobar and isochor specific heats are equal;
~ii ! the adiabatic and isotherm compressibilities are equal;
~iii ! the coefficient of thermal expansion at constant pres-

sure is equal to zero and the temperature is deter-
mined byT5e08(S).

We can see also that this hypothesis is very strong and
can only be made if temperature changes occurring in the
problem are small. This is generally the case for the weak
shock waves emitted after localized electrical breakdown.

However, it is possible to determine from the MTE the
adiabatic sound velocity as

c25
]P

]rU
S

5n
P1B~S!

r
with r51/V. ~3!

By plotting the variation of the square sound velocity as
a function of hydrostatic pressureP` , we can deduce the
parametersn andB. We have calculated these parameters for
various studied liquids~Table I!. These values are in good
agreement with those obtained by Macdonald.20 Then, we
are able to deduce from our experimental measurement the
parameters of the state equation for each of the liquids; this
is very important for the remainder of this study.

If the propagation of this transient pressure wave is
really acoustic, the theory predicts, for a spherical wave, a
decrease of the amplitude with the distancer traveled from
the source in 1/r .21 This is a behavior which can be observed
in Fig. 6. This result, associated with the velocity of propa-
gation, shows that this wave has the characteristics of a
spherical acoustic wave for distances over 50mm from the
emission center.

If we analyze more accurately ther (t) curves for dis-
tances lower than 50mm from the emission center, this
curves show a marked bending. This phenomenon is mainly
observed for the high values of the injected energy~e.g., in

FIG. 5. The propagation distance of the initial acoustic transient from the
emission center as a function of the delay time for different liquids atP`

52.6 MPa. The slope of each curve represents the velocity of sound in the
liquid which is roughly constant far from the emission center (r
>50mm).

TABLE I. Parametersn, B of the MTE, and the sound velocityc` calcu-
lated atP`52.6 MPa.

Liquids n B ~MPa!
c` (m/s)

(P`52.6 MPa)

Cyclohexane~293 K! 10.7 121.8 1292
n-pentane~293 K! 11.3 58.3 1055
n-decane~293 K! 10 115 1269
Hexadecane~295 K! 13.62 105.5 1382
Nitrogen ~115 K! 17.9 3.7 558
Argon ~91.7 K! 9.7 89.2 807
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cyclohexane forWi.20 nJ!. However, measurements are
only possible at a distance greater than 20mm, because there
are considerable fluctuations of the photodiode signal due to
the disturbed medium near the emission center. From the
example given in Fig. 7, we determined a propagation veloc-
ity of up to 2150 m/s close to the emission center~for the
three first points in Fig. 7!, which lasts only a few tens of ns,
and rapidly slows to a velocity of about 1280 m/s, corre-
sponding to the sonic velocity in cyclohexane. This decrease
in slope when moving away from the emission center is
more easily detectable in the case of optical breakdown,22,23

since the characteristic time of the phenomena is very large
compared to our case; thus, the transition from the super-
sonic stage to the acoustic one of the transient pressure is
determined more accurately. From this analysis we can as-
sume that the first pressure pulse has the characteristics of a
shock wave in its first stage of propagation. So, we will
further treat it theoretically as a weak shock wave.

C. Initial transient pressure Õshock wave
characteristics

In this section, we present a theoretical analysis about
the initial transient pressure assumed as a weak shock wave
in order to understand our experimental results.

Experimentally in optical breakdown, between 10% to
20% of the injected energyWi is typically lost to an initial
pressure transient~or shock wave!, less than 5% to the
bubble, and the remaining 80% or so is transformed into
heat.6 According to these experimental evidences, the in-
jected energy is broken up into thermal components (ET)
and mechanical components (EP) such that

Wi5ET1EP . ~4!

This relation has also been demonstrated theoretically by
Aitken et al.24

According to Teslenko,25 the mechanical energy is fur-
ther divided into that taken by the shock waveEsw and that
of the bubble itself,Eb

EP5Esw1Eb5k0Wi , ~5!

wherek0 is a coefficient corresponding to the part of energy
converted to mechanical energy which denoted hydraulic ef-
ficiency of the discharge.

Our experimental observations indicate that the behavior
of the shock wave is similar to that of an acoustic wave in
the case of spherical symmetry; consequently we can use the
theoretical approach of Aronset al.:26 they associated the
Hugoniot–Rankine equations with the work done by a diver-
gent sonic wave in displacement of spherical surface having
a radiusr c , that is to say: 4pr c

2*0
t DPu dt; this implies the

following relation:

Esw5
4pr c

2

r`
H E

0

t1 ~DP!2

Uc2 ~DP/r`Uc!
dt

1
1

r c
E

0

t1FDPE
0

t1
DPdtGdtJ , ~6!

whereDP5P2P` , Uc is the shock wave velocity, andt1 is
an arbitrary limit of integration. The first term in bracket
represents the acoustic radiated energy in an irreversible
way, while the second, denoted ‘‘afterflow’’ by Cole,15 rep-
resents the energy stored reversibly behind the shock wave.
However, this last term becomes rapidly negligible with re-
gard to the first one and hence: ‘‘The energy flux density is
estimated by the first term only in Eq.~6!. This term in itself
is not exact, because it is obtained in the acoustic
approximation.’’15

Now, if we express the shock wave velocityUc by the
well-known relation15 Uc5c`@11((n11)/4c`)u1#, such
that u15DP/r`c` , we obtain, if we consider only the first-
order terms, the following expressions:

Esw5
4pr c

2

r`c`
E

0

t1
~DP!2F12S n11

4
21D DP

r`c`
2 Gdt. ~7!

However, this approximation is only valid for weak shocks;
the correction term in (DP)3 contributes only for a few per-
cent in the range of pressure concerned; hence, the neglect-

FIG. 6. Variation of the initial shock/pressure wave amplitude as a function
of its traveled distance~cyclohexane,Wi513.3 nJ,P`51.1 MPa!. The term
Amp represents the maximum relative amplitude of the temporal profile
recorded by the photodiode~no calibration!. Ampl corresponds to the initial
shock/pressure wave due to the plasma relaxation.

FIG. 7. The propagation distance of the initial acoustic transient as a func-
tion of the delay time in cyclohexane atP`51.6 MPa. In the zoom, we can
observe a slight increase in the slope~'40%! near the emission center
which characterize the initial supersonic propagation of the shock
(spatial resolution55 mm).
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ing of this term is well justified. The pressure transient/shock
wave energy is then given by the impulse expression:26

Esw5
4pr c

2

r`c`
E

0

`

~P~ t !2P`!2dt, ~8!

where c` is the speed of sound in the liquid at (P` ,T`),
where P` and T` are the undisturbed liquid pressure and
temperature, respectively, andr` is the liquid density under
the same conditions. To express this integral, we have to find
a representation of the pressure variation as a function of the
maximum pressure (Pmo2P`) in the shock wave. We sim-
ply use the exponential decay in time observed experimen-
tally by Coleet al.27

The MTE is assumed to be verified and, if the initial
pressure distribution in the plasma is chosen to be Gaussian,
we obtain a relation between the maximum pressure ampli-
tude (Pmo2P`) of the shock wave and the initial bubble
energy7

Pmo2P`5
b1AD

2
, ~9!

whereD5b224C and

b5
r`c`

2

6

3Ap

2
S s

r 0
D 3

CS 3

2
,

r 0
2

2s2D 2expS 2
r 0

2

2s2D
12expS 2

r 0
2

2s2D
,

C5
r`c`

2

8pr 0
3 Eb .

Here,s is the Gaussian standard deviation,r 0 is plasma ra-
dius ~typically the plasma zone has the same dimension as
r p!, andC is the incomplete gamma function.

It is known that the bubble energyEb is proportional to
the injected energyWi ,28,4 giving a direct relationship be-
tween (Pmo2P`) and Wi

1/2. This variation seems in good
accordance with experimental results: (Pmo2P`)5a1

1a2Wi
b , ~a1 and a2 are two constants!; b50.52 in

n-pentane~Fig. 8!. The same experimental value forb was
obtained by laser-induced breakdown in water.29,30

When looking at~9!, it can be seen that the terms which
depend onP` are the sound velocityc` and the densityr` ,
but these terms can be taken as constants as long asP` is
much smaller than the Tait coefficientB. Moreover, the
bubble energy does not depend onP` ,28 we intend to find
that the amplitude (Pmo2P`) does not vary withP` . This
behavior is experimentally observed in Fig. 9 for one liquid
and three different injected energies. This implies that the
relative amplitude of the shock wave is directly proportional
to the square root of energy. This indicates too that the value
of the constant ‘‘a1’’ is small. Thus, the theoretical predic-
tions are in good accordance with our experimental results.

D. Second transient pressure wave characteristics

We have also measured the velocity of the pressure
wave emitted by the first collapse of the bubble. Forr
.50mm, we obtain practically the same values of the propa-

gation velocity as those of the initial transient pressure wave
in its sonic stage for different studied liquids~see Fig. 10!
~e.g., from Fig. 10 we determined a velocity of 1059 m/s in
n-pentane and 1314 m/s in hexadecane atP`52.6 MPa!. For
distances lower than 50mm, no conclusive results have been
obtained concerning the propagation velocity. This can be
explained by the following reason: the distance traveled by
this pressure wave depends not only on the distance between
the laser spot and the emission center but also on the lifetime
of the first expansion–implosion cycle of the bubble. This
lifetime fluctuates with the statistical variation of the injected
energy, which leads to a large spatial error. In the case of
optical breakdown, the supersonic propagation of this second
transient pressure wave has also been observed.31 In this
way, some theories on the influence of the amount of vapor
or gas inside the bubble and the physical behavior of the gas
on the collapse process have been investigated.32 It has been

FIG. 8. The initial and the second shock/pressure wave amplitudes as a
function of the square root of the injected energy~n-pentane, P`

51.6 MPa!. The measurements were done at the distancer 5160mm from
the emission center. Amp2 corresponds to the relative amplitude of the
acoustic transient emitted by the first bubble collapse.

FIG. 9. Relative amplitude of the initial shock/pressure wave normalized to
Wi

1/2 as a function of the applied hydrostatic pressure inn-pentane for three
injected energies. As we can see, the ratio of the amplitude to the square
root of energy has practically the same value when we take into account the
error induced by the experimental setup~for figure clarity, error bars are
shown only in one experiment!. This implies that the relative amplitude of
the initial shock/pressure wave is roughly proportional to the square root of
energy.

1208 1208J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Jomni et al.: Pressure waves in dielectric liquids



shown that the velocity of propagation is as important as the
initial pressure inside the bubble is weak. It implies that the
two propagation stages can be observed. But, the fact that in
our experiments the measured values correspond only to
sonic velocities for distances of about five to ten times
greater than the maximum bubble radius suggests that the
gas pressure inside the bubble during the collapse process
becomes important compared to the hydrostatic pressure of
the liquid.

In the same manner as for the initial transient pressure
wave, we have studied the amplitude of the transient wave
emitted by the first bubble collapse as a function of the in-
jected energy and of the applied hydrostatic pressure.

In Fig. 8, we observe that the maximum amplitude of the
pressure wave (Pmax2P`) emitted by the first collapse of the
bubble is almost proportional toWi

b with b50.57 in the
n-pentane. This value can be explained if we assume that in
the first approximation the liquid is incompressible and we
neglect liquid viscosity and surface tension; in this case,
Shimaet al.33 have obtained the following expression:

Pmax5Pg0F11~g021!
12g

m Gg0 /g021

. ~10!

Here, g0 is the ratio of specific heats,m5Pg0 /P`, and g
5Pv(T`)/P` wherePv(T) is the vapor pressure. The rela-
tion ~10! shows that the maximum amplitudePmax is, in the
first approximation, proportional to the initial gas pressure
Pg0 at the bubble wall; Aitkenet al.7 have shown that (Pg0

2P`) is almost proportional toWi
1/2. Then, we deduce that

the theoretical variation of (Pmax2P`) is such that:Pmax

2P`'kWi
1/2 wherek is a constant.

So, the effect of hydrostatic pressure on the maximum
wave amplitude is investigated by using the normalized vari-
ablePmax2P` /AWi . Indeed, this also takes into account the
statistical fluctuations ofWi as well as the increase ofWi

with time ~due to the erosion of the needle tip by the corona
discharges asWi'r p

a ,a;3! observed experimentally. In
Fig. 11, we observed a power decrease of the maximum am-
plitude (Pmax2P`) such thatPmax2P` /AWi}1/P` . This
means that, contrary to the initial transient pressure wave,
this one depends onP` . We know too that the maximum
radiusRmax of the bubble varies as (Wi /P`)1/3,12 so we in-
tend to find thatPmax2P` /AWi is also proportional toRmax

3

for the Wi constant. This is experimentally observed in Fig.
12 for different liquids. This variation allows us to deduce
some results which are, at the present time, very difficult to
obtain experimentally. Now, if we consider the Rayleigh–

FIG. 10. The propagation distance of the second acoustic transient emitted
by the first bubble collapse as a function of the delay time for two different
liquids ~at P`52.6 MPa!.

FIG. 11. Variation of the relative amplitude of the second acoustic transient
normalized to the square root of the injected energy as a function of 1/P`

for two different liquids:~1! cyclohexane:Wi518 nJ atr 540mm from the
emission center;~2! hexadecane:Wi518.6 nJ atr 545mm.

FIG. 12. Variation of the relative amplitude of the second acoustic transient
normalized to the square root of the injected energy as a function ofRmax

3 for
two different liquids~same conditions as Fig. 11!.

FIG. 13. Variation of the ratio Amp1/Amp2 as a function of the propagation
distance inn-pentane forr>40mm.
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Plesset equation treating the bubble dynamics in isothermal
evolution,34 this equation shows thatPmax2P`}(Rmax/
Rmin)

3. As we also know thatRmax is proportional to
(Wi /P`)1/3, Pmax2P` therefore has to vary asWi /P`Rmin

3 .
Then, from Fig. 12 we can deduce as a consequence that
Rmin

3 must vary asAWi and be independent ofP` . We have
already obtained this result experimentally when studying
bubble dynamics.35 Although, the Rayleigh–Plesset model
cannot describe the pressure waves propagation, it can be
used to evaluate the maximum amplitude of the pressure
waves. Finally, the Rayleigh–Plesset equation, when consid-
ering isothermal evolution of the gas, is certainly a good
qualitative representation of the evolution of the maximum
amplitude of the pressure wave due to bubble collapse. This
would indicate that the thermal exchanges of the bubble with
the surrounding liquid occur mainly during the collapse
phase, the expansion phase being nearly adiabatic.

III. CONCLUSIONS

In this paper, we have clarified the relation between the
energy injection, due to electron avalanches of ns duration,
into the liquid and the formation of pressure transients and
the bubble.

Our analysis of the transient pressure waves shows
clearly the difference between the first two. Basically, the
physical processes leading to their emission are quite differ-
ent. The first pressure transient is a consequence of the
plasma relaxation, whereas the second one is due to the
bubble collapse. First, the main difference of behavior be-
tween the two waves is their behavior as a function of hy-
drostatic pressure. In fact, the first one, whose amplitude
depends on the plasma size, and so on the deposited energy
~and eventually on the nature of the liquid!, is independent of
P` . On the other hand, the amplitude of the second one,
which is correlated to the bubble size and its dynamics, de-
pends onP` . This latter fact makes it quite obvious, as we
have already shown in previous studies,35 that the hydrostatic
pressure strongly affected the bubble~i.e., lifetime and size!
and its dynamics.

We have also suggested that the velocity of the first
pressure transient is supersonic for distances close to the
emission center~i.e., for r<50mm!. This supersonic stage is
only detected for the high values of the injected energy. For
the second one, we are unable to confirm the existence of a
supersonic regime.

However, far from the emission center (r>50mm), for
a givenP` the two pressure waves present a similar behavior
which can be interpreted as those characterizing an acousti-
cal spherical wave. This propriety is shown in Fig. 13, which
depicts the variation of the ratio Amp1/Amp2 as a function
of the propagation distance. We note that this ratio remains
constant, whatever the distance. This implies that they verify
the same law of attenuation.

Moreover, we have also studied these phenomena in
more viscous liquids (m>3 1023 Pa s). Our experiments
show only the appearance of the pressure transient due to the
current pulse, and no pressure wave emitted by the bubble
was detected, since its dynamics is described only by one
dissymmetrical cycle and no rebounds.4 This dissymmetry is
due to the effect of viscosity which particularly affects the
time of the bubble collapse; this collapse time becomes more
and more important the higher the liquid viscosity.

Our experimental results are qualitatively similar to
those obtained by nanoseconds laser-induced breakdown,
and therefore, present an extrapolation to smaller character-
istic scales of the results obtained by optical cavitation~see
Table II!.
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We investigate theoretically the nonlinear propagation of the limited diffraction Bessel beam in
nonlinear media, under the successive approximation of the KZK equation. The result shows that the
nth-order harmonic of the Bessel beam, like its fundamental component, is radially limited
diffracting, and that the main beamwidth of thenth-order harmonic is exactly 1/n times that of the
fundamental. ©2000 Acoustical Society of America.@S0001-4966~00!00503-8#

PACS numbers: 43.25.Jh@MFH#

INTRODUCTION

Bessel beams were first developed in 1941 by Stratton
and were named undistorted progressive waves.1 In the past
decade, both Bessel beams and a more general type of beam
calledX wave have been widely investigated in the fields of
acoustics and optics.2,3 Theoretically, aJ0 Bessel beam~the
lowest-order Bessel beam! with an infinite aperture has a
beam profile of thezeroth-order Bessel function of the first
kind in the transverse plane and can travel to an infinite
distance without changing its beam profile and amplitude.
Numerical simulations and experiments show that even when
produced with a finite aperture, this beam has a very large
depth of field where the beam profile approximately main-
tains a J0 Bessel function distribution. Because of these
properties, the Bessel beam may have many potential
applications,2–6 such as ultrasonic imaging. It may also be
applied to harmonic imaging developed recently.3,5,7–9In ad-
dition, the dispersion feature of theJ0 beam has been dem-
onstrated to be applicable in nonlinear optics, where this
beam can be viewed as a light beam with a tunable
wavelength.10

In previous work, we studied theoretically the second
harmonic generation of the Bessel beam.7 Analysis indicates
that the second harmonic of this beam is limited diffracting
in the radial direction and the main beamwidth of the second
harmonic is equal to one-half of that of the fundamental
component in the Bessel field. In this paper, we investigate a
more general case. It will be shown that for aJ0 Bessel
beam, the harmonic of an ordern is also radially limited
diffracting and its main beamwidth is exactly 1/n times that
of the fundamental component.

I. THEORY AND RESULTS

Assuming that an axial-symmetric source, with an angu-
lar frequencyv and a characteristic radiusa, oscillates har-
monically in time and that the sound absorption of the me-
dium can be neglected~in attenuating medium, an
exponential decay of the fundamental may occur!, from the
KZK ~Khokhlov–Zabolotskaya–Kuznetsov! equation7,11 and

the perturbation method, we obtain the solution for the fun-
damental component of waves in terms of dimensionless
variables11

q̄l~j,h!5
2

ih E
0

`

expS i
j21j82

h D J0S 2jj8

h D q̄l~j8!j8 dj8,

~1!

and the solution for thenth-order harmonic component

q̄n~j,h!5 (
l 51

n21

q̄nlm~j,h!, ~2a!

where

q̄nlm~j,h!5
n2

8 E
h850

h E
j850

` j8

h2h8

3expS in~j21j82!

h2h8 D J0S 2njj8

h2h8D
3q̄l~j8,h8!q̄m~j8,h8!dj8 dh8, ~2b!

and n5 l 1m. @Notice that in Eq.~2a! we have ignored the
production of lower harmonics from higher harmonics be-
cause the pressure amplitude of the (m11)th-order har-
monic is assumed to be much smaller than that of themth-
order harmonic.# In these equations,j5r /a andh52z/ka2

are the radial and axial dimensionless coordinates,k5v/c,
andc is the speed of sound of medium. Correspondingly, the
notationsr and z denote the radial and axial coordinates.
q̄l(j8) is the distribution function of the sound beam on the
plane h50. Equations~1! and ~2! can be viewed as the
complex-valued pressure amplitudes in a dimensionless form
for the fundamental andnth-order harmonic components, re-
spectively. These solutions are derived under the conditions
that the Mach number«!1 and (ka)2@1.

Assume that theJ0 beam with a scaling parametera has
the form

q̄l~j8!5J0~aj8! ~3!

at the source. In previous work7 it has been shown that the
fundamental component of this beam is given by

q̄l~j,h!5J0~aj!expS 2
i

4
a2h D , ~4!
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and the second harmonic under an asymptotic condition
(a2h is sufficiently large! can be expressed as

q̄2~j,h!5&S ei3p/4

4aAp D J0~2aj!h1/2expS 2
ia2

2
h D . ~5!

In the following, we will derive a more general case that the
nth-order harmonic component of the Bessel beam has the
J0(naj) function distribution in the radial distance. From
Eqs. ~4! and ~5!, we can assume in general that under the
asymptotic condition (a2h is sufficiently large! the l th- and
mth-order harmonics of the Bessel beam are given by

q̄l~j,h!5AlJ0~ laj!h~ l 21!/2 expS 2
i l

4
a2h D ~6!

and

q̄m~j,h!5AmJ0~maj!h~m21!/2 expS 2
im

4
a2h D , ~7!

respectively. From Eq.~2b!, it follows that ~notice thatq̂mln

is different fromq̄mln by a constant!

q̂nlm~j,h!5E
h850

h E
j850

` j8

h2h8

3expS in~j21j82!

h2h8 D J0S 2njj8

h2h8D
3J0~ laj8!J0~maj8!

3expS 2
in

4
a2h8Dh8~n/2!21 dj8 dh8. ~8!

To simplify, we change Eq.~8! first to a triple integral

q̂nlm~j,h!5
1

p E
h850

h E
j850

` E
t850

p j8

h2h8

3expS in~j21j82!

h2h8 D J0S 2njj8

h2h8D
3J0~laj8!expS 2

in

4
a2h8D

3h8~n/2!21 dj8 dh8 dt8, ~9!

wherel5( l 21m222lm cost8)1/2 and the formula

pJ0~X!J0~x!5E
0

p

J0@~X21x222Xx cost !1/2#dt ~10!

has been used. Applying the following

E
0

`

J0~at !J0~bt !e6 ig2t2tdt

56
i

2
g22 expF7

i

4
g22~a21b2!GJ0S 1

2
abg22D , ~11!

we have

q̂nlm~j,h!5
i

2pn Eh850

h E
t850

p

J0~laj!expS 2
ia2l2h

4n D
3expF2

ia2

4
h8S l2

n
2nD Gh8~n/2!21 dh8 dt8.

~12!

Formally, the integral abouth8 in the equation above can be
expressed in terms of the incomplete Gamma function
P(a,z), which is defined by formula 6.5.1 from Ref. 12. We
then obtain

q̂nlm~j,h!5
2i

pn
expS 2

ina2

4
h D E

t50

p/2

J0~laj!b2n/2

3exp~bh!GS n

2D PS n

2
,bh Ddt, ~13!

with b5 ia2( lm/n)cos2 t and the transformed variablet
5t8/2. In order to analyze Eq.~13!, we concentrate on the
function

f n~ t !5b2n/2 exp~bh!GS n

2D PS n

2
,bh D . ~14!

Note that this function resembles function~11! of Ref. 7, and
its real and imaginary parts are extremely similar to the delta
function under the asymptotic condition mentioned above.
Therefore, Eq.~13! can be approximated well under this con-
dition with

q̂nlm~j,h!5
2ei3p/4

Apn2a
expS 2

ina2

4
h D

3J0~naj!h~n21!/2A n

lm
. ~15!

From Eqs.~2! and ~15!, one obtains thenth-order harmonic
component of the Bessel beam

q̄n~j,h!5AnJ0~naj!h~n21!/2 expS 2
in

4
a2h D . ~16!

The coefficientAn is given by the following recursive rela-
tionship @obtained by inserting both Eqs.~16! and ~15! into
Eq. ~2a!#

An5
Anei3p/4

4Apa
(
l 51

n21

AlAmA 1

lm
. ~17!

Let

An5An S ei3p/4

4Apa
D n21

Cn , ~18!

from Eq. ~17!, we have

Cn5 (
l 51

n21

ClCm or Cn5 (
l 51

n21

ClCn2 l , ~19!

whereCn is the Catalan number. The first two terms ofCn

are given byC151 andC251, and generally

Cn5
1

n S 2n22
n21 D . ~20!
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Finally, the nth-order harmonic component of the Bessel
beam can be expressed by

q̄n~j,h!5AnCn S ei3p/4

4Apa
D n21

expS 2
ina2

4
h D

3J0~naj!h~n21!/2. ~21!

Notice that Eq.~21! is obtained by assuming the interaction
of nonlinear components in the nearfiled is negligible so that
the asymptotic results in Eqs.~6! and~7! can be inserted into
Eq. ~2! to get Eq.~8!.

II. DISCUSSION

From Eq.~21!, we see that under the asymptotic condi-
tion (a2h is sufficiently large! thenth-order harmonic of the
Bessel beam is radially limited diffracting and its beamwidth
is exactly 1/n times that of the fundamental. Many advan-
tages of the Bessel fundamental beam have been demon-
strated in the fields of ultrasonic imaging and tissue
characterization.5,3 Here we point out an additional advan-
tage of this beam when it is applied to harmonic imaging due
to the nonlinearity of media.7–9 It is known theoretically and
experimentally that for conventional ultrasonic beams~fo-
cused or not!, the beamwidth of the nonlinearly generated
nth-order harmonic is generally 1/An times that of the
fundamental.13,14 The present analysis indicates that in ultra-
sonic imaging due to the signal of thenth-order harmonic
component, higher resolution can be obtained by using the
Bessel beam rather than conventional beams that have the
same resolution at the fundamental frequency. It should be
noticed that in frequency-dependent attenuating media such
as biological soft tissues, harmonics of very high orders are
very weak and thus cannot be measured in practice. How-
ever, this is true for both limited diffraction Bessel beams
and conventional beams.

We must emphasize the validity of Eq.~21! that is de-
rived based on the so-called quasilinear~or successive! ap-
proximation method. This equation is not a uniformly accu-
rate expression for thenth-order harmonic component of the
Bessel beam. From the perturbation theory, the analysis in
this paper is valid when the following inequality is satisfied:

S 2

p D 1/2b~ka!2

a S u0

c Dh1/2,
1

&
, ~22!

whereb is the acoustic nonlinearity coefficient of the me-
dium andu0 is the vibration velocity at the source center.
This condition coincides with that obtained in the second
harmonic case.7 This indicates that thenth-order harmonic
Bessel beam has a finite depth of field. In fact, the depth of
field of the harmonics may be similar to that of the funda-
mental.

The current analysis is based on the ‘‘ideal’’ case under
which the aperture of the sound source, i.e., the Bessel beam
function, is infinite. In this case, the depth of field of the

Bessel fundamental beam is extended into infinity. Accord-
ingly, the depth of field of annth-order harmonic, as pre-
dicted by Eq.~21!, is also infinite. In practical applications,
however, the aperture sizes of beams are always finite. With
a finite aperture, the depth of field2,4 of a Bessel beam is
finite, and is a function of the scaling parameter, the aperture
radius, and the wavelength of the beam. Within the depth of
field, the property of the fundamental Bessel beam can still
be characterized by Eq.~4! and the same may also be true for
the nth-order harmonic@Eq. ~21!# of the Bessel beam but
with a beamwidth that isn times smaller than that of the
fundamental. This has been verified numerically in the case
of the second harmonic.8

Finally, our analysis has ignored the attenuation of
sound in media. Although this has little influence on the
radial distribution of sound beams, it leads to an exponential
decay of the amplitudes in axial direction. In medical appli-
cations, higher harmonics have a higher attenuation that may
limit the depth of penetration. A further theoretical and ex-
perimental study will be conducted for the higher harmonics
in attenuating media.

III. CONCLUSION

We have obtained a theoretical expression of an
nth-order harmonic component of the Bessel beam. The re-
sult shows that annth-order harmonic of the Bessel beam is
also limited diffracting in the radial direction and the main
beamwidth is exactly 1/n times that of the fundamental com-
ponent.
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Mechanisms for subcritical penetration into a sandy bottom:
Experimental and modeling results
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This paper presents preliminary results of a recent study whose overall objectives are to determine
the mechanisms contributing significantly to subcritical acoustic penetration into ocean sediments,
and to quantify the results for use in sonar performance prediction for the detection of buried
objects.In situ acoustic measurements were performed on a sandy bottom whose geoacoustical and
geomorphological properties were also measured. A parametric array mounted on a tower moving
on a rail was used to insonify hydrophones located above and below the sediment interface. Data
covering grazing angles both above and below the nominal critical angle and in the frequency range
2–15 kHz were acquired and processed. The results are compared to two models that account for
scattering of sound at the rough water–sediment interface into the sediment. Although all possible
mechanisms for subcritical penetration are not modeled, the levels predicted by both models are
consistent with the levels observed in the experimental data. For the specific seafloor and
experimental conditions examined, the analysis suggests that for frequencies below 5–7 kHz sound
penetration into the sediment at subcritical insonification is dominated by the evanescent field, while
scattering due to surface roughness is the dominant mechanism at higher frequencies.
@S0001-4966~00!02401-2#

PACS numbers: 43.30.Bp, 43.30.Gv@DLB#

INTRODUCTION

Sonars are important tools for the detection of buried
objects such as pipelines or sea mines. The detection of such
objects by conventional high frequency sonars~on the order
of 100 kHz!, which are typically used for imaging objects
lying proud on the seabed, is limited by the physics of sound
penetration into the sediment.

Various research institutions have proposed buried ob-
ject detection and classification systems using lower frequen-
cies~on the order of 10 kHz!, and normal incidence or swath
approaches designed to work above the critical grazing
angle. The NATO SACLANT Undersea Research Center
~SACLANTCEN! has investigated an alternative approach to
buried object detection using a parametric source~with sec-
ondary frequencies in the range 2–15 kHz! at low, including
subcritical, grazing angles. This approach would provide
higher coverage rates compared to normal incidence or swath
approaches assuming equivalent detection performance.

In order to pursue this approach, it is very important to
understand the basic physics underlying the penetration of
acoustic energy into ocean sediments. Snell–Descartes
analysis1 predicts evanescent energy propagating in the sedi-
ment for subcritical grazing angles. Recent investigations2,3

have shown experimental evidence of ‘‘anomalous’’ acoustic
penetration below the critical grazing angle, where anoma-
lous refers to levels above those predicted for the evanescent
field. Several theoretical explanations have been promul-
gated for this phenomenon, including: scattering due to
roughness of the water–sediment interface,4 the effect of us-

ing a narrow beamwidth,5 the porous nature of the sediment
that leads to a second ‘‘slow’’ compressional wave with a
wave speed less than the speed of sound in water,6 and vol-
ume inhomogeneities within the sediment that have shown a
role in backscattering and may also scatter the evanescent
wave.7–10

The overall goal of this work is to determine the main
physical mechanisms for anomalous acoustic penetration
into sandy sediments, and to quantify the effect to aid in
buried object detection sonar design and performance predic-
tion. Preliminary acoustic measurements addressing this pen-
etration issue were performed using a parametric sonar. This
paper describes the analysis of data obtained for hydro-
phones deployed at two different depths into the sediment
~30 and 60 cm! for a wide range of grazing angles and fre-
quencies of the incident beam. Section I describes the experi-
mental setup, including the acoustic equipment used and the
rail facility specially designed for this kind of experiment.
The results and interpretation of environmental characteriza-
tion measurements are also given. Section II describes the
results obtained after processing the collected data. First, the
time domain signals measured on the buried hydrophones are
described. Then the variation of the received levels in the
sediment is given as a function of the grazing angle, the
frequency, and the hydrophone burial depth. Section III suc-
cinctly presents the different theoretical approaches and the
associated numerical models used for comparison with the
data. The first model uses a combination of the standard
OASES code11 and a perturbation approach to compute the
3-D scattered field12 in the sediment. The second model cor-
responds to a 3-D simulation of the scattered field in the
sediment using Helmholtz–Kirchhoff theory on a rough
surface.13 The two models operated on the same realization
of a rough surface with characteristics similar to that mea-

a!Currently with: Applied Physics Laboratory, University of Washington,
Seattle, WA 98105.

b!Currently with: Ocean Engineering Department, MIT, Cambridge, MA
02139.
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sured by divers during the at-sea experiment. Section IV pre-
sents the comparison of the data to the models. The analysis
suggests that, for the specific seafloor and experimental con-
ditions examined, subcritical penetration is dominated by the
evanescent field below 5–7 kHz, while scattering due to sur-
face roughness is the dominant mechanism for higher fre-
quencies. Section V summarizes the effort and gives direc-
tions for future work.

I. EXPERIMENTAL SETUP

A. Equipment and geometry

The sonar used for this experiment was the commercial
TOPAS PS 040~TOpographic PArametric Sonar!.14 This

transducer transmits a weighted high frequency, or ‘‘pri-
mary’’ frequency, burst centered around 40 kHz. The non-
linear properties of the water produce a low frequency, or
‘‘secondary’’ frequency, superdirective radiation in the fre-
quency range 2–15 kHz. The source level is approximately
238 dB re: 1 mPa @ 1 m for the primary frequency. The
secondary frequency source levels vary from about 190 to
203 dB re: 1 mPa @ 1 m in the 2–15 kHzfrequency band.
The broadband beamwidth in the secondary frequency band
is roughly 3.5 by 7.0 degrees. A complete calibration of the
TOPAS transmitter may be found in Ref. 14.

Figure 1 shows side and top views of the experimental
geometry for the penetration measurements. The transmitter
was mounted on a tower fixed 8 m from the seafloor. The
tower, with a stabilizing structure underneath as seen in Fig.
2, was then mounted on a 24-m-long linear rail along which
it could be precisely positioned using a pneumatic motor. A
small video camera was mounted on the structure, trained on
markings on the rail, in order to provide an accurate measure
of the lateral position of the tower.

The TOPAS transmitter was mounted in a pan-and-tilt
assembly with a motion reference unit~MRU! so that the
pointing direction of the sonar could be accurately controlled
and measured. Figure 3 shows the structure used to support
the transmitter, and the pan-and-tilt motors. The 16-element

FIG. 1. Side and top views of the experimental geometry.

FIG. 2. Tower, stabilizing structure,
and rail.
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array shown in the figure was used as a receiver for a differ-
ent portion of the trial.

As seen in the side view of Fig. 1, three receiving hy-
drophones were used~Reson type TC4034!, mounted on a
rigid vertical stick. One was suspended 60 cm above the sea
floor. The two other hydrophones were buried into the sedi-
ment at230 cm and260 cm, respectively. The hydrophone
pre-amplifiers were specifically designed to reject the pri-
mary frequency band of the parametric sonar, thereby pro-
viding better dynamic range for the secondary frequency sig-
nals. The grazing angle was varied by moving the tower
along the rail. For a given lateral position on the rail, the
transmitter was mechanically steered via the pan-and-tilt unit
so that the main response axis of the transmit beam was
pointing to the patch of seafloor above the buried hydro-
phones. Subsequently, a series of pulses was transmitted and
the signals received on the three hydrophones were recorded.

Of some concern in an experiment like this is the use of
a parametric source, since it has been previously shown that
they can produce sediment penetration effects significantly
different from conventional linear sources when the primary
near field is truncated by the water–sediment interface.15 For
the TOPAS, the primary near-field distance is calculated to
be 10.67 m.14 Since this is less than the ranges considered in
the experiment, this truncation effect is not considered as a
contributor to any penetration effects.

B. Bottom properties

The experiment was performed in 10-m water depth on a
sandy bottom in the Biodola Gulf on the north side of Elba
Island, Italy. A sub-bottom profiling~‘‘boomer’’ ! survey was
performed in the area before burying the hydrophones. The
first layer of sand was found to be approximately 1.8 m
thick. Cores~30 cm deep! were collected in order to measure
the average sound speed~1720 m/s!, porosity~44.6%!, grain
size ~0.2-mm mean diameter!, and density~1.92 g/cm3! of
the sediment. CTD measurements in the water column indi-
cated a sound speed of 1530 m/s, resulting in a nominal
critical angle of arccos~1530/1720!>27.2 degrees. It is im-
portant to note that the sediment sound speed was measured
with laboratory equipment operating at 200 kHz. The rel-
evance of this measurement to the low frequency penetration
is an important issue which will be addressed in Sec. IV and
in the Appendix.

Measurement of the bottom roughness was performed
by divers who estimated the sand ripple height and wave-
length. It was found that the rms roughness was on the order
of 2.5 cm, and the mean sand ripple wavelength was esti-
mated to be 20 cm. The mean sand ripple orientation relative
to the rail was estimated to be roughly 30 degrees.

FIG. 3. TOPAS parametric sonar with
pan-and-tilt motors.
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II. EXPERIMENTAL RESULTS

As mentioned in the previous section, the penetration
data were collected by mechanically steering the transmitter
to the buried hydrophones and transmitting a series of pings.
By steering to the hydrophone in the water, reference signals
were also recorded. An example can be seen in Fig. 4. The
top plot shows the reference signal in the time domain. The
portion of the signal between 0 and 0.25 ms~between the
two dark vertical bars! is the direct path transmitted signal.
This gated portion of the signal is then the reference trans-
mitted signal used for further processing. The other arrival
centered near 0.4 ms is due to the bottom bounce path. This
roughly 0.25-ms pulse~often called a ‘‘Ricker’’ pulse! is a
common seondary frequency transmit signal for parametric
sources like the TOPAS.14 Reference signals were collected
for each rail position~and, hence, range and grazing angle!.
The bottom plot of Fig. 4 shows the gated reference signal in
the frequency domain.

Figure 5 shows the received signals on the230-cm bur-
ied hydrophone for four grazing angles: 30, 22, 18, and 15
degrees. The grazing angle~GA! is marked at the top of each
plot. These signals are the result of coherently averaging the
received time series over a set of consecutive transmissions
in order to maximize signal to noise ratio. Between 30 and
50 pings were used for the various averages. Note that the
vertical scales are not the same from plot to plot. The time
scales are relative, with the 0-ms reference chosen to be the
estimated received signal starting time for each signal. For
all grazing angles, the signals are characterized by an initial
pulse that looks much like the reference signal of Fig. 4,
followed in time by lower level signals that grow in relative
amplitude~with respect to the initial pulse! at lower grazing
angles. Figure 6 shows the corresponding received signals on
the260-cm buried hydrophone. The 30 degree grazing angle
signal is much like those seen on the230-cm hydrophone.
The other three signals, however, tend to be dominated by
the signals following the initial pulse. Further interpretation

of these signals will appear in the section dealing with com-
parison to models~Sec. IV!.

In order to quantify the acoustic penetration into the
sediment for comparison to the models used in this study, a
measure called the ‘‘penetration ratio’’ was devised. For a
given frequency, the penetration ratio is defined as the mag-
nitude squared of the ratio of the pressure at a point in the
sediment to a reference pressure,

PR~ f !5UPsed~ f !

Pref~ f !
U2

5
uPsed~ f !u2

uPref~ f !u2
. ~1!

The reference pressure is an idealized pressure that would
exist at the location in space directly above the buried hy-
drophone at the water–sediment interface in the absence of
the sediment. In the case of a plane wave, the reference pres-
sure would simply be the incident field. In our case, the
reference pressure is taken from the frequency domain de-
scription of the gated reference signal as described earlier.

FIG. 4. Example of a signal recorded on the hydrophone in the water~top!.
The direct path signal~between 0 and 0.25 ms! is considered as a reference
transmit signal for further processing, and is shown in the frequency domain
in the bottom plot. The other signal centered at 0.4 ms is due to the bottom
bounce path.

FIG. 5. Received signals at different grazing angles~30, 22, 18, and 15
degrees! for the hydrophone buried230 cm in the sediment.

FIG. 6. Received signals at different grazing angles~30, 22, 18, and 15
degrees! for the hydrophone buried260 cm in the sediment.
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Figure 7 displays the computed penetration ratios in dB
~thick lines! for the data on the230-cm ~top plot! and
260-cm ~bottom plot! buried hydrophones at the four graz-
ing angles. ThePsed( f ) values were computed by gating the
signals from Figs. 5 and 6 between 0 and 2.0 ms, zero pad-
ding, and Fourier transforming. ThePref( f ) values were
computed from the appropriate reference signals. The thin
lines in Fig. 7 are estimates of the background noise levels in
terms of the penetration ratio. The raw noise level estimates
were computed by taking a 2-ms window of data before the
gated signals used to computePsed( f ), and applying stan-
dard techniques for spectral analysis of stationary random
signals with a Hamming data taper and Parzen lag window
~see Ref. 16 for details!. These raw noise level estimates
were then ‘‘normalized’’ with the reference signal@similar to
the way in which theuPsed( f )u2 values are ‘‘normalized’’ via
Eq. ~1!# in order to give an indication of the background
noise levels for the penetration ratios.

For the230-cm case~top plot of Fig. 7!, the estimated
signal-to-noise ratios~SNRs! are in general quite high, with
values greater than 20 dB. The penetration ratios for the
lowest three grazing angles are characterized by a nearly
linear falloff versus frequency until 7 or 8 kHz, and a level-
ling out at higher frequencies. For any given frequency, the
penetration ratio also tends to decrease with grazing angle.
The penetration ratio for the highest grazing angle~30 de-
grees! is at an overall higher level than the other three, and

the higher frequency phenomenon noted above is not as ob-
vious.

For the260-cm case~bottom plot of Fig. 7!, the SNRs
are generally lower, especially for the lowest grazing angle
~15 degrees! below roughly 8 kHz. As for the230-cm case,
the highest grazing angle exhibits an overall higher penetra-
tion ratio than the other grazing angles, and shows a nearly
linear falloff versus frequency across the band. The other
grazing angles show a tendency toward a linear falloff versus
frequency in the lower part of the band~as for the230-cm
case!, with increasing ~although erratic! levels between
roughly 8 and 15 kHz. Note that the SNRs for the three
lowest grazing angles are quite high~roughly 20–30 dB! in
the higher frequency regime.

The following section~Sec. III! will describe the models
used to compare with the data. Some of the features seen in
the data will be addressed more fully in the data-models
comparison section~Sec. IV!.

III. MODEL DESCRIPTIONS

The experimental penetration data have been compared
to two models based on different approximations to the han-
dling of the bottom penetration problem, although both con-
sider roughness scattering. Both models include the evanes-
cent component as well as the roughness scattering
contribution, but one uses a low frequency approximation for
modeling the scattering contribution, while the other uses a
high frequency approximation. The frequencies involved in
the experiments are in the transition region between the two
approximations, so the performance of both modeling ap-
proaches wasa priori uncertain. In addition, neither of the
models had earlier been compared against other models or
experimental data for the penetration problem. Therefore, the
present study also served an important model validation pur-
pose. The models considered here were mainly used to vali-
date the obtained experimental results and to qualitatively
~and not quantitatively! identify the main mechanisms re-
sponsible for the sub-critical penetration.

The first model is based on OASES-3D12 which uses
wave number integration in combination with a perturbation
approach to compute the three-dimensional coherent and
scattered fields in stratified ocean waveguides with rough
interface patches~a low frequency approximation!. The sec-
ond model uses Helmholtz–Kirchhoff theory for penetration
through a rough surface13 ~a high frequency approximation!.

A. OASES-3D bottom penetration modeling

The three-dimensional version of the OASES propaga-
tion model has recently been combined with a perturbation
approach in order to model scattering from rough seabeds.
This technique allows full wave theory modeling of the 3-D
field associated with bottom interaction of narrow-beam so-
nars such as the TOPAS parametric source used in this
investigation.12 The new OASES-3D model consistently
handles both the coherent component of the full waveguide
field including the evanescent bottom penetration, and the
scattering produced by seabed roughness.

As a first step, the standard OASES code is applied to
compute the field in a waveguide with smooth interfaces.

FIG. 7. Penetration ratio in dB~thick lines! versus frequency and grazing
angle for the230-cm ~top plot! and 260-cm ~bottom plot! buried hydro-
phones. The thin lines correspond to estimated background noise levels.
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Subsequently, the interface scattering is computed using the
perturbation approach to rough elastic interface scattering
developed by Kuperman and Schmidt.17,18 The original per-
turbation theory is based on a 2-D Fourier transform formu-
lation for interfaces of infinite extent. For computational rea-
sons this approach is only feasible for evaluation of the
scattered field in a plane geometry with one-dimensional
roughness.18 However, many sonar problems are character-
ized by a sonar ‘‘footprint’’ or ‘‘patch’’ of limited spatial
extent, as is the case for the TOPAS. An alternative imple-
mentation of the perturbation theory has therefore been de-
vised, which in effect represents the insonified roughness
patch as a virtual source distribution. The field produced by
this source distribution can then be very efficiently evaluated
by wave number integration models such as OASES using
azimuthal Fourier synthesis.19

The approach used in OASES-3D uses a spatial realiza-
tion of the roughness statistics, or a directly measured rough-
ness patch, to generate a single field realization. The coher-
ent component of the field, including the evanescent bottom
field, is computed by the OASES code11 using standard wave
number integration for stratified waveguides.20 This ap-
proach expresses the field produced by a point source of time
dependence exp(2ivt) in each layerl in the stratification in
terms of an integral representation,

x l~r !5E
0

`

@x̃ l
1~kr !e

ikzz1x̃ l
2~kr !e

2 ikzz#krJ0~krr !dkr .

~2!

Herez and r are the depth and range coordinates, andkr is
the horizontal wave number. The depth dependence of the
field is represented by the exponentials, withkz being the
vertical wave number, defined as

kz5H Akl
22kr

2, kr<kl ,

iAkr
22kl

2, kr.kl ,
~3!

wherekl5v/cl is the medium wave number for layerl. In
this form, the integral representation clearly separates the
field into waves propagating vertically in the layer (kr

<kl), and waves which are exponentially growing or decay-
ing, the evanescent waves (kl<kr), separated by the critical
wave numberkr5kl . The amplitudesx̃ l

6(kr) are found by
matching the boundary conditions of continuous particle mo-
tion and stresses~pressure! at all interfaces in the stratifica-
tion.

Following the computation of the coherent field by wave
number integration, the scattering by rough interfaces can be
consistently handled using the method of small perturbations
developed by Kuperman and Schmidt.17 Here, the term
‘‘small’’ is intended with respect to the acoustic wavelength.
For arbitrary fluid-elastic stratifications, this theory decom-
poses the wave field into coherent and scattered components
of the field potentialx l in layer numberl,

x l5^x l&1sl . ~4!

Away from physical sources and the rough interfaces,
the scattered potential satisfies the same homogeneous Helm-
holtz equations as the coherent field with the same boundary

conditions. However, the physical sources are replaced by a
virtual source distribution resulting from perturbation theory
as a convolution of roughness and the coherent field.17,21,22

For a finite size roughness patch or sonar footprint, the
scattered field can then be represented by a spatial integral
over the patchP,

s~x!5E
P
Gv~x,xv!d2xv , ~5!

whereGv(x,xv) is a generalized Green’s function satisfying
the standard Helmholtz equation and the virtual source dis-
tribution. The result is a representation of the scattered field
as an azimuthal Fourier series of wave number integrals
given by

s~r ,u!5 (
m52`

`

exp~ imu!E dqqJm~rq !

3F E
P
G̃v

m~q,r v ,uv!r v drv duvG . ~6!

B. Helmholtz–Kirchhoff bottom penetration modeling

This approach is based on the Helmholtz–Kirchhoff in-
tegral and the Kirchhoff approximation.

In the case of water–seafloor–water scattering, accord-
ing to Brekhovskikh,23 for a deterministic surface, the fol-
lowing local criterion~Rayleigh criterion! has to be satisfied
in order that the Helmholtz–Kirchhoff approximation may
be used:

P52krc sinug@1. ~7!

k is the wave number,r c is the local radius of curvature, and
ug is the local grazing angle of the incident sound wave.

In Ref. 13, it was found, considering the variation of the
Rayleigh parameter for a random rough surface, that any
model based on the Kirchhoff approximation intending to
quantify the sub-critical penetration into sandy seafloors
should not be used at grazing angles lower than 10° to 15° if
the frequency is as low as 2–3 kHz. The Kirchhoff approxi-
mation is only valid for gently undulating surfaces, i.e., for
surfaces whose ratioss / l is small, wheress is the seafloor
rms roughness andl the average correlation length. For ex-
ample, at 5 kHz, in the 10°–30° range, the condition@Eq.
~7!# is not satisfied for seafloors having a ratioss / l larger
than 0.15.

A full description of this model and discussion of its
validity regions is beyond the scope of this paper, and may
be found in Ref. 13. An overview of the modeling method is
presented here.

Figure 8 shows a schematic of the geometry considered
for the calculation. The model first analyticaly expresses the
elementary pressure contributiondp(R8) received at a fixed
point R8 within the sediment from a pointR located on the
water–sediment surface.

Considering a directional source atP transmitting a
pulse p0e(t) with a beam directivity gainDi(P2R, f ),
dp(R8) takes the form~in the time domain!
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dp~R8,t !5
p0R0

4pc1R1R2
@11R12~R!#e8S t2

R11n28R2

c1
D

3@cos~g~R!!1n2 cos~g8~R!!#

* F 21$e2~a f R2!/2%* F 21$Di~P2R, f !%dSR, ~8!

where 11R12(R) is the local water–sediment plane wave
transmission coefficient,g~R! is the angle made between the
incident direction and the normal vectorn to the surface at
R, g8~R! is the angle made between the refracted direction
and the normal vector2n to the surface atR, n28 is the real
part of the mean water–sediment index of refractionn2, and
c1 is the average sound speed in water. The termdSR corre-
sponds to a surface element of the seafloor atR. F 21 de-
notes an inverse Fourier transform and* denotes convolu-
tion. The terma is the attenuation term assuming a linear
dependence with frequency.

The surface ensemble is defined as all the seafloor el-
ementary surfaces (St) which are seen from the source atP,
i.e., those which are not in the ‘‘shadow zones,’’ therefore
assuming geometric scattering from the interface. It must be
mentioned that the implementation of the shadowing by
abruptually truncating the surface field at the shadow edges
may cause unphysical diffraction from these edges.

The second step of the model consists of computing the
total pressure field received at the hydrophonep(R8,t) by
summing all the elementary pressuresdp(S)(P8,t) over the
surface (St),

p~R8,t !5E
~St!

dp~R8,t !. ~9!

C. Rough water–sediment interface modeling

Both modeling approaches differ from some traditional
scattering computations in that they do not use formal aver-
aging to achieve field statistics. Instead the scattered fields
are computed deterministically using modeled realizations of
a seabed with given roughness statistics. In the studies per-
formed here, both models use the same synthetic rough sur-
face with spatial characteristics similar to those observed
during the experiment.

A filtered Gaussian spectrum~following the method of
Pouliquenet al.13! that accounts for both isotropic and aniso-
tropic features was chosen to describe the seafloor interface.
It is expressed in the general form

Ws~K !5Qs~K ,Kc!1Qs~K ,2Kc!, ~10!

where K5(Kx ,Ky) is the spatial frequency, Kc
5(Kxc ,Kyc) describes the average ripple wavelength, and

Qs~K ,Kc!5H C expS 2r l xl y~Kx2Kxc!~Ky2Kyc!2 l x
2~Kx2Kxc!

22 l y
2~Ky2Kyc!

2

2~12r2!
D , uKu.Khp ,

0, uKu<Khp.

~11!

Here,l x and l y are the components of the correlation length,
and r is the correlation coefficient between thex and they
direction~r will be set to 0 in this study for simplicity!. The
spatial frequencyKhp sets the limit of a high-pass filter
which is necessary for typical seafloors for which low fre-
quency content is absent~the first moment of the sea floor
height field is expected to be zero!. This filter removes very
large-scale features.C is a normalizing factor such that

E
s
Ws~K !dK5ss

2, ~12!

wheress is the rms roughness.
The spectrum defined above is used for generating real-

izations of the water–sediment interface based on the Fourier

synthesis method.24 To generate a seafloor realization, a sur-
face height power spectrum is first generated by randomizing
part of the phase and amplitude ofWs(K ). It is then con-
verted to an amplitude field in the spatial domain using an
inverse Fourier transform. Figure 9 shows an example of a
generated seafloor interface height field used for the simula-
tions to follow. Using the information about the seafloor
gathered during the experiment, the rms roughnessss is set
to 2.5 cm,uKcu is 31.5 rad/m~giving a ripple wavelength of
20 cm!, Khp is 10 rad/m, and the ripple direction~skewness!
is 30 degrees.

IV. DATA-MODELS COMPARISON

As mentioned in the previous section, both models ac-
count for the coherent component of the sound field in the

FIG. 8. Geometry of the Helmholtz–Kirchhoff formulation. The source is
located atP and is transmitting an acoustic signal towards the seafloor. A
hydrophone is located atR8 in the sediment. The element of surfacedSr is
located atR. n is the local normal to the surface.g is the angle between the
normal vectorn and the incident direction.g8 is the angle between the
normal vectorn and the vectorR2. u is the grazing angle.
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sediment, as well as a component due to scattering from the
rough water–sediment interface. While the first component
can be thought of in a deterministic sense, the second should
be considered in a stochastic sense, i.e., the particular seaf-
loor above the buried hydrophones is a realization of a two-
dimensional random process. It must be kept in mind, there-
fore, that since the given realization present during the
experiment could not be reproduced exactly for the simula-
tions, more qualitative interpretations of the levels for the
scattering phenomenon are necessary.

The models were run assuming the experimental geom-
etry presented in Sec. I, the measured density of the sediment
~1.92 g/cm3!, and the realization of the seafloor roughness
shown in Fig. 9. A compressional wave attenuation of 0.5
dB/l ~wherel is the wavelength in m! was assumed, which
is a nominal value for this type of sediment.20 During the
data-models comparison, however, it was found that a sedi-
ment sound speed of 1685 m/s was necessary in order to
bring the model results into agreement with the data. Al-
though this sound speed is within the estimated error~1720
m/s 63%! of the sound speed measurement system used on
the cores~travel time measurements using short acoustic
pulses centered at 200 kHz!, a possible theoretical explana-
tion for lower sound speed at lower frequencies is presented
in the Appendix. Also note that the use of this sound speed
implies a change of the nominal critical angle to
arccos~1530/1685!>24.8 degrees.

Figure 10 shows the comparison of the penetration ratio
data from the230-cm hydrophone at 30 degree grazing
angle~solid green line! to the various model results. Assum-
ing plane wave isonification, OASES predicts the solid red
line, which is somewhat above the data. The dashed blue line
shows the results from OASES when the finite width of the
TOPAS beam is approximated by using a focused vertical
array.5 It must be mentioned that the achieved beamwidth
with this technique is not meant to exactly reproduce the
TOPAS beampattern. The main objective of this simulation
is to show qualitatively the influence of a relatively narrow

beamwidth on the penetration. Note that the finite beamwidth
lowers the penetration ratio at this supercritical angle. The
reason is that the finite beamwidth generates paths that, in
the vicinity of the critical angle, are below the critical angle,
and therefore contribute less than the above critical angle
paths to the penetration.

The dash-dot black line in Fig. 10 shows the results of
the Helmholtz–Kirchhoff model. The levels predicted are
fairly consistent with the data, although they tend to fall off
slightly at the lower frequencies. The black crosses show the
results of the penetration ratio due to surface scattering cal-
culated by OASES-3D. They are well below the coherent
field predicted by OASES. In order to mitigate somewhat the
realization specific fluctuations of the model output, the

FIG. 9. 3-D display of a 10 m by 10 m
seafloor realization. The rms rough-
ness ss52.5 cm, uKcu531.5 rad/m
~giving a ripple wavelength of 20 cm!,
and spatial frequency for the high-pass
filter Khp510 rad/m.

FIG. 10. Measured and modeled penetration ratio for hydrophone at230
cm. The grazing angle is 30 degrees. The data are shown in green. The
OASES coherent field is shown in solid red line~plane wave! and dashed
blue line ~TOPAS beam!. The OASES scattered field is shown by black
crosses. The Helmholtz–Kirchhoff model results are shown in dash-dot
black line.
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OASES-3D scattering result was obtained by averaging the
penetration ratio over five spatially separated hydrophone lo-
cations at the same depth~230-cm depth in this case, with
one simulated hydrophone at the center of the illuminated
patch, and four others 0.5 m to the left, right, front, and
back!. This procedure is also followed for the other
OASES-3D results to be be shown. In sum, these results
imply that the energy in the sediment for this geometry
across the frequency band of interest is dominated by the
coherent field.

Figure 11 shows the comparison of the penetration ratio
on the260-cm hydrophone at 30 degree grazing angle~solid
green line! to model results. As in the230-cm case for this
grazing angle, the TOPAS beam simulation~dashed blue
line! shows a lower penetration ratio than the plane wave
results~solid red line!, and is relatively consistent with the
data values. The Helmholtz–Kirchhoff model output~dash-
dot black line! also shows a level and trend similar to that of
the data. The results of the OASES-3D scattering model are
too low to appear on the plot. Again, in an overall sense,
these results imply that the energy measured in the sediment
for this case is dominated by the coherent field across the
frequency band examined.

Figure 12 shows the data-models comparison for the
230-cm hydrophone at 18 degree grazing angle, well below
the nominal critical angle. Note that the penetration ratio axis
of this plot extends to230 dB, as opposed to the two previ-
ous comparisons that only extend to210 dB. For subcritical
cases, the TOPAS beam simulation~dashed blue line! gives
a higher penetration ratio than the plane wave results~solid
red line!. This is due to the finite spatial spectrum of the
source, i.e., some of the energy is arriving at the water–
sediment interface above the ‘‘geometrical’’ critical angle
assumed for a plane wave.5 The level of the OASES-3D
scattering result~black crosses! is consistent with the data
above roughly 8 kHz, where this component is dominating

the coherent prediction of OASES. The Helmholtz–
Kirchhoff results are also consistent with the data in this
frequency regime. Unfortunately, there does appear to be a
roughly 5-dB upward bias of the data compared to the mod-
els below 8 kHz in this case. This may be attributable to
beampattern effects that are not completely taken into ac-
count by the models, but it remains a result that is not en-
tirely consistent with the other data-model comparisons. It is
important to mention that the Helmholtz–Kirchhoff approxi-
mation, as already mentioned previously, tends to be less and
less valid as long as the frequency decreases, which could
also explain the mismatch between the data and the

FIG. 11. Measured and modeled penetration ratio for hydrophone at260
cm. The grazing angle is 30 degrees. The data are shown in green. The
OASES coherent field is shown in solid red line~plane wave! and dashed
blue line ~TOPAS beam!. The contribution of the OASES scattered field
was not high enough to be shown on the figure. The Helmholtz–Kirchhoff
model results are shown in dash-dot black line.

FIG. 12. Measured and modeled penetration ratio for hydrophone at230
cm. The grazing angle is 18 degrees. The data are shown in green. The
OASES coherent field is shown in solid red line~plane wave! and dashed
blue line ~TOPAS beam!. The OASES scattered field is shown by black
crosses. The Helmholtz–Kirchhoff model results are shown in dash-dot
black line.

FIG. 13. Measured and modeled penetration ratio for hydrophone at260
cm. The grazing angle is 18 degrees. The data are shown in green. The
OASES coherent field is shown in solid red line~plane wave! and dashed
blue line ~TOPAS beam!. The OASES scattered field is shown by black
crosses. The Helmholtz–Kirchhoff model results are shown in dash-dot
black line.

1223 1223J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Maguer et al.: Mechanisms for subcritical penetration



Helmholtz–Kirchhoff model results at the lower frequencies
of our band of interest.

Finally, Fig. 13 shows the data-models comparison for
the 260-cm hydrophone at 18 degree grazing angle. The
data~solid green line!, OASES coherent field results~plane
wave is solid red, TOPAS beam is dashed blue!, and
Helmholtz–Kirchoff result~dash-dot black! show good con-
sistency below 5 kHz, where it appears that the evanescent
field is the dominant component of the field. Above this fre-
quency, the models show moderate agreement~in terms of
mean level! with the data. The OASES scattering result
~black crosses! shows a smoother variation with frequency
due to the spatial averaging performed.

Referring back to Figs. 5 and 6, we can now attempt to
interpret some of the features seen in the time domain sig-
nals. For the signals on the230-cm hydrophone~Fig. 5!, the
initial pulse can be seen to widen in time, which can be
associated with the effective ‘‘filtering’’ the sediment has
performed on the signal via the exponential decay versus
frequency of the evanescent wave. Also, the signals arriving
after the main pulse both at230 and260 cm are consistent
with the interface scattering mechanism as described by
Thorsoset al.4

Although not presented in detail here, two other separate
modeling efforts were made which are worthy of note. Using
OASES, shear speeds of 400 m/s and less~typical values for
this type of sediment! were assigned to the sediment layer,
but the model output did not show any significant penetration
effect with this addition~the model results presented previ-
ously assumed no support for shear waves in the sediment!.
Also using OASES, the sediment was treated as a poroelastic
medium via Biot theory. Since many of the Biot parameters
were not available, nominal values were used and varied
within reasonable ranges~see also the Appendix!. The levels
of the generated slow wave observed in these simulations
was far below any of the levels observed in the data.

Several shortcomings of these data have prevented
meaningful time domain, ‘‘arrival separation’’ type process-
ing: the sparsity of the measurements in receiver position and
grazing angle, and the low SNR in parts of the frequency
band on the260-cm hydrophone. This type of processing
could help to separate and define the mechanisms contribut-
ing to the penetration. Lacking this, we can only say that the
mechanisms modeled~finite beamwidth and interface scat-
tering! provide a reasonable explanation for the levels of
energy observed in the sediment, although other mechanisms
cannot be definitively ruled out at this time.

V. CONCLUSION

This paper has described an initial attempt to determine
the cause of sound penetration into sediments in the fre-
quency band 2–15 kHz and to quantify the amount of energy
received on buried hydrophones for insonification below the
critical angle. The comparison between the data and the
models dealing with the evanescent wave and the roughness
scattering suggests, for this bottom type, the presence of two
main mechanisms, the relative significance of which depends
on the frequency range. For low frequency~up to 5–7 kHz
for the seabed examined!, the main contribution to the pen-

etration is the evanescent coupling in combination with the
finite beamwidth effect, while roughness scattering provides
a reasonable explanation for the anomalous levels observed
at higher frequencies.

It was also observed that significant amounts of energy
are penetrating in the bandwidth 2–3 kHz, even for low graz-
ing angles. This suggests a potential benefit from using so-
nars in this frequency range for the detection of buried ob-
jects.

It must be mentioned that, to our knowledge, this is the
first time that a quantification of the contributions of the
evanescent field and, potentially, roughness scattering to the
penetration into the sediment has been obtained from an at-
sea experiment. Moreover, the obtained results were consis-
tent with levels predicted by two different models. Even
though more experimental validation is needed, this study
has already provided an important initial verification of these
two models.

Future work will be dedicated to the validation and ex-
tension of these results through further at-sea experiments
and model development. Some of the shortcomings of the
current experiment, such as measurement sparsity and low
SNR, will be addressed in further work so that more defini-
tive statements can be made about the mechanisms at work.
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APPENDIX: SEDIMENT SOUND SPEED VARIATION

As mentioned in the main text, it was found that using a
sound speed of 1685 m/s in the sediment as input to the
acoustic models instead of the the 1720 m/s measured from
the sample cores provided better data-model fits. An example
of the sensitivity of the penetration ratio to sediment sound
speed can be seen in Fig. A1, where above~32 degree! and
below ~18 degree! critical angle geometries are modeled for
sediment sound speeds of 1650, 1685, and 1720 m/s~with
associated critical angles of 22.0, 24.8, and 27.2 degrees,
respectively!. For the above critical case, the variation with
sound speed is insignificant. Below critical angle, the differ-
ences in penetration ratio grow with increasing frequency.
For our case~1685 vs 1720 m/s!, there is a roughly 4-dB
difference in the levels at 5 kHz, and 7-dB difference at 10
kHz.

The value of 1720 m/s was calculated based on travel
time measurements through the cores of short pulses cen-
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tered at 200 kHz. The penetration measurements themselves,
however, took place at much lower frequencies~2–15 kHz!.
A possible explanation for this apparent frequency depen-
dence of the sediment sound speed can be provided by the
Biot theory for poroelastic sediments, which can be modeled
within OASES. An important parameter for this model is the
sediment permeability, which was unfortunately not mea-
sured on the sample cores. Therefore, Fig. A2 shows model
results for sediment compressional wave speed versus fre-
quency for two different values of permeability that are rep-
resentative of historically observed values for this type of
sand:k51310210m2 and k54310211m2. The other pa-
rameters measured from the cores~density and porosity!
were used, and the other free Biot parameters were adjusted
to yield 1720 m/s at 200 kHz. The model predicts a decrease

in sound speed for decreasing frequency such that an average
value of 1685 m/s in the 2–10 kHz regime is not unrealistic.
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show the results for two different permeabilities within the range typical for
this type of sand.
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In this paper, a perfectly matched layer~PML! absorber, recently introduced into the
electromagnetic propagation literature by Be´renger@J. Comput. Phys.114, 185–200~1994!#, is
adapted for use with both paraxial and wide-angle acoustic parabolic equations~PEs!. Our
procedure incorporates an imaginary component into the transverse coordinate that mimics the
introduction of a fictitious absorber on the edge of the computational grid. Use of such an
impedance-matched layer can significantly reduce spurious reflections compared to physical
absorbing layer methods and thus allows a smaller number of boundary points to be employed in PE
calculations. Numerical results obtained with several higher-order propagator approximations
confirm that such impedance-matched absorbers efficiently eliminate reflections.
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INTRODUCTION

Several one-way propagation procedures currently exist
for solving various parabolic equations relevant to underwa-
ter acoustics~see Ref. 1, pp. 343–412 and the references
therein!. In particular, numerical methods have been devel-
oped to treat both range-independent and range-dependent
inelastic and elastic media that accurately account for discon-
tinuous changes in material properties, highly divergent
fields and bidirectional field propagation.2 Each parabolic
equation must be supplemented with relevant boundary con-
ditions along the cross-range edges of the computational
grid. For underwater sound propagation, the ocean surface is
usually modeled simply as a pressure-release boundary. A
more complicated procedure is required, however, to treat
the interaction of the field beneath a penetrable sea-bottom
where a downgoing radiation condition usually applies.

In treating radiation conditions, two cases can be distin-
guished. The first of these results if the field physically un-
dergoes further reflection at the position of the computational
window boundary or at some distance beyond this location.
Sometimes, the boundary interaction can be described in
terms of a local impedance condition as in radar3 and atmo-
spheric sound4 propagation near the Earth’s surface. In un-
derwater acoustics, however, such locally reacting conditions
are generally not applicable, and nonlocal boundary condi-
tions that incorporate the full spectral behavior of the reflec-
tion coefficient describing the interaction with the subbottom
must be used instead.5

A second case results if the subbottom is assumed to be
homogeneous and semi-infinite so that all power leaving the
computational domain should physically radiate downward
to infinity. Numerous local and nonlocal boundary condi-
tions of varying degrees of accuracy may then be applied to
remove this component of the acoustic field. The most direct

procedure is to introduce a physical absorbing layer which, if
the absorber strength increases sufficiently gradually, re-
moves a large fraction of the incident field by an attenuation
mechanism without introducing spurious reflections.6–12

Generally, the absorber is terminated by imposing a
pressure-release condition at the base of the layer. For some
problems, the use of physical absorbers necessitates a large
number of grid points, and can be computationally ineffi-
cient. Consequently, several alternate approaches for han-
dling the downgoing radiation field have been proposed. The
most accurate of these involve nonlocal procedures that em-
ploy the previous history of the acoustic field along the com-
putational window edges to determine the downgoing bound-
ary condition at the successive propagation step.5,13–19While
such nonlocal methods can be made arbitrarily precise,20

their implementation requires more effort compared to local
methods. Moreover, they cannot easily be adapted to three-
dimensional problems or extended to accommodate multi-
term Pade´21 or split-step Pade´ PEs.22

Recently, several researchers have examined an alterna-
tive absorbing mechanism that is equivalent to introducing a
fictitious imaginary component into the transverse coordi-
nates. Such a procedure greatly reduces any unphysical~and
unwanted! reflections from the boundary layer.23–33 Al-
though this observation had its roots in early analytic work
on electromagnetic modes,23 its first major application was in
the area of finite-difference time-domain analysis of electro-
magnetic fields.24 A considerable amount of work has since
been expended on developing a theoretical basis for the
method and on applying this knowledge to the generation of
increasingly accurate radiation boundary conditions. The for-
malism has since been adapted to one-way wave propagation
by several authors,34,35 as well as to elastic fields.36 Careful
analyses of the errors arising from grid-point discretization
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have been performed and compared to numerical
results.32,37,38

In this paper, we address a key element that extends
previous work38 on this so-called perfectly matched layer
~PML! method, especially as it relates to frequency-domain
propagation in underwater acoustics. Namely, we perform a
detailed numerical study of the manner in which the reflec-
tivity of such layers depends on the wide-angle capability of
the underlying propagation technique. Our results indicate
that in fact the reflection coefficient is almost unchanged
with the wide-angle order of the propagation method, from
which we conclude that the detailed theory that has been
derived for paraxial methods should apply as well to higher-
order wide-angle techniques.

I. PE PROPAGATORS

As a first step, we construct several one-way propaga-
tion equations for a medium with a varying densityr(z)
located between the surface (z50) and bottom (z5zb) of a
stratified ocean. The sound speed and absorption are desig-
nated byc(z) and a(z), respectively. Defining a reference
wave numberk05v/c0, we relate the fieldc to the complex
pressurep according to

p~r ,z!5
c~r ,z!exp~ ik0r !

Ak0r
. ~1!

In terms of the square-root operatorA11X, which is com-
posed of the dimensionless expression

X5N2211k0
22r

]

]z S r21
]

]zD , ~2!

with N(z)5n(z)@11 ia(z)# and n(z)5c0 /c(z), outgoing
propagating waves in the far-field (k0r @1) can be described
formally by the exact ‘‘one-way’’ evolution equation7–9

]c

]r
5 ik0$211A11X%c. ~3!

The propagation operator associated with this equation is

c~r 1Dr ,z!5exp$2d1dA11X%c~r ,z!, ~4!

where we have setd5 ik0Dr . Combined with appropriate
boundary conditions, Eq.~4! yields the exact solution of the
discretized one-way propagation problem.

The standard, paraxial PE results if the square-root op-
erator in Eq.~3! is approximated by

211A11X' 1
2X. ~5!

Substituting Eq.~5! into Eq. ~3! yields

]c

]r
5 1

2ik0Xc, ~6!

with the associated one-way propagator

c~r 1Dr ,z!5exp$ 1
2dX%c~r ,z!. ~7!

The accuracy of the paraxial equation is limited to
acoustic waves whose dominant horizontal wave numbers lie
close to the value chosen fork0. Sound energy emitted from

more highly divergent radiation sources is more accurately
described by wide-angle equations. Two procedures are com-
monly employed to construct energy-conserving wide-angle
equations and propagators from Eq.~3! and Eq.~7!.

In the first procedure, a@M ,M #-Padéapproximation is
applied toA11X followed by M @1,1#-Padéapproximants
with respect tod. That is, first write21

c~r 1Dr ,z!5expH (
m51

M
dam,MX

11bm,MXJ c~r ,z!, ~8!

where the real coefficientsam,M andbm,M are given by

am,M5
2

2M11
sin2

mp

2M11
, ~9!

bm,M5cos2
mp

2M11
, ~10!

followed by the unitary single-term approximations

exp
dam,MX

11bm,MX
'

11cm,M
1 X

11cm,M
2 X

, ~11!

with cm,M
6 5bm,M6 1

2dam,M .
The lowest-order (M51) equation of this series gives

a1,151/2 andb1,151/4 and leads to the rational-linear ap-
proximation

211A11X'

1
2X

11 1
4X

. ~12!

The resulting third-order PE,

S 11
1

4
XD ]c

]r
5

1

2
ik0Xc, ~13!

is due to Claerbout39 and can be put in the implicit finite-
difference form

$11 1
4~12dX!%c~r 1Dr ,z!5$11 1

4~11dX!%c~r ,z!.
~14!

It should be noted that although a higher-order Pade´ approx-
imant to the propagator will generally allow larger range
steps to be taken, the accuracy of the overall approximation
with respect toX will not be improved.

Once Eq.~8! has been evaluated to the desired~trans-
verse! Padéorder inX, the exponential of the sum of com-
muting terms may be written as the product of exponentials
of the individual terms and a@1,1#-Padéapproximant can
then be applied to each of these partial propagators. Alterna-
tively, a @M ,M #-Padéapproximation may be applied to the
exponential of the full sum and the numerator and denomi-
nator of the resulting expression factored into the products of
first-order polynomial expressions inX. In either case, once
d is specified, the algebraic expressions for the propagator
can be recast numerically into the partial fraction form

exp$2d1dA11X%511 (
m51

M
ãm,MX

11b̃m,MX
. ~15!
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Consequently, in a multiprocessing system, each processor
can be assigned one of the terms,m51, . . . ,M on the right-
hand side of the expression

c~r 1Dr ,z!5c~r ,z!1 (
m51

M
ãm,MX

11b̃m,MX
c~r ,z!, ~16!

so that allM terms may be evaluated in parallel and then
summed. In two dimensions, all of the above procedures
involve numerically efficient routines for multiplying and in-
verting tridiagonal matrices and have therefore been widely
applied.

Due to the use of@1,1#-Padéapproximants with respect
to d, however, the above procedure requires sufficiently
small values ofd in order to maintain accuracy. We therefore
consider a second procedure which permits larger values ofd
for a desired level of accuracy.22 In particular, we apply a
@M ,M #-Padéapproximation with respect toX directly to the
exact exponential propagation operator to generate an ex-
pression of the form

exp$2d1dA11X%5
11GM~d,X!

11GM* ~d,X!
, ~17!

where* denotes complex conjugate. In theM52 case, for
example, we findG2 given by

G2~d,X!5
g2,1~d!X1g2,2~d!X2

g2~d!
, ~18!

with

g2~d!5d223, ~19!

g2,1~d!5 1
4d

31 1
2d

22 3
4d2 9

4, ~20!

g2,2~d!5 1
48d

41 1
16d

32 1
16d

22 27
16d2 27

16. ~21!

The correspondingM53 propagator is derived from

G3~d,X!5
g3,1~d!X1g3,2~d!X21g3,3~d!X3

g3~d!
, ~22!

in which

g3~d!5d6218d41135d22135, ~23!

g3,1~d!5 1
4d

71 3
4d

62 9
2d

52 33
2 d4

1 135
4 d31 585

4 d22 135
4 d2 675

4 , ~24!

g3,2~d!5 1
40d

81 1
8d

72 3
8d

623d5

1 3
4d

41 225
8 d31 225

8 d22 135
4 d2 405

8 , ~25!

g3,3~d!5 1
960d

91 1
160d

82 1
64d

72 11
64d

6

2 3
64d

51 57
32d

41 45
16d

32 135
64 d22 405

64 d2 135
64 . ~26!

For M52 andM53, respectively, these results are equiva-
lent to applying a@M ,M #-Padéapproximation to the square-
root operator followed by a@M ,M #-Padéapproximation to
the resulting exponential function. This equivalence holds
for any M. Since propagator approximations forM.3 are
tedious to express analytically, however, it is expedient to
compute them numerically onced is specified.

II. ABSORBING LAYERS

A central problem encountered when underwater acous-
tic fields are propagated numerically is that of removing
downward radiating field components at the computational
boundary. In this section, we analyze two procedures for
attenuating radiated energy that are based on using a physical
absorbing layer and a perfectly matched layer, respectively.
We first consider the standard parabolic equation and apply
the half-range Fourier transform

C~s,z!5E
0

`

c~r ,z!exp~2 isr !dr ~27!

to Eq. ~6! to obtain

]2C

]z2
1g2~s!C50, ~28!

where g2(s)5k0
2(N22122s/k0) is the squared vertical

wave number and we have chosen the branchIg.0. The
horizontal wave numbers of the standard PE is related to the
horizontal wave numberk of the scalar wave equation by the
mappingk5k0A112s/k0 ~see, e.g., Ref. 15!.

Consider a uniform layer of thicknessh appended to the
basez5zb of the PE computational domain. Within a thin
homogeneous layer just abovez5zb , the solution to Eq.
~28! can be written as

C25exp@ ig2uz2zbu#1R exp@2 ig2uz2zbu#. ~29!

Here, the subscripts ‘‘6 ’’ are used to denote quantities atz
5zb60, R is the plane wave reflection coefficient, and the
dependence ons has been suppressed. Inzb,z,zb1h, we
setr15r2 , n15n2 and impose a Dirichlet boundary con-
dition on the field atz5zb1h.

In the case of a physical absorber, we setN15n1(1
1 ia1) and obtain for the field in the layer

C15T exp@ ig1~z2zb!#2T exp@2 ig1~z2zb22h!#.
~30!

Imposing the continuity ofC andr21Cz acrossz5zb then
yields the reflection coefficient of the physical absorbing
layer in the form

R5
R02exp~2ig2h!

12R0 exp~2ig2h!

5R01~R0
221!exp~2ig2h!1 . . . , ~31!

whereR05(g22g1)/(g21g1) is the reflection coefficient
associated with the top of the layer. The second term in Eq.
~31! corresponds to the amplitude reduction due to a round-
trip passage of the wave in the lossy layer. The apparent
reflection loss of this wave component is given by

R'exp~2ig2h!⇒uRu'exp~22Ig2h!. ~32!

Clearly, the jump in absorption acrossz5zb must be small to
keepuR0u small. However, in order to significantly attenuate
the round-trip component of the reflected field, smaller val-
ues ofa1 must be compensated by larger values ofh. An
acceptable trade-off between these requirements can be real-
ized by smoothly tapering the absorber strengtha(z) within

1228 1228J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 D. Yevick and D. J. Thomson: PE impedance-matched absorbers



the layer. This can renderR0'0 for a given maximum value
of a without changingh.6–12

In a perfectly matched layer, we instead set the refrac-
tive index N15N2 ~so that g15g2) and stretch the
z-coordinate forzb,z,zb1h according toz* 5z(11 ia).
Accordingly, inserting

]

]z
→ ]

]z*
5~11 ia !21

]

]z
~33!

in Eq. ~28!, transforms the standard PE forC* (z)5C(z* )
in the layer into

~11 ia !22
]2C*

]z2
1g1

2 ~s!C* 50. ~34!

Proceeding as in the case of the physical absorber, we find
that the field just abovez5zb still has the form of Eq.~29!,
while inside the layer the solution that satisfies a pressure-
release condition at the stretched depthz* 5zb1h* can be
written as

C1* 5T exp@ ig1~z* 2zb!#

2T exp@2 ig1~z* 2zb22h* !#. ~35!

For constanta, the continuity conditions acrossz5zb be-
come C25C1* and ]zC25(11 ia)21]zC1* . Applying
these conditions to Eq.~29! and Eq.~35! yields the result

R52exp@2ig1h* #⇒uRu5exp@22~aRg11Ig1!h#.
~36!

Note thatIg1.0⇒Rg1.0. The formula forR in Eq. ~36!
corresponds to the expression obtained by Be´renger in an
electromagnetic context.24 It exhibits the remarkable feature
that a reflected wave from the top of the PML layer is absent.

While increasing the value ofa1 in Eq. ~32! yields un-
acceptably large values ofuR0u, this restriction does not ap-
pear to apply toa in Eq. ~36!. This attractive PML property
for continuous media does not hold true, however, when the
continuous problem is discretized on a computational
grid.37,38 In this case, the use of a suitably tapered profile
a(z) can significantly reduce the discretization-induced re-
flections. For this purpose, we choose for 0,z2zb,h an
a(z)-profile of the form37

a~z!5 1
2p$12cos@~z2zb!p/h#%q[H~p,q! ~37!

in our subsequent finite-difference calculations incorporating
perfectly matched layer absorbers.

Within the absorbing layer, the numerical implementa-
tion of the loss mechanisms differ for the two procedures.
This is seen by inspection of the standard PE of Eq.~6!,
which we write as

~38!

For the physical absorber, the introduction of loss into the
refractive index affects the coefficient ofc in the lens term.
In contrast, for the perfectly matched layer, the introduction

of a stretched depth coordinatez* affects the computation of
the Laplacian in the diffraction term.

The above analysis for the standard PE also applies to
the higher-order PEs of Eq.~15!. These equations only differ
from the paraxial equation in the form of the expression for
the vertical wave number associated with a given PE ap-
proximation, which only affects the PE dispersion relation.
That is, the squared vertical wave number for theM th-order
Padéapproximation given in Eq.~15! is given by40

gM
2 5k0

2$N22122s/k02s2/k0
2%1O~s2M11!. ~39!

Replacingg in the above analysis withgM in Eq. ~39! yields
the same expression forR in both Eq.~32! and Eq.~36!.

Comprehensive analytical and graphical results for the
reflection coefficient as a function of angle for both absorb-
ing and impedance-matched boundary layers are presented
elsewhere.37 A key finding of this reference is that for a
physical absorber the discretization-induced reflection loss
from an inhomogeneous layer defined bya(zl)
[IN(zl)/n(zl) at grid positionszl5zb1 lDz, Dz5h/L for
l 50, . . . ,L, is given to the first nontrivial order in the grid
point spacing by

uRu'expF22Dz(
l 50

L

Ig~zl !G . ~40!

In comparison, for an impedance-matched layer, a
z-dependent imaginary stretching of the grid point spacing is
obtained by setting the complex distance between grid points
zl andzl 11 to

Dzl* 5@11 ia~zl !#Dz, ~41!

which generates the continuous reflection loss

uRu5expH 22Dz(
l 50

L

@a~zl !Rg~zl !1Ig~zl !#J . ~42!

As noted earlier, the discrete nature of the grid points
results in additional contributions to the reflection coefficient
of Eq. ~40! and Eq.~42!. For a perfectly matched layer, the
discrete reflection coefficient can be shown to be37

R~zl !5 1
16~2i 1al 211al 11!~al 212al 11!G21O~G4!,

~43!

whereG25222 cos(gDz) and we have setal5a(zl). Defin-
ing a ‘‘mathematically equivalent’’ lossy absorber defined by
the requirement that the transverse decay of a plane wave in
an isotropic PML medium equals that of an impedance-
matched layer with a specifieda(zl)[Hl(p,q), we find that
the extra reflection to Eq.~40! attributed to the discrete grid
point spacing is

R~zl !5
al2al 11

2i 1al1al 11
1O~G!. ~44!

Since Eq.~43! is second-order rather than zero-order inG,
the discretization-induced reflection for the perfectly
matched layer is typically several orders of magnitude
smaller than that associated with a physical absorber.

Finally, we remark that to implement the above
z-dependent stretching of the imaginary part of the
z-coordinate, the finite-difference approximation to the La-
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placian operator is constructed from the standard three-point
expression for non-equidistant grid pointszl 21* , zl* , and
zl 11* , namely,

]2c

]z* 2U
z5zl

'
2/Dz2

21 ial1 ial 11
H c l 112c l

11 ial 11
2

c l2c l 21

11 ial
J .

~45!

Pressure-release boundary conditions can be applied at the
computational window boundary since, for sufficiently large
al , the overall reflection from an impedance-matched layer
is nearly independent of the boundary condition at the layer
endpoint except at nearly grazing incidence.41

III. NUMERICAL RESULTS

Three test cases were chosen to examine the degree to
which a numerical implementation of the impedance-
matched absorbing boundary condition eliminates reflections
from the edges of the computational domain. The first case
involves the reflection of a Gaussian acoustic beam that is
steered obliquely toward an impedance-matched layer. This
case is intended to establish the degree to which the reflec-
tion coefficient depends on the type of propagator employed.
The second case involves a modified Lloyd mirror configu-
ration adapted from PE Workshop II Test Case 12 and is
designed to study the ability of the impedance-matched layer
~IML ! to absorb highly divergent radiation from a point
source. Finally, in the third case, a leaky waveguide configu-
ration ~Ref. 1, pp. 249–251! due to Bucker is used to com-
pare the effectiveness of the impedance-matched layer with
that of previous methods based on the use of absorbing lay-
ers and nonlocal boundary conditions.15,19

A. Example 1: Gaussian beam

The field of a single-frequency acoustic Gaussian beam
has az-dependent profile atr 50 in the form (w530 m)

c~z!5exp@2~z2z0!2/w21 ik0 sinuz!]. ~46!

Specifically, we consider a 40-Hz beam steered down-
wards at an angle ofu545° with respect to the pressure-
release ocean surface alongz50. The medium inz.0 is
taken to be lossless with a uniform sound speed and density
of 1500 m s21 and 1 g cm23, respectively. The beam is
propagated downrange on a computational mesh of range
stepDr 510 m and depth stepDz54 m and is allowed to
interact with an impedance-matched boundary layer that oc-
cupies the region 840,z,1000 m. For the purpose of this
test case, the 40-point PML is parameterized byHl(4,1) in
Eq. ~37!. Numerical experience indicates that a considerably
thinner absorbing region could be employed subject to a
careful optimization of the layer properties.

For each calculation, the operatorX is first constructed
by discretizing the appropriate approximations to Eq.~3!,
together with the impedance-matched or absorbing boundary
conditions on the 250-point transverse spatial grid. Subse-
quently, each relevant propagator, Eqs.~4!, ~7!, ~8! or ~17!, is
evaluated numerically by performing the indicated matrix
inversions, multiplications, square-root operations and/or ex-

ponentiations exactly as specified in the relevant expression.
The resulting matrix representation of the propagator is then
applied to advance the initial acoustic field in Eq.~46!
through repeated matrix-vector multiplications. For example,
the acoustic field amplitude profile atr 5500 m, calculated
with a @4,4#-Padéapproximation to the square-root function
using this technique, is displayed in Fig. 1. The propagated
field ~solid line! at the lower computational window bound-
ary is observed to be negligible in accordance with Eq.~42!.
Therefore, the reflection from the boundary layer is domi-
nated by the reflectivity induced by the discrete grid, except
for very small transverse wave vector components. In con-
trast, the non-negligible incident field~dashed line! at the
upper window boundary persists downrange due to the inter-
action with the pressure-release surface.

In Fig. 2, we display for the exact propagator the power
loss P(r ) of the propagating field as a function of range,
defined as

P~r !5210 log10

* uc~r ,z!u2dz

* uc~0,z!u2dz
. ~47!

FIG. 1. Amplitude of the acoustic field at a ranger 5500 m~solid line! from
the Gaussian source field incident atr 50 m ~dashed line!.

FIG. 2. Total field amplitude as a function of range for the Gaussian beam.
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Accounting for the effects of the Gaussian field shape, this
curve clearly demonstrates that the field amplitude falls ex-
ponentially once the beam is in contact with the impedance-
matched boundary layer and then stabilizes after it has fully
reflected away from the boundary. The value of the field
amplitude after a full reflection from the boundary, which
occurs nearr 51500 m for the exact propagator, provides a
convenient measure of the effectiveness of the impedance-
matched layer for a given acoustic propagator. This full re-
flection distance increases tor'1700 m for the paraxial and
low-order Pade´ propagator approximations since the effec-
tive propagation angle that results when these propagators
are applied is less than the true 45° beam angle.

In Table I, the relative amplitude calculated after a full
reflection~at r 5r 8), namely

exp$2P~r 8!/20%[S * uc~r 8,z!u2dz

* uc~0,z!u2dz
D 1/2

, ~48!

is listed for various acoustic propagators. These values are
within 1% of each other, and indicate that the magnitude of
the reflectivity from the impedance-matched layer, Eq.~42!,
is comparable for both paraxial and wide-angle methods.
Moreover, varying the total propagation distance by6100 m
also changes the predicted loss by less than 1%. We are
therefore justified in applying the impedance-matched proce-
dure to realistic wide-angle acoustic calculations in the fol-
lowing section.

B. Example 2: Lloyd mirror

In this example, we consider a fluid medium with the
same properties as in the previous example, but with the
Gaussian beam source replaced by a 40-Hz point acoustic
source located at a depthz05150 m. The exact solution to
this Lloyd mirror problem is given analytically by

c~r ,z!5Ar exp~2 ik0r !H exp~ ik0R2!

R2
2

exp~ ik0R1!

R1
J ,

~49!
where the slant ranges to a receiver from the source and its
geometric image about the planez50 are defined byR6

2

5r 21(z6z0)2. All computations were performed using a
10-m range step, a 0.5-m transverse depth step and a 500-m
thick transverse computational domain. To reduce sampling
issues associated with the field divergence at the source po-
sition, the analytic field in Eq.~49! at a range of 25 m from
the source was used to initialize the input acoustic field. The
calculation further incorporates a 20-point impedance-

matched boundary layer parameterized byHl(10,1) in Eq.
~37!.

In Figs. 3–6, the computed transmission losses
@210 log10up(r ,z)u2# versus range to a receiver at a depth of
z5400 m are shown for several propagators together with
the known analytic solution given by Eq.~49! ~solid line!.
The dashed line in each figure corresponds to the result ob-
tained using a selected propagator. In particular, the dashed
line in Fig. 3 shows the result obtained using the exact
propagation formula Eq.~4!. Similarly, the dashed lines in
Fig. 4 and Fig. 5 correspond, respectively, to theM51 and
M53 propagators defined by Eq.~8!. In the limit of smalld,
the M51 propagator approaches the result of the Crank-
Nicolson form of the third-order Claerbout equation, Eq.
~14!. Finally, in Fig. 6, the dashed line corresponds to the
@15,15#-Padé approximant with respect toX to the full

TABLE I. Relative field amplitude of a Gaussian beam after a single reflec-
tion from an impedance-matched layer.

Propagator Total field amplitude

Paraxial 3.977 3431024

Eq. ~17!, M52 3.981 1931024

Eq. ~17!, M53 3.960 3831024

Eq. ~8!, M52 3.967 0531024

Eq. ~8!, M54 3.959 5531024

Eq. ~8!, M58 3.959 4631024

Exact propagator 3.959 4631024

FIG. 3. Finite-difference PE transmission loss versus range curves for the
Lloyd mirror test case and the exact PE propagator. Solid line—analytic
calculation. Dashed line—calculation with the exact propagator and the
impedance-matched layer.

FIG. 4. Finite-difference PE transmission loss versus range curves for the
Lloyd mirror test case and a propagator based on a@1,1# Padésquare-root
approximation. Solid line—analytic calculation. Dashed line—calculation
with the approximate propagator and the impedance-matched layer.
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propagation operator given by Eq.~15!. For all propagators,
the results shown are highly insensitive to the strength or
width of the impedance-matched layer.

Beginning with Fig. 3, we observe that a slight differ-
ence exists in the calculated loss (,0.5 dB! at large ranges
between the analytical result and the result obtained using
the numerical implementation of the exact propagator. This
effect is a result of the finite transverse grid point spacing
used in the numerical work, and is therefore common to all
of the calculations for the Lloyd mirror example. Next, Fig. 4
clearly demonstrates the wide-angle nature of our calcula-
tion, as the exact and Claerbout curves do not agree until the
lower-angle energy is dominant beyond a distance of'1
km. The reduction of the error associated with the wide-
angle components of the field afforded by the@3,3#-Padé
approximant to the full exponential operator is evident from

the calculated loss curve of Fig. 5, which agrees with the
analytic result except for a small region within 100 m of the
initial field position. Finally, even this residual error is elimi-
nated by use of theM515 Pade´ approximation to the
square-root operator, which almost precisely coincides with
the exact result as shown in Fig. 6. From the excellent agree-
ment between the analytic and numerical curves, we con-
clude that impedance-matched layers can be employed to
absorb the radiation field in wide-angle calculations without
degrading the calculational accuracy of the underlying com-
putational algorithm.

C. Example 3: Bucker profile

Finally, we examine the leaky waveguide example given
in Table II which is a shallow water problem originally stud-
ied by H. Bucker~Ref. 1, pp. 249–251!. In the water column,
the geoacoustic parameters vary linearly between points.
Both sound speed and density undergo jump discontin-
uities along the ocean bottom. The lossless regionz.240 m
has a uniform sound speed and density of 1505 m s21 and
2.1 g cm23, respectively. This example has been used previ-
ously to examine the effectiveness of absorbing boundary
conditions.15,19

The transmission loss versus range curves are shown in
Fig. 7 for a 100-Hz acoustic source located atz530 m and a
receiver depth ofz590 m. The solid line in this figure was
obtained using the spectral integration modelSAFARI.42 The
two other curves were computed using the Claerbout PE in

FIG. 5. Finite-difference PE transmission loss versus range curves for the
Lloyd mirror test case and a propagator based on a@3,3#-Padéapproximant
to the full propagator. Solid line—analytic calculation. Dashed line—
calculation with the approximate propagator and the impedance-matched
layer.

FIG. 6. Finite-difference PE transmission loss versus range curves for the
Lloyd mirror test case and a propagator based on a@15,15#-Padésquare-root
approximation. Solid line—analytic calculation. Dashed line—calculation
with the approximate propagator and the impedance-matched layer.

TABLE II. Geoacoustic profile for the Bucker example.

Depth Sound speed Density Attenuation
~m! (m s21) (g cm23) dB l21

0 1500 1.0 0.0
120 1498 1.0 0.0
240 1500 1.0 0.0

.240 1505 2.1 0.0

FIG. 7. Finite-difference PE transmission loss versus range curves for the
Bucker profile. Solid line—Claerbout PE calculation with the nonlocal
boundary condition. Dashed line—SAFARI. Dotted line—Claerbout PE with
the impedance-matched layer.
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conjunction with an impedance-matched boundary layer
~dotted line! as well as the exact, nonlocal boundary condi-
tion ~NLBC, dashed line! presented in Ref. 19. The 20-point
impedance-matched layer in the region 260,z,300 m is
given byal5Hl(10,2) in Eq.~37! while the NLBC was ap-
plied at a depth ofz5250 m (10 m below the sea-bottom
interface!. Both PE calculations used a range step size of
Dr 510 m, a depth step size ofDz52 m, and a value of
c051500 m s21 for the reference sound speed.

The excellent agreement between the computed
impedance-matched layer transmission losses and theSAFARI

and PE1NLBC results demonstrates the practical efficiency
of this method. The small discrepancies at long range are
attributable to discretization-induced reflection, as explained
above, as well as to numerical errors in the excitation field
arising from the finite number of grid points, as we have
verified by repeating our impedance-matched calculation
with different window widths.~In fact, the latter effects were
previously observed in calculations using the Papadakis non-
local boundary conditions.! Although as before, the layer
strength and width have not been optimized, our results com-
pare favorably with those obtained using a traditional lin-
early increasing absorber, which requires a typical thickness
of 500– 1000 m to achieve equivalent accuracy.

IV. CONCLUSIONS

In this paper, we have demonstrated that an impedance-
matched layer can be constructed for both paraxial and wide-
angle acoustic wave propagation that yields a highly efficient
procedure for absorbing radiating fields at the computational
boundary. In particular, we first considered the reflection of a
Gaussian beam from an impedance-matched boundary and
found that the computed reflection coefficient is nearly inde-
pendent of the angular accuracy of the underlying propaga-
tor. We further examined two standard acoustic test prob-
lems using different paraxial and wide-angle propagators. In
all cases the results agreed very well with exact results even
for very thin impedance-matched layer regions. Use of a tra-
ditional absorbing layer typically requires far more grid
points in these cases to achieve a similar level of accuracy.
Accordingly, we conclude that while transparent boundary
conditions such as those of Refs. 14, 15, and 19 are optimal
for two-dimensional near-paraxial propagation problems that
can be modeled with either the Fresnel or Claerbout equa-
tions, the impedance-matched condition investigated above
can be applied to two-dimensional wide-angle as well as
paraxial and wide-angle three-dimensional problems for
which accurate and convenient nonlocal boundary conditions
remain to be formulated.
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Traction-free vibration of layered elastic and piezoelectric
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A variational method is developed to study the traction-free vibration of layered rectangular elastic
and piezoelectric parallelepipeds. The weak form of the equations of motion and the charge equation
are formulated in rectangular Cartesian coordinates. Approximate solutions to these equations are
sought in a form that combines piecewise linear or quadratic Lagrange basis functions through the
layered dimension of the solid with continuous global polynomial or trigonometric functions in the
plane. This allows for the necessary discontinuity in the shear strain and normal potential gradient
across the interface between layers caused by the mismatch in material properties. Numerical results
compare very well with those computed by other techniques for layered elastic and piezoelectric
plates with simple support and homogeneous parallelepipeds under stress-free conditions. New
results are presented for layered systems. ©2000 Acoustical Society of America.
@S0001-4966~00!03702-4#

PACS numbers: 43.30.Dx@PJR#

INTRODUCTION

The unrestrained, traction-free vibration of solid
spheres, cylinders, and parallelepipeds has formed the foun-
dation for the computation of elastic properties, internal fric-
tion, and the presence of internal voids or flaws in a wide
variety of materials. By comparing the measured frequencies
with those predicted by approximate solutions to the equa-
tions of motion for linear elasticity, estimates to elastic con-
stants and other parameters can be obtained by minimizing
the differences between theory and experiment. For parallel-
epipeds, most computational schemes for the solution of the
equations of motion have been based on algorithms based on
the studies of Demarest1 and Eer Nisse.2 Using Hamilton’s
principle, the weak form of the equations of motion was
solved in approximate fashion by expanding the displace-
ments in terms of Legendre polynomials. This provided an
accurate and relatively simple solution to a practical problem
with no existing closed-form solution. This methodology
was extended to orthorhombic materials by Ohno3 and later
used in a vast number of studies on material properties and
vibration mechanics.4 An important and powerful extension
of the general method of analysis was developed by Visscher
and co-workers5 using power series as a basis for the dis-
placement components. Using appropriate transformations,
this allowed for the analysis of a wide variety of different
shapes including spheres, cylinders, parallelepipeds, and
cones.

One disadvantage of the general strategy employed in
previous studies is that the approximation functions used,
including power series or Legendre polynomials, yield con-
tinuous derivatives in the displacements at all points within
the solid. While this is a valid and useful trait for homoge-
neous media, such an approach is flawed when considering
dissimilar media. At an interface between two materials that
differ in elastic, piezoelectric, and dielectric properties, two
of the shear stresses and the normal electric displacement are
continuous. However, the material properties are discontinu-

ous. This results in a discontinuity in the gradient of dis-
placement components and the electrostatic potential.

The objective of this study is to develop a solution tech-
nique for layered elastic and piezoelectric parallelepipeds
that can account for the discontinuity in slope across a dis-
similar interface for the problem of unrestrained free vibra-
tion. Using one-dimensional basis functions through the
thickness combined with global or continuous approximation
functions in the plane parallel to the interface, a more accu-
rate estimate of the theoretical frequencies can be generated
while maintaining much of the efficiency of earlier models.
Similar approaches have been used in related problems by
Pauley and Dong6 for wave propagation in laminated piezo-
electric media, and a generalized discrete-layer approach for
elastic laminates by Reddy.7 The solution strategy is formu-
lated for elastic and piezoelectric media and examples are
given for both materials. Although the focus of the study is
on geometries that are most accurately described as blocks,
the wealth of comparisons available in the literature requires
that some attention be focused on the geometrically extreme
case of the layered plate. Both are considered in this study.

I. GOVERNING EQUATIONS

A. Linear piezoelectricity

We consider a rectangular parallelepiped composed of
an arbitrary number elastic or piezoelectric layers. The par-
allelepiped has dimensionsLx , Ly , andLz , and thez direc-
tion is perpendicular to each dissimilar material interface and
is also the poling direction if the layer is piezoelectric. Each
layer has the constitutive equations that can be expressed as
given as8

s i j 5Ci jkl Skl2eni jEn ,
~1!

Dm5emklSkl1emnEn .

Here,s i j are the components of the stress tensor,Ci jkl are
the elastic stiffness components,Si j are the components of
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infinitesimal strain,eni j are the piezoelectric coefficients,En

are the components of the electric field,Dn are the compo-
nents of the electric displacement, andemn are the dielectric
constants. The indicesi and j range over 1,...,6 andm andn
range over 1,...,3.

The strain-displacement relations are given by

Si j 5
1

2 S ]ui

]xj
1

]uj

]xi
D . ~2!

Here,Si j are the components of the infinitesimal stain tensor
andui represents the displacement components. The electric
field componentsEm are related to the electrostatic potential
f using the relation

Em52
]f

]xm
. ~3!

The materials used here allow for nonzero values forei j as
e31, e32, e33, e24, e15, e25, e14, e36, e16, e21, and e22.
The nonzero elastic stiffnessesCi j areC11, C12, C13, C14,
C16, C22, C23, C24, C26, C33, C36, C44, C45, C55, C56,
andC66. The dielectric constants are given bye11, e12, e22,
ande33.

Hamilton’s principle forms the basis for the weak form
of the equations of motion and the charge equation. This can
be expressed for a piezoelectric medium8 as

dE
t0

t

dtE
V
F1

2
ru̇ j u̇ j2H~Skl ,Ek!GdV

1E
t0

t

dtE
S
~ T̄kduk2s̄df!dS50. ~4!

Here,t is time,V andSare the volume and surface occupied
by and bounding the solid, respectively,T̄ and s̄ are the
specified surface tractions and surface charge, respectively,d
is the variational operator, the• superscript represents differ-
entiation with respect to time, andH represents the electric
enthalpy. The electric enthalpy is given by

H5 1
2 Ci jkl Si j Skl2ei jkEiSjk2 1

2 e i j EiEj . ~5!

B. Variational statement

The weak form of the governing equations, as well as
the governing differential equations themselves, can be
found by substituting the above relations into Hamilton’s
principle. It is common to use the contracted notation for the
elastic and piezoelectric stiffnessesCi jkl and emi j by com-
pressing theij andkl indices into a single index ranging from
1 to 6, and maintaining the range ofm from 1 to 3. For
example,C1122 is reduced toC12 ande312 to e36. In rectan-
gular Cartesian coordinates, we setx15x, x25y, and x3

5z, with the displacements asu15u(x,y,z), u2

5v(x,y,z), andu35w(x,y,z). Using this nomenclature, the
weak form can be expressed as

05dE
t0

t

dtE
V
Fr~ u̇du̇1 v̇d v̇1ẇdẇ!2FC11

]u

]x

]du

]x
1C12

]u

]x

]dv
]y

1C13

]u

]x

]dw

]z
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]u

]x S ]dv
]z

1
]dw

]y D
1C16

]u

]x S ]du
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1

]dv
]x D1C12
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]du
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]dw
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It is possible to perform the integration by parts and
collect the coefficients of the first variations ofu, v, w, andf
to yield the equations of motion and charge, but that is not
necessary here as it is the weak form that is used to develop
the approximate solution by a variational method.

C. Discrete-layer approximation

In past studies, approximations to the three displace-
ments ~for elastic media! and the three displacements and
electrostatic potential~for piezoelectric media! were gener-
ated in terms of the global~x,y,z! coordinates. In this study,
the dependence of the displacements on thez coordinate is
separated from the functions inx andy. This allows for glo-
bal functions inx andy that result in a subsequent reduction
of the size of the computational problem. Hence, approxima-
tions for the four unknown field quantities are sought in the
form ~see Ref. 7!

u~x,y,z,t !5(
j 51

n

U j~x,y,t !C̄ j
u~z!

5(
i 51

m

(
j 51

n

U ji ~ t !C i
u~x,y!C̄ j

u~z!,

v~x,y,z,t !5(
j 51

n

Vj~x,y,t !C̄ j
v~z!

5(
i 51

m

(
j 51

n

Vji ~ t !C i
v~x,y!C̄ j

v~z!,

~7!

w~x,y,z,t !5(
j 51

n

Wj~x,y,t !C̄ j
w~z!

5(
i 51

m

(
j 51

n

Wji ~ t !C i
w~x,y!C̄ j

w~z!,

f~x,y,z,t !5(
j 51

n

F j~x,y,t !C̄ j
f~z!

5(
i 51

m

(
j 51

n

F j i ~ t !C i
f~x,y!C̄ j

f~z!.

The approximations for each of the four field quantities are
constructed in such a way as to separate the dependence in
the plane with that in the direction perpendicular to the in-
terface. The reason for this is that the change in the material
properties forces a break in the gradients of the displace-
ments across an interface. This can be easily seen by consid-
ering the specialized case of elastostatic and electrostatics. In
the former case, the shear stress must be continuous across
an interface, but the shear modulus is different for two lay-
ers. Hence, the shear strain must be different, implying
changes in the slope of the displacement variables across the
interface. Similar behavior is true in electrostatics since the
electric displacement must be continuous and the dielectric
constants are different.

In the thickness direction, one-dimensional Lagrangian
interpolation polynomials are used forC̄ j (z). For the in-
plane approximations, different types of approximations can
be used for the two-dimensional functionsC j (x,y), but

power and Fourier series are those most commonly selected.
For a parallelepiped withn layers, (n21) is the number of
subdivisions through the parallelepiped thickness~typically
taken equal to or greater than the number of layers in the
parallelepiped!, andG j i is the value of componentg at height
j corresponding to thei th in-plane approximation function.7

Substituting these approximations into the weak form in
Eq. ~6!, introducing the assumption of periodic motion, col-
lecting the coefficients of the variations of the displacements,
and placing the results in matrix form yields the result

F @M11# @0# @0# @0#

@0# @M22# @0# @0#

@0# @0# @M33# @0#

@0# @0# @0# @0#

G H $ü%
$v̈%
$ẅ%

$f̈%
J

1F @K11# @K12# @K13# @K14#

@K21# @K22# @K23# @K24#

@K31# @K32# @K33# @K34#

@K41# @K42# @K43# @K44#

G
3H $u%

$v%
$w%
$f%

J 5H $F1%
$F2%
$F3%
$Q%

J . ~8!

The elements of these submatrices are themselves submatri-
ces whose elements are determined by evaluating the prein-
tegrated elastic stiffnesses, piezoelectric coefficients, or di-
electric constants through the thickness multiplied by the
various shape functions or their derivatives as determined by
the variational statement. If these submatrices, each of order
(n11), are defined by the subscriptsa and b, the corre-
sponding elements can be expressed in fairly compact form.
These are given in the Appendix.

Formulating the problem in this fashion has a number of
advantages. Primarily, the matrix equations are generic and
can accommodate approximating functions in~x,y! that are
either global and analytic~such as Fourier or power series! or
local and exactly evaluated~such as finite element polyno-
mials!. Also, the dependence on thez coordinate has been
eliminated by preintegrating, which manifests itself in the
matrix equations above. Because of the nature of the ap-
proximating functions themselves, the derivative of the dis-
placement and potential is continuous only over a specific
sublayer. If the material is homogeneous, this is still an ac-
ceptable approximation even for a subdivided layer because
the behavior trends toward a continuous derivative as the
number of layers increases. For the case of dissimilar media,
the functions allow a break in the slope, which matches
physical reality much more accurately than a global approxi-
mation.

II. NUMERICAL EXAMPLES

The focus of this study is the natural vibrations of unre-
strained, traction-free, layered parallelepipeds. However,
these solids have relatively few results in the literature with
which to compare. To assess the accuracy of the discrete-
layer model used here, specific geometries were considered
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which were not unrestrained but can still be studied using the
present approach and also provide a means of comparison.
These are the somewhat geometrically extreme parallelepi-
ped: the layered plate. Because of the large number of stud-
ies for these types of solids using both individual layer and
equivalent single-layer theories, they are useful in this con-
text to assess the accuracy for the thickness approximation.
Several exact and approximate solutions exist for simply
supported laminated rectangular plates, and these results
were used to compare with those of the present approach.
The in-plane functions in~x,y! are easily described as the
harmonics of the plane in terms of sine and cosine functions.
Hence, the main focus of accuracy is the one-dimensional
behavior through the thickness.

A. Free vibrations of simply supported laminated
isotropic plates

The natural frequencies of a simply supported laminated
plate composed of dissimilar isotropic materials have been
computed by Srinivas9 using an exact method. This problem
was treated here using the discrete-layer model for the fun-
damental in-plane mode. The exact in-plane harmonics are
used as the approximation functions in~x,y!, which effec-
tively makes the problem one-dimensional. A three-ply plate
was considered with the material properties as follows:r1

5r3 , G15G3 , n15n3 , n250.3, h1 /h50.1, h15h3 ,
h2 /h50.8, a/h510.0. Here,h is the total thickness of the
plate anda is the length of a side of the plate. A convergence
study was completed first for the case of a completely iso-
tropic plate. The material parameters were then varied and
the remaining results were calculated using a 40-layer dis-
cretization through the thickness. For all discretizations, lay-
ers of equal thickness were used, and linear approximations
were used in the thickness direction.

The results are presented using the dimensionless fre-
quency parameterl5V(r2h2/G2)1/2, and are shown in
Table I. Even for a fairly small number of layers, the present
results are in excellent agreement with the exact values.
Changing the material properties to correspond to different
materials does not lessen the accuracy.

B. Free vibrations of simply supported cross-ply
laminates

A problem that is similar to the laminated isotropic plate
is the analysis of the free vibrations of simply supported

cross-ply laminates composed of orthotropic materials. The
material properties in this case were taken to beE1 /E2

540, G12/E25G13/E250.6, G23/E250.5, n125n135n23

50.25. A square plate was used with lengtha, thicknessh,
anda/h55 unless noted. Results were calculated using the
dimensionless fundamental frequency given byv̄
5v(rh2/E2)1/2. Results are presented in Tables II~a!–~d!.
The results are compared with those of Noor,10 Putcha and
Reddy,11 Khdier,12 and classical lamination theory. The pa-
rameterN is used to denote the total number of sublayers
modeled using linear polynomials by the present methodol-
ogy. For example, for the three-ply plate whose results are
given in Table II~a!, one linear discrete layer is used for each
ply (N53), then this discretization is refined to provide 10
linear layers per ply (N530). Very good agreement is found
for all cases considered.

C. Free vibrations of simply supported piezoelectric
laminates

Several different studies have appeared for piezoelectric
laminates. Ricketts13 used an approximate single-layer

TABLE I. Dimensionless frequencies of laminated isotropic plate.

n1 r1 /r2 G1 /G2 # Layers Present Exact CLT

0.3 1 1 1 0.102 907 0.093 15 0.096 318
0.3 1 1 2 0.095 915 0.093 15 0.096 318
0.3 1 1 4 0.093 864 0.093 15 0.096 318
0.3 1 1 16 0.093 195 0.093 15 0.096 318
0.3 1 1 40 0.093 157 0.093 15 0.096 318

0.3 1 2 40 0.112 491 0.112 483 0.117 493
0.3 1 5 40 0.153 849 0.153 84 0.165 49
0.3 1 15 40 0.229 591 0.229 58 0.269 553
0.3 2 15 40 0.209 477 0.209 468 0.246 065
0.3 3 15 40 0.193 863 0.193 853 0.227 81
0.2 1 1 40 0.090 379 0.090 373 0.093 333

TABLE II. ~a! Fundamental frequency of@0/90/0# laminate.~b! Fundamen-
tal frequency of@0/90/90/0# laminate.~c! Frequencies of@0/90/0# laminate
for first three modes. One lamina per layer used (N53), E1 /E2540, a/h
510. ~d! Fundamental frequency of unsymmetric cross-ply:@0/90/̄ # (n23

50.49,a/h55).

~a! E1 /E2

Theory 10 20 30 40

Present (N53) 0.333 06 0.380 26 0.409 17 0.426 73
Present (N530) 0.327 73 0.373 72 0.398 85 0.415 06
Noor 0.328 41 0.382 41 0.410 89 0.430 06
Pitcha 0.330 95 0.381 12 0.410 94 0.431 55
Khdier 0.326 04 0.369 39 0.393 90 0.410 53
CLT 0.425 99 0.557 93 0.664 19 0.755 65

~b! E1 /E2

Theory 10 20 30 40

Present (N54) 8.3371 9.6528 10.4000 10.8887
Present (N540) 8.2488 9.5018 10.2024 10.6567
Noor 8.2103 9.5603 10.272 10.752
Khdier 8.2718 9.5263 10.272 10.787
CLT 10.65 13.948 16.605 18.891

~c! Mode number

Theory 1 2 3

Present 14.9068 20.8413 31.4874
Khdier 14.702 21.904 35.982
CLT 18.891 26.938 46.208

~d! E1 /E2

Theory 3 20 40

Present (N52) 0.256 56 0.310 74 0.346 30
Noor 0.250 81 0.306 98 0.342 50
Khdier 0.249 12 0.311 15 0.358 91
Present (N54) 0.262 78 0.381 23 0.435 95
Noor 0.261 82 0.376 22 0.427 19
Khdier 0.260 67 0.386 62 0.448 51
Present (N510) 0.264 61 0.402 34 0.464 66
Noor 0.265 83 0.403 37 0.464 98
Khdier 0.263 93 0.403 37 0.465 69
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theory to study piezoelectric plate vibrations. Exact frequen-
cies for piezoelectric laminates under simple support have
been given by Heyliger and Saravanos.14 We use the results
of the latter study to examine the convergence of the
discrete-layer model for piezoelectric media.

A square plate composed of a single layer of the piezo-
ceramic PZT-4 is considered first. The length of each side is
taken asLx5Ly5a. The height is taken ash, and threea/h
ratios are studied: 4, 10, and 50. The fundamental through-
thickness frequency is of most interest, and is given as a
function of the number of layers used to describe the piezo-
electric layer. The results are shown in Table III. The fre-

quencies are represented in the tables in terms of the param-
eterv h/r.

A second plate is composed of two dissimilar piezoelec-
tric materials modeled after PZT-415 and PVDF.16 The den-
sities of the two materials are taken to be the same. A three-
ply laminate is constructed with the configuration@PZT/
PVDF/PZT#, with the PVDF layer oriented at 0 deg. The
thickness of each PZT layer is 0.25h. Both open (Dz50)
and closed-circuit (f50) conditions are considered on the
upper and lower laminate faces, with the length/thickness
ratios of 4 and 50 studied. The convergence of the first six
modes as a function of a number of sublayers is shown and
compared with the exact frequencies in Table IV. For both of
these examples, it is clear that even a small number of layers
yields frequencies accurate well within several percent.

All remaining examples consider the case of fully unre-
strained free vibration, for which there are no exact or single-
term solutions. This type of behavior is much more complex
and computationally intensive than those with simple sup-
port. Also, the shapes of interest tend to be blocks, not plates.

D. Homogeneous orthotropic and trigonal
parallelepipeds

The homogeneous orthotropic parallelepiped under
traction-free vibration can be studied using the original Ritz
method of Demarest1 as reported by Ohno.3 The specimen

TABLE III. Convergence of fundamental frequency for single layer of
PZT-4.

a/h 4 10 50

N Open Closed Open Closed Open Closed

1 110 189 104 105 20 485.7 20 217.4 848.586 848.094
2 102 599 100 294 18 761.5 18 656.2 773.651 773.458
4 99 454 97 915 18 255.4 18 180.8 753.622 753.525
8 98 456 97 186 18 122.4 18 055.7 748.576 748.452

16 98 311 96 994 18 088.9 18 024.0 747.299 747.177
32 98 251 96 946 18 080.6 18 016.0 746.979 746.859
64 98 236 96 934 18 078.4 18 014.0 746.898 746.779

Exact 98 232 96 930 18 077.8 18 013.4 746.873 746.752

TABLE IV. Convergence of frequencies for 3-ply piezoelectric laminate.

a/h54: C

Mode

1 2 3 4 5 6

N54 74.7732 197.353 329.301 342.387 447.653 549.479
N58 72.8253 195.402 311.843 338.628 432.976 534.030
N516 72.3376 194.920 307.606 337.504 426.810 530.343
N532 72.2152 194.800 306.558 337.207 425.160 529.432
N564 72.1846 194.770 306.296 337.132 424.742 529.205
Exact 72.1744 194.760 306.209 337.107 424.602 529.129

a/h544: O 1 2 3 4 5 6

N54 74.8023 197.483 329.691 342.481 447.733 550.079
N58 72.8451 195.525 312.190 338.718 433.049 534.493
N516 72.3554 195.042 307.940 337.593 426.875 530.769
N532 72.2325 194.921 306.888 337.296 425.223 529.849
N564 72.2017 194.891 306.626 337.221 424.804 529.620
Exact 72.1915 194.881 306.539 337.196 424.664 529.543

a/h550: C 1 2 3 4 5 6

N54 0.637 707 16.4328 28.5365 292.035 379.322 400.300
N58 0.634 494 16.4315 28.5356 273.945 359.391 379.362
N516 0.633 687 16.4312 28.5353 269.563 354.642 371.982
N532 0.633 485 16.4311 28.5353 268.479 353.469 370.048
N564 0.633 434 16.4311 28.5353 268.208 353.177 369.559
Exact 0.633 417 16.4311 28.5352 268.118 353.079 369.396

a/h550: O 1 2 3 4 5 6

N54 0.637 786 16.4426 28.5566 295.866 390.811 400.301
N58 0.634 566 16.4413 28.5556 277.248 369.149 379.363
N516 0.633 757 16.4410 28.5554 272.717 363.958 371.982
N532 0.633 555 16.4409 28.5554 271.595 362.674 370.048
N564 0.633 506 16.4409 28.5553 271.315 362.354 369.560
Exact 0.633 487 16.4409 28.5553 271.222 362.248 369.396
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studied is olivine, with the dimensions given as 2.745
32.83232.015~all mm!, the density by 3.316~g/cm3!, and
the elastic stiffnessesC115324 ~all Ci j in GPa!, C225196,
C335232, C44563.9,C55577.9,C66578.8,C12571.5,C13

571.5, andC23568.8. These results are very useful for
comparing the resulting frequencies of the present model.
The frequencies were computed using 16 layers and linear
approximations in the thickness direction of the the parallel-
epiped. In thex–y plane, Legendre polynomials of up to
seventh order were used to describe the displacements.

The methodology used by Ohno has one distinct advan-
tage over the present technique in that symmetry of the
specimen can be used to greatly reduce the computational
size of the eigenvalue problem that approximates the weak
form of the equations of periodic motion. For example, if
polynomials up to order 5 are used to describe each of the
three displacements, the size of the global@K# or @M# matrix
is 33635648 terms, where the first three represent the three
displacements, 6 is the number of functions for polynomials
up to order 5, raised to the third power in three-space. As
shown by Ohno,3 this problem can be broken down into eight
smaller problems of dimension 81 using group theory for
orthotropic, hexagonal, cubic, or isotropic materials. The na-
ture of these groupings is shown in Table V, where the eight
groups are defined by labels as characterized by Ohno and
others asOD ~breathing and longitudinal modes!, EX, EY,
and EZ ~symmetric flexure modes!, OX, OY, and OZ ~tor-
sional modes!, and EV ~asymmetric flexure!. These are
grouped according to the pairings of the odd or even~O or E!
nature of the displacement functions in the three spatial co-
ordinates.

For the present method, there is no inherent symmetry of
the one-dimensional Lagrangian basis functions in thez di-
rection that is used to approximate the displacements. Hence,
for orthorhombic symmetry, only four smaller groups can be
constructed, with either odd or even functions used for the
three displacement components. These groups are formed by
combining ~EX,OY!, ~OZ,EV!, ~EY,OX!, and ~OD,EZ!. As
can be seen from Table V, each of these pairings has identi-
cal properties inx and y, but they cannot be split into two
smaller groups because of the layerwise approximation inz
as opposed to a global approximation. For the present ex-
ample, the total size of the problem for 16 layers and terms

up to order 7 is 338231753264, where the three displace-
ments are represented by 64 total terms in thex–y dimen-
sion and 17 total bounding surfaces of the 16 layers. How-
ever, since the 64 in-plane terms can be split, the problem
reduces to four separate problems of dimension 816. Clearly,
this method is not competitive with algorithms that use glo-
bal basis functions for homogeneous solids, as it is compu-
tationally easier to solve problems that can be split into eight
smaller problems rather than the four. It is only when the
through-thickness symmetry is destroyed~i.e., layered mate-
rials! that this approach yields significant benefits.

The first six frequencies for an unrestrained solid are
zero, corresponding to the rigid-body modes. The values for
the first 19 nonzero frequencies as computed by the present
model are shown in Table VI and are compared with the
results of Ohno.3 Excellent agreement is obtained, with even
the higher frequencies within a fraction of a percent. The
results of Ohno are based on continuous Legendre polyno-
mials as basis functions in each direction of the solid, which
is in general a more accurate approach for a homogeneous
solid. The higher accuracy of the present approach, demon-
strated here through the lower frequencies, is primarily

TABLE V. Groupings of approximation functions.

Group Displacement x y z Group Displacement x y z

OD
u O E E

OX
u O O O

v E O E v E E O
w E E O w E O E

EY
u O O E

EZ
u O E O

v E E E v E O O
w E O O w E E E

EX
u E E E

EV
u E O O

v O O E v O E O
w O E O w O O E

OY
u E E O

OZ
u E O E

v O O O v O E E
w O E E w O O O

TABLE VI. Frequencies for orthotropic cube~MHz!.

Mode Present Ohno

1 0.6931 0.6937
2 0.9300 0.9307
3 1.0294 1.0302
4 1.0391 1.0401
5 1.0895 1.0904
6 1.1589 1.1606
7 1.2096 1.2100
8 1.2251 1.2264
9 1.2314 1.2324

10 1.3113 1.3129
11 1.3172 1.3181
12 1.4119 1.4124
13 1.4133 1.4152
14 1.5407 1.5434
15 1.6363 1.6370
16 1.6496 1.6511
17 1.6553 1.6573
18 1.6809 1.6844
19 1.6826 1.6849
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caused by the relatively large number of layers and terms
used to approximate the displacement components.

A parallelepiped of alpha-quartz was also studied and
compared with the global approximation results of Ohno.17

This material has trigonal elastic and piezoelectric symme-
try, but only the elastic frequencies are studied here for a
comparison for materials with trigonal symmetry. For global
basis functions as described in the earlier section, the appear-
ance of theC14, C24, andC56 terms indicates that not eight
but rather four smaller groups can be used to decompose the
total eigenvalue problem. These are referred to as groupsAu

~EX andEV!, Ag ~OD andOX!, Bu ~EYandEZ!, andBg ~OY
and OZ! in Ohno’s paper. Once again, the use of Lagrange
piecewise-linear basis functions in thez direction destroys
the symmetry about thex–y plane, and only two smaller
subgroups are possible: the combined groupsAu–Bg and
Bu–Ag . The nature of the displacement field characteristics
are discussed further in Ohno’s paper and are not replicated
here. The specimen has density of 2648 kg/m3, edge lengths
3.21932.91333.690 mm3, and independent elastic constants
as reported by Bechmann18 as C11586.80, C335105.75,
C44558.20,C1257.04, andC13511.91 in GPa.

A total of 32 layers and power series up to order 5 are
used to represent the displacement components. The study of
Ohno used Legendre polynomials up to order 10 in all direc-
tions. Hence, the thickness~or z! direction is more finely
modeled using the present approach, with a less accurate
approximation used inx–y. The results are given in Table
VII. Excellent agreement is found, with the present method
yielding expected higher results in frequency.

E. Homogeneous piezoelectric parallelepiped

We also consider the homogeneous parallelepiped of
LiNbO3 monocrystal considered by Dunn and co-workers.19

This specimen has trigonal structure of class 3m. The speci-
men has dimensions 0.50430.50730.497 cm, with density
4.636 g/cm3. The independent constants areC115203.0~all
Ci j in GPa!, C12553.0, C13575.0C1459.0, C335245.0,

C44560.0, e3150.2 ~all emi in C/m2!, e3351.3, e1553.7,
e2252.5, and the relative dielectric constants aree11544.0,
e33529.0.

The frequencies are computed two ways. The first is
using the global Ritz method with power series used as the
approximation functions, similar to that used by Ohno17 with
terms up to and including 11th order in the approximation.
Next, the present approach is used with 16 layers and terms
up to order 7. The outer faces of the block have zero traction
and zero charge. The results are given in Table VIII for both
piezoelectric and elastic frequencies, the latter of which are
obtained by completing an analysis with all piezoelectric
constants set equal to zero. The agreement is very good, with
the present method yielding slightly higher values because of
the lower order of approximation. The results are also in
good agreement with measurements reported by Dunn and
co-workers.19 The difference between piezoelectric and elas-
tic frequencies is quite high because of the relative strength
of the piezoelectric coefficients. Alpha-quartz, for example,
has much smaller differences between elastic and electric
frequencies.17

F. Layered elastic parallelepiped

Visscher and co-workers have presented a relatively
simple yet highly effective and very accurate method of
computing free-vibration frequencies for a wide variety of
shapes using power series as basis functions to describe each
of the three displacement components.5 One of the examples
studied in their work was a problem termed the ‘‘layered
sandwich,’’ which is one of the problems of interest in the
present study. The layered sandwich is rectangular parallel-
epiped made of two smaller parallelepipeds of dissimilar ma-
terials. One of the configurations considered by Visscher and
co-workers has lengths in thex, y, andz directions of dimen-
sion 0.4, 0.6, and 0.8. The two smaller parallelepipeds are
identical in size but have different material properties. The

TABLE VII. Frequencies for~trigonal! alpha-quartz~MHz!.

Mode Present Ohno Group

1 0.5216 0.5213 AU-BG
2 0.5944 0.5941 AU-BG
3 0.6435 0.6429 BU-AG
4 0.6678 0.6676 AU-BG
5 0.7002 0.6994 AU-BG
6 0.7010 0.7004 BU-AG
7 0.7219 0.7215 BU-AG
8 0.7452 0.7449 BU-AG
9 0.7951 0.7946 AU-BG

10 0.8002 0.7993 AU-BG
11 0.8026 0.8022 BU-AG
12 0.8144 0.8140 BU-AG
13 0.8339 0.8332 BU-AG
14 0.8540 0.8535 BU-AG
15 0.8663 0.8657 AU-BG
16 0.9130 0.9123 BU-AG
17 0.9186 0.9182 BU-AG
18 0.9490 0.9485 AU-BG
19 0.9745 0.9741 BU-AG

TABLE VIII. Frequencies for LiNbO3~kHz!.

Mode

Elastic Piezoelectric

Power series Present Power series Present

1 326.31 326.74 326.70 327.13
2 341.87 342.40 399.98 400.64
3 437.71 438.44 490.21 491.00
4 440.27 441.09 493.26 494.09
5 458.85 459.46 497.24 498.09
6 477.27 477.92 510.29 510.89
7 485.72 486.35 520.78 521.80
8 498.89 499.25 542.52 543.23
9 511.56 512.34 561.14 561.90

10 550.26 550.70 569.24 570.21
11 550.29 552.22 578.69 579.13
12 555.24 557.23 585.25 586.81
13 557.15 557.92 592.66 593.05
14 560.37 560.82 594.03 595.60
15 561.49 562.33 615.19 616.10
16 575.41 575.76 616.91 617.42
17 617.79 618.98 646.19 649.39
18 640.08 642.79 661.10 661.97
19 653.59 654.54 662.06 663.73
20 656.50 657.85 683.78 684.96
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top layer is denoted as layer 1 and hasr52.0,C1151.2, and
C1250.4. The bottom layer is layer 2, withr510.0, C11

56.0, andC1252.0.
One of the limitations of using global basis functions to

describe the displacement of components of this type is that
the derivatives of the displacements are by assumption con-
tinuous across a dissimilar material interface. The physical
conditions are such that, though the tractions and the dis-
placements are continuous, the shear strain is discontinuous
across such an interface because of the mismatch in the shear
modulus. Hence, there is a break or kink in the displacement
field across the interface that simple power series cannot rep-
resent. The present approach can model this effect and there-
fore does not have this limitation.

As discussed earlier, the general eigenvalue problem
that results following numerical approximation can be split
into smaller groups depending on the symmetry of the mate-
rial and the nature of the approximations being used. For
isotropic materials and global basis functions, such a split-
ting results in solution of eight smaller problems. In this
case, the symmetry about thex–y plane is destroyed by the
layered material, and no grouping is possible inz. Hence, the
eight groups must be grouped into the four groups mentioned
in the section on homogeneous orthorhombic materials. The
explicit form of these four groups is shown in Table IX.

The results for the layered parallelepiped are listed in
Table X. The present results are compared with those of
Visscher, who included results for only one symmetry group
for a large variety of layer-thickness ratios. Here, we focus
only on the thickness ratio of 1:1, but include all frequencies
as computed by the present algorithm using 16 layers~eight
per material! and eight terms in the in-plane approximation.
The frequencies from Visscher are taken from a table, and
the accuracy of the third digit may be limited. It is clear from
these results that using a global approximation function with
C1 continuity across an interface can introduce significant
errors in frequency. The results of Visscher are significantly
higher than those computed using the present approach, es-
pecially for the lower modes. Specifically, the lower two
modes are slightly over five percent larger than the discrete-
layer results. The present methodology converges from
above; hence, enforcing continuity of slope displacement
that does not physically exist stiffens the system and results
in higher frequencies. As the mode number increases, the

difference between the two approaches is lessened, but the
present method yields consistently lower values.

Part of the reason for this difference can been seen by
examination of the through-thickness plots of the displace-
ment component modal distributions. Figures 1 and 2 show
the plots for the normalizedv and w displacement compo-
nents through the thickness of the block at the outermost
corner (x50.2,y50.3) for the first five modes of group 3
~i.e., modes 3, 7, 16, 20, and 28!. The displacement vector is
normalized for each mode: hence, the maximum value of
eitheru, v, or w is set equal to 1, with the remaining values
given relative to this scaling. The plot ofu is not shown
primarily because the magnitude of this component for the
modes considered is small.

The modal distributions for mode 3~solid line!, 7 ~dot-
ted line!, 16 ~dashed line!, 20 ~long-dashed line!, and 28

TABLE IX. Group structure for layered isotropic bimaterial.

Group Displacement x y

1 u e e
v o o
w o e

2 u e o
v o e
w o o

3 u o o
v e e
w e o

4 u o e
v e o
w e e

TABLE X. Frequencies for layered elastic bimaterial.

Mode Present Visscher Group Mode Present Visscher Group

1 0.236 2 26 0.771 4
2 0.251 1 27 0.775 2
3 0.278 0.295 3 28 0.780 0.787 3
4 0.399 2 29 0.794 4
5 0.431 4 30 0.797 4
6 0.436 1 31 0.799 0.802 3
7 0.452 0.476 3 32 0.821 0.821 3
8 0.477 4 33 0.832 4
9 0.481 1 34 0.836 2

10 0.514 2 35 0.859 4
11 0.526 1 36 0.859 0.861 3
12 0.540 4 37 0.864 2
13 0.575 2 38 0.876 0.882 3
14 0.585 4 39 0.879 1
15 0.591 2 40 0.883 1
16 0.608 0.613 3 41 0.888 4
17 0.652 4 42 0.889 0.892 3
18 0.664 1 43 0.906 1
19 0.671 2 44 0.911 4
20 0.703 0.703 3 45 0.920 2
21 0.710 1 46 0.926 0.929 3
22 0.716 1 47 0.939 1
23 0.737 1 48 0.942 0.950 3
24 0.751 4 49 0.945 2
25 0.759 1 50 0.946 4

FIG. 1. Through-thickness modal distribution ofv at corner of bimaterial.
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~dot–dashed line! are shown as a function of thickness coor-
dinatez, with the displacement shown at each sublayer inter-
face. Many of the kinks in the curves are a result of the linear
thickness approximation, but even so it is clear that breaks in
the slope occur which would be difficult to represent using
functions with continuous derivatives. As a general rule, the
higher modes are much smoother, with several of the modes
having very small breaks in slope. The better agreement of
frequencies at higher modes also reflects this condition.

G. Layered piezoelectric parallelepiped

As a final example, we consider the traction-free case of
the layered piezoelectric block. A two-layer bimaterial com-
posed of LiNbO3 bonded to PZT-5 is considered. The dimen-
sions of the block are the same as those used for the homo-
geneous LiNbO3 example considered in an earlier section. In
the thickness direction, the block is divided into two equal
halves, with the lower composed of LiNbO3 and the upper of
PZT-5. The PZT-5 has hexagonal symmetry, with the prop-
erties r57500 kg/m3, C115139.0, C335115.0, C44525.6,
C12577.8, andC13574.3 in GPa,e31525.2, e33515.08,
e15512.72 in C/m2, and relative dielectric constants of
e11/e051475 ande33/e051300.

Three different cases are explored. The elastic frequen-
cies are computed first, which requires allei j 50. For the
remaining two cases, the piezoelectric coefficients are non-
zero and two surface boundary conditions are explored: zero
normal electric displacement (Dn50) and zero electrostatic
potential (f50). The first condition is satisfied in a weak
sense on the surfaces regardless of the type of approximation
function being used. The second condition must be enforced
by the appropriate selection of the approximation functions
in ~x,y!. Using polynomials as before, the following func-
tions are used forf:

C i j
f~x,y!5S xi 112

xi 21Lx
2

4 D S yj 112
yj 21Ly

2

4 D . ~9!

These functions satisfy the essential boundary condition of
zero potential at the outer surfaces. The upper and lower
faces are fixed at zero potential by forcing the coefficients of
the appropriate functions to be equal to zero at these loca-
tions. The results are shown in Table XI for the three cases.

As one might expect, the elastic frequencies are the lowest,
with the homogeneous electric displacement yielding the
highest frequencies. As in the case of the layered elastic
block, it is theoretically possible to back calculate the prop-
erties of both materials as in conventional resonant ultra-
sound using an inverse approach, but such an attempt was
not made here.

III. CONCLUSION

Using global basis functions to approximate displace-
ment components for rectangular parallelepipeds using the
Ritz method is unquestionably a more efficient approach for
the traction-free vibration problem of homogeneous materi-
als than splitting the nature of the approximations as done
here. This is especially true when symmetry of the material
properties can be exploited to reduce the size of the problem.
When the parallelepiped is layered, however, the discontinu-
ity in material properties across the material interface can
result in a break in the slope of the displacement components
and also the potential if the material is piezoelectric. We
have shown that use of approximation functions withC0

continuity in the thickness direction can model this behavior
more accurately. Although the efficiency is reduced because
of the loss of forced symmetry in the basis functions, it is
still possible to maintain some of these reductions in the
plane. The present approach is ideally suited for traditional
applications of resonant ultrasound spectroscopy, including
materials characterization and flaw detection.

ACKNOWLEDGMENT

This study was funded in part by Grant No. 9702548
from the United States Department of Agriculture. This sup-
port is gratefully acknowledged.

FIG. 2. Through-thickness modal distribution ofw at corner of bimaterial.

TABLE XI. Frequencies~kHz! for layered piezoelectric block.

Mode Elastic Piezoelectric:Dn50 Piezoelectric:f50

1 215.29 219.19 215.42
2 219.09 223.95 219.10
3 271.90 275.87 275.38
4 281.31 293.84 283.30
5 282.31 295.66 284.15
6 291.02 334.38 294.87
7 291.20 336.98 296.20
8 318.45 337.75 325.60
9 324.83 347.34 328.35

10 326.09 355.88 336.44
11 339.30 356.72 347.25
12 345.38 363.28 348.21
13 345.93 372.10 352.67
14 350.97 372.35 354.24
15 351.79 372.84 357.95
16 369.71 377.40 374.09
17 390.24 428.80 390.69
18 423.98 434.64 424.02
19 441.06 450.10 442.83
20 448.80 451.39 444.44
21 462.20 492.88 466.12
22 462.78 494.98 466.35
23 464.56 496.59 474.49
24 466.74 497.17 475.65
25 475.84 502.28 479.08
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APPENDIX

The entries in the element coefficients can be expressed
as
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The submatrices listed above are computed by preintegrating
the functions inz. For any general approximation through
thickness, these can be expressed as
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The ensemble-averaged field scattered by a smooth, bounded, elastic object near a penetrable
surface with small-scale random roughness is formulated. The formulation consists of combining a
perturbative solution for modeling propagation through the rough surface with a transition~T-!
matrix solution for scattering by the object near a planar surface. All media bounding the rough
surface are assumed to be fluids. By applying the results to a spherical steel shell buried within a
rough sediment bottom, it is demonstrated that the ensemble-averaged ‘‘incoherent’’ intensity
backscattered by buried objects illuminated with shallow-grazing-angle acoustic sources can be well
enhanced at high frequencies over field predictions based on scattering models where all
environmental surfaces are planar. However, this intensity must compete with the incoherent
intensity scattered back from the interface itself, which can defeat detection attempts. The averaged
‘‘coherent’’ component of the field maintains the strong evanescent spectral decay exhibited by flat
interface predictions of shallow-angle measurements but with small deviations. Nevertheless,
bistatic calculations of the coherent field suggest useful strategies for improving long-range
detection and identification of buried objects. ©2000 Acoustical Society of America.
@S0001-4966~00!02002-6#

PACS numbers: 43.30.Gv, 43.30.Ma@DLB#

INTRODUCTION

Sound transmission into sandy sediments has been found
to be anomalously high when the incident sound field enters
the ocean bottom at a shallow grazing angle; especially at
angles shallower than the critical angle for total reflection at
an analogous nonlossy flat bottom.1–3 To explain this effect,
standard assumptions in underwater bottom propagation
models are being questioned. For example, the assumption
that low-shear ocean sediments can be modeled as attenuat-
ing fluids has been challenged by formulating more general
models based on a poroelastic description of sandy sedi-
ments. These models have suggested the possibility of higher
sound penetration at shallow grazing angles by mode conver-
sion into a slowly propagating wave that is unique to po-
roelastic media.4 In addition, scattering models that allow for
targets to be embedded in poroelastic environments can pre-
dict enhanced backscatter at long ranges from the targets.5,6

However, the sensitivity of these effects to input parameters
that are not easily measured has made penetration mecha-
nisms based on poroelasticity difficult to verify.

Recently, it has been suggested that the penetration ef-
fects might also be explained by sound diffusely scattered by
small-scale roughness of the water/sediment interface or
sediment inhomogeneities near the interface.7 Surface rough-
ness and inhomogeneities within the bottom are usually ex-
pected to act as noise sources and, their effect, to reduce the
strength of any coherent signal transmitted into the bottom.
Since the evidence of anomalous transmission most often

cited is based on data analyzed with incoherent processing
techniques, it is possible that the effects observed are merely
a manifestation of the diffusely scattered field from the rough
sediment surface; i.e., the ‘‘incoherent’’ part of the transmit-
ted field. Calculations7,8 of the incoherent intensity transmit-
ted through an interface by small-scale random roughness
modeled with a filtered power-law roughness spectrum have
been found to compare favorably with the intensity measure-
ments described in Refs. 1 and 2. However, the measure-
ments performed by Lopeset al.3 in Duck, NC exhibited not
only anomalous transmission levels at shallow grazing
angles but also good signal compression when coherently
correlated with the transmitted pulse; thus, indicating little
signal distortion. This is somewhat unexpected since an elon-
gated, distorted signal might have been expected to result
after a pulse is diffracted by random roughness. In any case,
these observations do not invalidate the roughness mecha-
nism but they do accentuate the need for more study into the
effects of roughness.

In this paper, the effect that random surface roughness
has on the acoustic scattering by a completely buried, simple,
smooth, elastic object will be investigated. Effects due to the
roughness are isolated from possible effects due to~po-
ro!elasticity of the sediment by modeling the bottom as a
fluid. The method used is to incorporate generalized reflec-
tion and transmission coefficients based on a perturbative
treatment of plane-wave transmission through the rough in-
terface into a deterministicT-matrix solution for a buried
object. This results in a formulation of the field scattered by
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the object that can then be analytically averaged over an
ensemble of randomly rough interfaces above the object us-
ing a realistic statistical description of the roughness. The
ability to formulate such an averaged solution is particularly
significant when a completely deterministic scattering solu-
tion for an object under a given surface roughness configu-
ration is of limited value; e.g., when quantitative compari-
sons with field measurements are desired but the roughness
configuration cannot be known and is likely to be dynamic.

An interesting finding is that, for shallow-grazing-angle
incident fields in the water column, the diffuse field scattered
down by small-scale surface roughness can significantly en-
hance the average intensity backscattered by a buried object.
By comparing this backscatter level with existing model pre-
dictions for the average surface reverb level, signal-to-noise
predictions can be made that suggest conditions under which
surface roughness effects might enhance the shallow-angle
observability of a buried object. In addition, it is noted that
the enhancements of the object’s intensity due to surface
roughness can be comparable to that predicted by models
that embed an object in a poroelastic half-space under a flat
interface when bottom parameters proposed by Chotiros4 are
used. By contrasting the predictions of such scattering mod-
els, it is hoped that clues to aid in distinguishing the actual
transmission mechanism in field measurements will result.

I. DETERMINISTIC SOLUTION

A. Background

A solution is desired for the field scattered by an object
in a layered fluid environment. Figure 1 depicts the scatter-
ing configuration to be considered. A source in the upper
fluid half-space insonifies the bottom which consists of a
fluid transition layer over another fluid half-space. The tran-
sition layer has a randomly rough top interface with an av-
erage vertical coordinate atz5a and a planar lower interface
at z5b. A smooth elastic three-dimensional bounded object
is centered on the coordinate origin located below the tran-
sition layer.

When the transition layer has no rough boundaries, a

time-harmonic scattering solution can be formulated in terms
of a T matrix as discussed in Ref. 9. The total pressure field
F(r ) is decomposed as a sum of fields incident upon and
scattered by the object which are expanded in regular and
outgoing basis functions appropriate for the layered environ-
ment; i.e.,

F~r !5F inc~r !1Fscatt~r !, ~1a!

F inc~r !5(
n

ĉn~r !an~r s!, ~1b!

Fscatt~r !5(
n

cn~r ! f n . ~1c!

Here, following the standard spectral approach, a monochro-
matic time factor,e2 ivt, is suppressed. The summation in-
dex, n, represents a set of indices that range over all values
required to specify a complete set of basis functions and a
hat denotes the set that is regular at the origin. For a region
layered in the vertical direction, it is sufficient to use an
incident field expansion that is convergent for pointsr within
the largest origin-centered spherical surface that does not
overlap any layer boundaries and source pointsr s outside
this sphere. Under these conditions the regular spherical
functions are assumed to form a viable basis set for the ex-
pansion. Given an origin centered on a scatterer in the bot-
tom half-space, these functions are given by

ĉsml~r !5 j l~k2r !Ysml~u,f!, ~2!

where k2 is the wave number of the bottom~which is al-
lowed to be complex for an attenuating bottom!, jl is a regu-
lar spherical Bessel function and the normalized real spheri-
cal harmonics are

Ysml~u,f!5S em

2l 11

4p

~ l 2m!!

~ l 1m!! D
1/2

Pl
m~cosu!

3H cosmf, s5e

sinmf, s5oJ . ~3!

Pl
m is the associated Legendre function of orderl and rankm.

The parameterem52 for m.0 andem51 for m50. For the
ĉ ’s to form a complete basis, it is sufficient to specify their
indices in the following way: the parity index,s, is either
even or odd, the rank index,m, takes integer values, 0<m
< l , and the order index,l, takes integer values, 0< l ,`.
Corresponding to this basis, the expansion coefficients of the
incident field for a point source atr s in the top half-space
may be expressed as the following plane-wave superposition:

asml~r s!5
Cim11

2p S em

2p D 1/2E
0

2p

djE
0

` q dq

h1~q!

3e2 iqzs cos~j2fs!BmlS 2
h2~q!

k2
De2 ih1~q!~a2zs!

3W1→2~q!eih2~q!bS cosmj, s5e

sinmj, s5oD , ~4!

FIG. 1. The scattering geometry to be modeled.
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whereC is a factor included for specifying amplitude units,
and

BmlS hp~q!

kp
D5 i l 2mS 2l 11

2

~ l 2m!!

~ l 1m!! D
1/2

Pl
mS hp~q!

kp
D . ~5!

In the integrand,r s , is expressed in the cylindrical coordi-
nates (zs ,fs ,zs),hp(q)5Akp

22q2 is the vertical component
of the wave vector in regionp, q is the magnitude of the
transverse component of the wave vector, andkp is the total
magnitude of the wave vector~i.e., the wave number! in
regionp. Here,p equals 1, 2, or i in reference to the upper,
lower, or interfacial regions. To ensure convergence,hp(q)
is evaluated on its ‘‘physical sheet’’ defined by Im(hp(q))
.0 in the complexq plane.W1→2 is a plane-wave transmis-

sion coefficient for propagation of the pressure field from the
top half-space to the bottom half-space. Although the con-
struction of the interfacial region can be quite general, we
will merely assume that it is a single homogeneous layer.
Therefore, W1→2 may be expressed as given by
Brekhovskikh;10 i.e.,

W1→2~q!

5
11V1~q!

cos~ ua2buhi~q!!2 i ~Zi~q!/Z2~q!!sin~ ua2buhi~q!!
,

~6!

whereV1 is the reflection coefficient for plane waves inci-
dent on the interface from above given by

V1~q!5
Zi~q!@Z2~q!2Z1~q!#1 i @Z1~q!Z2~q!2Zi

2~q!#tan~ ua2buhi~q!!

Zi~q!@Z1~q!1Z2~q!#2 i @Z1~q!Z2~q!1Zi
2~q!#tan~ ua2buhi~q!!

, ~7!

Zp(q)5rp /hp(q), andrp is the density of regionp.
The outgoing basis functions for expanding the scattered

field in the layered host may be specified forr in any layer as
long asr is outside a spherical surface circumscribing the
object at the origin. Forr in the top or bottom half-space,
these functions may be expressed as

csml~r !5
1

2p i m S em

2p D 1/2E
0

2p

djE
0

` q dq

k2h2~q!

3BmlS 2
h2~q!

k2
Deih2~q!bW2→1~q!

3eih1~q!~z2a!1 iqz cos~j2f!S cosmj, s5e

sinmj, s5oD ,

z.a, ~8!

5hl
~1!~k2r !Ysml~u,f!

1
1

2p i m S em

2p D 1/2E
0

2p

djE
0

` q dq

k2h2~q!

3BmlS 2
h2~q!

k2
Deih2~q!b

3U2~q!e2 ih2~q!~z2b!1 iqz cos~j2f!

3S cosmj, s5e

sinmj, s5oD , z,b, ~9!

where hl
(1) is a spherical Hankel function of the first kind,U2

is the reflection coefficient for plane waves incident on the
interface from below, andW2→1 is a plane-wave transmis-
sion coefficient for propagation from the bottom half-space
to the top half-space. BothW2→1 andU2 may be determined
using Eqs.~6! and~7! by exchanging material properties. To
maintain a complete set of outgoing functions, the same re-

strictions on the indices are maintained as for the regular
functions in Eq.~2!.

The expansion coefficients of the scattered field,f sml ,
are obtained by invoking theT matrix for the system via the
relation

f sml5 (
s8m8 l 8

Tsml;s8m8 l 8as8m8 l 8~r s!, ~10!

where theT matrix in a plane-stratified fluid,T, takes the
form

T5@T212R#21. ~11!

Here,T is the free-fieldT matrix of the object defined with
the material parameters of the embedding medium andR is a
symmetric rescattering matrix with elements that, for the
present system, reduce to

Rsml;s8m8 l 852dss8dmm8E
0

` q dq

k2h2~q!
BmlS 2

h2~q!

k2
D

3Bml8S 2
h2~q!

k2
DU2~q!e2ih2~q!b. ~12!

B. Rough interface

The scattering formulation presented so far constitutes
an exact solution of the Helmholtz equation for an environ-
ment with planar interfaces. An advantage of it is that its
structure is such that one can isolate all effects associated
with propagation of the source field to the object in the co-
efficients of Eq.~4!, all effects associated with propagation
of the scattered field tor in the outgoing basis functions of
Eqs.~8! and ~9!, and all scattering and environmental inter-
action effects due to the presence of the object in theT ma-
trix. Since the details of these effects are given in terms of a
superposition of plane waves, it becomes straightfor-
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ward to account for roughness at interfaces of the environ-
ment by replacing the plane-wave reflection and transmission
coefficients for planar boundaries with generalizations ap-
propriate for rough boundaries.

In this paper, generalizations formulated by Moe8 and
Moe and Jackson11 for an interface with small-scale random
roughness will be used. In this formulation, roughness on the
interface atz5a is defined by

z2a5mF~ r̃ !, ~13!

where m is the root-mean-square~rms! height and F(r̃ )
specifies height variations as a function of the two-
dimensional projectionr̃ of the position vectorr onto the
plane atz5a. Roughness causes a plane-wave propagating
with transverse wave vectorq8 in the top half-space to be
transformed upon reflection or transmission into a continu-
ous spectrum of wave vector components. Therefore, the to-
tal contribution to the complex amplitude of the reflected or
transmitted plane wave with transverse wave vectorq in-
volves an integration over all wave vectorsq8 incident on the
roughness. Only transverse wave vectors need to be inte-
grated because the vertical components are constrained by
the value of the wave number in each medium. Denoting the
plane-wave amplitudes with a scriptA, the reflected, and
transmitted amplitudes are related to the incident amplitude
by

Are~q!5E
0

2p

dj8E
0

`

q8 dq8V1~q,q8!Ainc~q8! ~14!

and

Atr~q!5E
0

2p

dj8E
0

`

q8 dq8W1→2~q,q8!Ainc~q8!, ~15!

whereq8 and j8 are the two-dimensional polar coordinates
of q8. The corresponding field at a given space point is ob-
tained by multiplying these amplitudes by the appropriate
plane wave and integrating over the transverse wave vector;
i.e.,

F re~r !5E
0

2p

djE
0

`

q dqAre~q!eih1~q!~z2a!1 iq"r, ~16a!

F tr~r !5E
0

2p

djE
0

`

q dqAtr~q!e2 ih1~q!~z2b!1 iq"r. ~16b!

By satisfying boundary conditions through second order
in k1m, the functions specifying the transformation of waves
with transverse wave vectorq8 into wave vectorq in Eqs.
~14! and ~15! may be expressed in the form

V1~q, q8!5V1d~q2q8!1k1mH11~q,q8!F~q2q8!

1
~k1m!2

2 FG11a~q, q8!E dq9F~q2q9!

3F~q92q8!1E dq9F~q2q9!F~q92q8!

3G11b~q, q9,q8!G1O~~k1m!3! ~17!

and

W1→2~q,q8!5W1→2d~q2q8!1k1mH12~q, q8!

3F~q2q8!1
~k1m!2

2 FG12a~q, q8!E dq9

3F~q2q9!F~q92q8!

1E dq9F~q2q9!F~q92q8!

3G12b~q, q9,q8!G1O~~k1m!3!. ~18!

Here, F(q) is the 2D Fourier transform of F(r̃ ), and the
explicit forms ofH11, H12, G11a , G11b , G12a , andG12b are
given in Appendix A.

To account for the effects of the rough interface on
propagation to and from the buried object in the present scat-
tering model, the integrands of Eqs.~4!, ~8!, and ~9! are
modified with Eqs.~14! and ~15!. Hence, the coefficients,
asml , become

asml~r s!5
Cim11

2p S em

2p D 1/2E
0

2p

djE
0

`

q dqBmlS 2
h2~q!

k2
D

3eih2~q!bS cosmj, s5e

sinmj, s5oD
3E

0

2p

dj8E
0

` q8 dq8

h1~q8!
W1→2~q, q8!

3e2 iq8js cos~j82fs!2 ih1~q8!~a2zs!, ~19!

where factors associated with the field incident upon and
transmitted through the interface are now separated by
W1→2(q, q8) and two sets of integrations over transverse
wave vector. Likewise, by grouping factors associated with
plane waves propagating to and away from the interface,
expressions for the basis functions,Csml , become

csml~r !5
1

2p i m S em

2p D 1/2

3E
0

2p

djE
0

`

q dqeiqz cos~j2f!1 ih1~q!~z2a!

3E
0

2p

dj8E
0

` q8 dq8

k2h2~q8!
W2→1~q, q8!

3BmlS 2
h2~q8!

k2
Deih2~q8!bS cosmj8, s5e

sinmj8, s5oD ,

z.a, ~20!
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5hl
~1!~k2r !Ysml~u,f!1

1

2p i m S em

2p D 1/2

3E
0

2p

djE
0

`

q dqeiqz cos~j2f!2 ih2~q!~z2b!

3E
0

2p

dj8E
0

` q8 dq8

k2h2~q8!
U2~q, q8!Bml S 2

h2~q8!

k2
D

3eih2~q8!bS cosmj8, s5e

sinmj8, s5oD ,

z,b. ~21!

In Eqs. ~20! and ~21!, the quantities U2(q8,q) and
W2→1(q8,q) are analogous to Eqs.~17! and ~18!, respec-
tively, but for propagation from medium 2 to medium 1.
They may be determined using the perturbation theory of
Refs. 8 and 11 but, since the present work will not require
the reflection coefficient, determiningU2(q8,q) will be left
to later investigations. However,W2→1(q8,q) will be deter-
mined via the relation

W2→1~q8,q!5
r1h2~q!

r2h1~q8!
W1→2~2q,2q8!, ~22!

which is required in order for the Green’s function to remain
reciprocal for propagation between the two half-spaces. This
consequence of reciprocity is shown in Appendix B.

With Eqs.~19!–~21!, a new rescattering matrix can also
be formulated to update Eq.~12!. This task is done in Ap-
pendix C. By then updating the planar-surface scattering so-
lution using Eqs.~19!–~21! and the rescattering elements ex-
hibited in Eq. ~C5!, a perturbative, but deterministic,
scattering solution for an object under a surface with small-
scale roughness is obtained. However, given the complexity
of this solution, it will be convenient to adopt some simpli-
fying assumptions to avoid some numerical labor later. In the
subsequent development, the source of the incident field will
be assumed far enough away to approximate the field in the
vicinity of the scatterer as that due to transmitting a plane
wave through the roughness above the scatterer and the scat-
tered field will be predicted in the far field. Therefore, the
number of required integrations can be reduced by applying
a stationary phase approximation for larger and r s .12 This
results in the following simpler expressions for the field co-
efficients and basis functions:

asml~us ,fs!52i mA2peme2 ik1a cosus

3E
0

2p

djE
0

`

q dqBmlS 2
h2~q!

k2
Deih2~q!b

3S cosmj, s5e

sinmj, s5oD
3W1→2~q, q8!U

q85k1 sin us ,j85fs1p

, ~23!

csml~r !5
k1 cosu

i m11 S em

2p D 1/2eik1~r 2a cosu!

r

3E
0

2p

djE
0

` q dq

k2h2~q!
BmlS 2

h2~q!

k2
Deih2~q!b

3S cosmj, s5e

sinmj, s5oDW2→1~q8,q!U
q85k1 sin u,j85f

,

k1r ,k1z@0, ~24!

csml~r !5
eik2r

i m11k2r S em

2p D 1/2S cosmf, s5e

sinmf, s5oD
3BmlS h2~k2 sinu!

k2
D

1
k2 cosu

i m11 S em

2p D 1/2eik2~r 1b cosu!

r

3E
0

2p

djE
0

` q dq

k2h2~q!
BmlS 2

h2~q!

k2
Deih2~q!b

3S cosmj, s5e

sinmj, s5oDU2~q8,q!U
q85k2 sin u,j85f

,

k1r ,2k1z@0. ~25!

In Eq. ~23!, the scale factorC was set so that the plane wave
would have a unit amplitude in medium 1.

A further simplification can be made by noting that ef-
fects due to multiple scattering between the object and the
rough surface embodied in Eq.~C5! can be small for burial
much deeper than 1.5 radii of the sphere circumscribing the
object. At depths greater than about 1.25 radii, backscatter
calculations with a sphere buried under a flat interface ex-
hibit little rescattering effects even when the source is placed
directly above the sphere. Therefore, in the present work, it
will be assumed that these effects can be ignored; i.e.,R
50. Finally, a spherical object will be studied since the free-
field T matrix is simplest for this case.

II. AVERAGED FIELDS

A. Bistatic coherent solution

Rather than apply the scattering formulation given in the
previous section directly on a specific surface configuration,
the goal here is to use the formulation to establish the aver-
age properties. For example, the steady-state coherent field
scattered by a buried sphere is calculated with an ensemble
average over interface roughness as

^Fscatt~r !&5(
ml

Tml(
s

^csml~r !asml~us ,fs!&, ~26!

where the second set of spherical indices on theT matrix
have been suppressed because the free-fieldT matrix for a
sphere is diagonal; therefore, averages of off-diagonal prod-
ucts of basis functions and source field coefficients are not
needed in the summations. The parity index dependence has
also been removed from theT matrix because it is unneces-
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sary for an axisymmetric object suspended in a fluid.13

Of primary interest is the field scattered back into the
upper half-space given a plane-wave incident on the bottom
from above. Forr and r s sufficiently far away from the
sphere, this field can be computed using Eqs.~23! and~24! to
form the quantity

(
s

^csml~r !asml~us ,fs!&

5
2emk1 cosu

ir
eik1@r 2a~cosu1cosus!#

3E
0

2p

djE
0

` q dq

k2h2~q!
E

0

2p

dj8E
0

`

q8 dq8 cosm~j2j8!

3BmlS 2
h2~q!

k2
DBmlS 2

h2~q8!

k2
D

3ei @h2~q!1h2~q8!#b^W2→1~q1 ,q!uq15k1 sin u,j15f

3W1→2~q8,q18!uq
185k1 sin us ,j

185fs1p&. ~27!

In the following, it will be convenient to reexpress the cor-
relation of rough surface transmission coefficients as

^W2→1~q1 ,q!W1→2~q8,q18!&

5
r1h2~q!

r2h1~q1!
@^W1→2~2q,2q1!&^W1→2~q8,q18!&

2^dW1→2~2q,2q1!dW1→2~q8,q18!&#, ~28!

where the reciprocity relation in Eq.~22! and the difference
dW1→25W1→22^W1→2& have been introduced.

By assigning statistical properties to the height function
F(r̃ ), the ensemble average of the transmission coefficient in
Eq. ~18! can be determined to second order ink1m. In the
present work, it will be assumed that F(r̃ ) is a Gaussian,
wide-sense stationary process with zero mean and unit vari-
ance. The identities8

^E dq9F~q2q9!F~q92q8!&5d~q2q8! ~29!

and

^E dq9F~q2q9!F~q92q8!G12b~q,q9,q8!&

5d~q2q8!E dq9G12b~q,q9,q!D~q92q! ~30!

may then be invoked. In Eq.~30! the factorD(q92q) is the
spectrum of the surface autocorrelation function which is de-
fined in terms of the identity

^F* ~q2q1!F~q82q18!&5D~q2q1!d~q2q12q81q18!.
~31!

The functional form chosen forD is

D~q2q1!5
b

m2uq2q1ug @12e2~ uq2q1ua!2/2#2. ~32!

Equation~32! corresponds to assuming the interface is iso-
tropically rough with a filtered power-law spatial roughness
spectrum of strengthb and exponentg, where low spatial
frequencies~i.e., large-scale spatial components! are re-
moved according to the filter parametera. By filtering the
power-law spectrum, the rms roughness heightm becomes
finite and is related toa, b, andg by

m5A2pbag22

g22
GS 22

g

2D ~222(g/2)21!. ~33!

Power-law spectral assumptions have been found to provide
a good description of roughness on the seafloor.14–16

Using the statistical relations above and the zero-mean
property of F(r̃ ) in Eq. ~18! to eliminate the first order terms,
the average transmission coefficient to second order ink1m
becomes

^W1→2~q,q8!&5H W1→2~q!1
~k1m!2

2 FG12a~q, q!

1E dq9G12b~q,q9,q!D~q2q9!G J
3d~q2q8!. ~34!

Subtracting this quantity from the transmission coefficient in
Eq. ~18!, the leading term in the correlation of the difference
in Eq. ~28! then becomes

^dW1→2~2q,2q1!dW1→2~q8,q18!&

5~k1m!2H12~q,q1!H12~q8, q18!D~q2q1!

3d~q2q12q81q18!. ~35!

Inserting these results in Eqs.~26! and ~27!, the following
far-field expression for the scattered coherent field in the
upper half-space is obtained to second order ink1m, ignoring
multiple scattering effects and assuming a unit-amplitude
plane wave is incident on the bottom half-space:
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^Fscatt~r !&5
2k1 cosu

ir
eik1@r 2a~cosu1cosus!#(

ml
TmlemH r1~21!m

k1k2 cosur2
cosm~f2fs!BmlS 2

h2~k1 sinu!

k2
D

3BmlS 2
h2~k1 sinus!

k2
Dei @h2~k1 sin u!1h2~k1 sin us!#bFW12~k1 sinu!W12~k1 sinus!@11m2~ki

22k1
2!#

1
~k1m!2

2
W12~k1 sinu!E dqG12b~q18 ,q,q18!D~q2q18!1

~k1m!2

2
W12~k1 sinus!

3E dqG12b~q1 ,q,q1!D~q2q1!G1~k1m!2E
0

2p

djE
0

` q dq

k2h2~q!
cosm~j2j8!

3BmlS 2
h2~q!

k2
DBmlS 2

h2~q8!

k2
Dei @h2~q!1h2~q8!#bH12~q,q1!H12~q8,q18!D~q2q1!J , z.a, ~36!

where the vectorsq1 and q18 are specified in terms of the
polar magnitude and angle coordinates (k1 sinu,f) and
(k1 sinus,fs1p), respectively, andq85q1q182q1 . Given
that transverse wave vectors lie in thex-y plane, the magni-
tudeq8 and polar anglej8 are specified by solving the two
simultaneous equations

q8 cosj85q cosj2k1 sinus cosfs2k1 sinu cosf,
~37a!

q8 sinj85q sinj2k1 sinus sinfs2k1 sinu sinf.
~37b!

At this point, it is worth noting that the last term in Eq.
~36! arises in addition to the terms that would result from
replacing the transmission coefficients in the scattering solu-
tion for a flat interface with averaged transmission coeffi-
cients. Since this last term does not exhibit the explicit
exponential ~evanescent wave! decay with frequency ex-
pected whenk1.k2 and u or us are near 90°~note the
ei @h2(k1 sin u)1h2(k1 sin us)#b factor multiplying the other terms!, it
is possible for this term to be important compared to the
terms resulting from the averaged coefficients. This is men-
tioned because it has been suggested17 that reflection and
transmission of the coherent field at a rough surface can be
treated effectively using a flat interface with effective reflec-
tion and transmission coefficients. As indicated by Eq.~28!,
the last term in Eq.~36! measures the correlation of the
roughness-modified component of the field transmitted from
the top half-space to the bottom with that scattered back up
in the opposite sense. To the extent that these correlations are
an important contribution to the roughness correction of the
scattered field, the use of effective flat-interface models need
to be considered carefully.

B. Backscattered intensity

The total steady-state intensity scattered by a buried
sphere is composed of a coherent and an incoherent compo-
nent when the sphere is under a randomly rough surface. The
coherent component is given by the square of the magnitude
of the coherent field evaluated above. Therefore, the incoher-
ent component is simply the differencêuFscat(r )u2&
2u^Fscat(r )&u2. However, before proceeding with an evalu-
ation of the intensity, it will be helpful to discuss the relevant

order of approximation a bit further. Since the coherent field
is given to second order ink1m, the corresponding intensity
can, in principle, be completely determined to second order.
This choice of truncation presumes thatk1m, being the per-
turbation parameter, is the only relevant small parameter. As
mentioned previously, this is not true for all source/receiver
geometries of interest since the last term in Eq.~36! can be
expected to dominate the others under certain circumstances
such as when the plane wave incident on the bottom ap-
proaches at a shallow grazing angle. A calculation of the
leading terms in the coherent intensity should also include
terms that are low order in the exponential decay factors
responsible for removing ordinarily dominant terms from the
perturbation series. Therefore, a term fourth order ink1m is
kept in determining the coherent intensity.

To completely determine the total intensity up to fourth
order would be cumbersome due to the complexity and num-
ber of terms required. Therefore, the present effort will focus
on circumstances relevant to understanding the transmission
anomalies observed with shallow-grazing-angle sonar. Of
particular interest is the possibility of enhanced shallow-
grazing-angle backscatter by objects buried in fast ocean bot-
toms. To study this problem only a few additional terms in
the intensity beyond those worked out for the coherent part
are needed. For low frequencies it is expected that the low-
order terms in the coherent part will dominate the intensity
but at higher frequencies~but not so high thatk1m@1) terms
that are low order in the exponentially decaying factors may
dominate. Because these exponential factors decay so
quickly as a function of frequency, it should be sufficient to
retain terms that are zeroth order in these factors.

By using Eqs.~18!, ~23!, and ~24! to form the product
csml(r )cs8m8 l 8

* (r )asml(u,f)as8m8 l 8
* (u,f), it is easy to see

that exponential decay factors show up in those terms that
include zero-order factors from any of the basis functions
csml or source field coefficientsasml . @Here the generalized
transmission coefficient in Eq.~18! is assumed known out to
fourth order ink1m and a backscatter configuration is im-
posed by settingus5u andfs5f.] The leading terms from
the product that do not contain a decaying exponential are
formed by taking a term first order ink1m from each basis

1252 1252J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Lim et al.: Scattering by a 3-D elastic object



function and source field coefficient. Therefore, the high frequency behavior for shallow-angle backscatter will be described by
an expression of the form
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DBm8 l 8

* S 2
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k2
Dei ~h2~q!1h2~q8!2h2* ~q9!2h2* ~q~3!!!b

3H12~q,q1!H12~q8,2q1!H12* ~q9,q1!H12* ~q~3!,2q1!

3^F* ~q2q1!F~q81q1!F~q92q1!F* ~q~3!1q1!&. ~38!

As before, the transverse vectorq1 designates the polar mag-
nitude and angle coordinates (k1 sinu,f). The correlation of
transformed height functions is evaluated by performing the
Gaussian factorization

^F* ~q2q1!F~q81q1!F~q92q1!F* ~q~3!1q1!&

5d~q81q9!d~q1q~3!!D~q81q1!D~q~3!1q1!

1d~q82q~3!!d~q92q!D~q81q1!D~q92q1!

1d~q82q12q1!d~q92q~3!22q1!D~q81q1!

3D~q92q1!. ~39!

When inserted into Eq.~38! the last term in Eq.~39! repro-
duces the square magnitude of the last term in Eq.~36! in the
case that backscatter (q152q18) is considered. After some
simplification, the remaining terms lead to the following
form for the total intensity:

^U(
sml

Tmlcsml~r !asml~u,f!U2

&

5~k1m!4
4uk1u2 cos2 u

r 2

3(
sml
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3@ I sml;s8m8 l 8~0,0,q1!I sml;s8m8 l 8~1,1,q1!
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1terms from coherent intensity, ~40!

whereI sml;s8m8 l 8 represents the integral

I sml;s8m8 l 8~n,n8,q1!
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Finally, the elementsAsm;s8m8(j) in Eq. ~41! are specified
as follows:

Aem;em8~j!5cosmj cosm8j, ~42a!

Aem;om8~j!5cosmj sinm8j, ~42b!

Aom;em8~j!5sinmj cosm8j, ~42c!

Aom;om8~j!5sinmj sinm8j. ~42d!

III. NUMERICAL RESULTS

The ensemble-averaged results above will now be used
to investigate the consequences of bottom roughness on so-
nar detection of buried underwater objects. This requires
evaluation of the integrations in Eqs.~36! and ~40!, which
are performed by segmenting the integration region and us-
ing standard Gauss–Legendre quadrature over enough seg-
ments to ensure convergence. Consistent with the assump-
tions used to obtain Eqs.~36! and ~40!, the target is an
evacuated spherical steel shell with a thickness of 11% of the
outer radiusa, which will be assumed to be 0.25 m. The
explicit form of the free-fieldT matrix needed for this type of
scatterer has been presented elsewhere18,19 and need not be
discussed further here. External to the shell, the environment
consists of a water half-space above a sediment transition
layer of average thickness 0.1a. This, in turn, is above a
sediment half-space which contains the steel shell. The ma-
terial parameters assumed for the shell and the environment
are presented in Table I. Of these, the sound speeds in the
bottom have been assigned complex values to allow for
propagation loss. The loss chosen for the sediment half-space
is typical of attenuation levels observed in sand sediments
and corresponds to 0.453 dB/m/kHz. A lower attenuation
level of 0.30 dB/m/kHz was chosen for the transition layer.

Also presented in Table I are parameters specifying the
spatial roughness spectrum@Eq. ~32!# of the upper transition
layer interface. Values for two rms roughness levels are
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given: m51 mm andm51.2 cm. The values given for the
low roughness case correspond to those chosen by Moe8 to
represent the sediment surface roughness in the tank experi-
ment described by Boyle and Chotiros.2 The higher rough-
ness case uses values chosen to represent the surface rough-
ness at a sandy site off Panama City, FL where transmission
experiments were recently performed by Chotiros.4

In the present investigation, a source is assumed to pro-
duce a unit-amplitude plane wave that strikes the bottom at
an incident angle of 70° from vertical in the vicinity of the
shell. For the bottom parameters used, this angle is past the
‘‘critical’’ angle beyond which high reflection is expected
from a flat bottom. This choice is motivated by the desire to
detect objects at long ranges to optimize the rate of search;
thus, requiring illumination of the bottom at a shallow graz-
ing angle. The field scattered by the shell is initially detected
in the backscatter direction, 25 m from the center of the
shell.

In Fig. 2 backscattered intensity predictions are pre-
sented for the steel shell buried by 1.5a below a rough inter-
face. The depth is measured from the mean level of the in-
terface to the center of the sphere. Predicted coherent and

total intensities and the corresponding flat interface result
@given by the zeroth order term in Eq.~36!# are compared as
a function of the scaled wave number of water,k1a, for each
roughness level provided for in Table I. For the 0.5-m-diam
shell, the plotted interval 0,k1a,25 corresponds to fre-
quencies up to 23.9 kHz. The upper end of this interval is
also close to the expected limit of validity of perturbation
theory when applied to 1.2-cm rms roughness. In that case,
k1m51.2 although Thorsos20 has shown that perturbation
theory gives good results for transmission due to rough sur-
face scattering atk1m as high as 2.0. TheT-matrix summa-
tion was truncated after 30l andm values for these calcula-
tions and a resolution of 200 line-connected wave number
points is maintained in each curve.

It is seen that roughness causes the total intensity to
diverge from the flat interface calculation increasely with
frequency. The enhancements are greater and start at lower
frequencies for the case with higher roughness. Nevertheless,
the coherent part of the backscattered intensity is indistin-
guishable from the flat interface result when the roughness is
low and only slightly enhanced at the higher frequencies for
the higher roughness case. Although not large, it is recog-
nized in passing that the observed enhancement of the coher-
ent intensity in the last case is predominantly due to the last
term in Eq.~36!. Aside from this, the bulk of the enhance-
ment of the total intensity is clearly due to incoherent scat-
tering. Also of note, spectral features are preserved in the flat
interface and coherent calculations but washed out of the
total intensity. While this is not unexpected, it means that the
incoherent part of the backscatter may be useful for detecting
a buried object but not so useful for probing its dynamics; for
example, as a means to determine its identity.

Despite the greater magnitude of the total intensity due
to incoherent scattering, using this to detect the shell depends
on this intensity being greater than the reverberant noise
level from the rough surface itself. The noise level atr due to
reverberation from a surface patch of areaDA centered atr 8
may be estimated using the formula8,11,21

TABLE I. Parameters of the shell and its environment.

Parameter Value

steel density 7900 kg/m3

steel compressional speed 5.793103 m/s
steel shear speed 3.103103 m/s
water density 1000 kg/m3

water sound speed 1.503103 m/s
interfacial layer density 1780 kg/m3

interfacial layer sound speed (1.6573103,215.0) m/s
sediment density 2000 kg/m3

sediment sound speed (1.703103,224.0) m/s
a (m51 mm) 0.01 m
b (m51 mm) 2.1731025 m
g (m51 mm) 3.0
a (m51.2 cm) 0.5 m
b (m51.2 cm) 6.231025 m
g (m51.2 cm) 3.0

FIG. 2. Total, coherent, and flat-interface itensities as a result of scattering a unit-amplitude plane wave in the water half-space from an 11% steel shell buried
by 1.5a in the sediment halfspace. The plane wave is incident at a 20° grazing angle from the mean plane of the rough water/sediment interface.
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^uF rev~r !u2&5
DAuF inc~r 8!u2

ur2r 8u2
k1

4m2

3cos2~u!uH11~q, q8!u2D~q2q8!, ~43!

which follows from a sonar equation calculation based on a
bistatic cross section. Here,q8 andq are the transverse wave
vectors incident on and scattered from the surface patch. For
the purposes of comparison,uF inc(r 8)u2 can be set to unity
since a unit-amplitude plane wave is assumed incident on the
surface in the vicinity of the shell. The factorDA/(ur2r u2)
will be assigned a value of 9.631025 at k1a525, which
corresponds to using an acoustic source with sufficient aper-
ture and bandwidth to illuminate a 0.40 m30.15 m patch~0.4
m in the down range direction and 0.15 m transverse to that
direction! of the bottom above the shell. The patch size is
chosen to illustrate the case with the highest realistic signal-
to-noise, using Eq.~43! to calculate the noise level and Eq.
~40! to calculate the signal level.~The signal level calcula-
tion does not restrict the surface area being illuminated by
the incident wave.! This is an important point that warrants
further discussion.

Reference 21 treats the penetration problem in terms of a
sonar equation calculation and shows that, at shallow angles
~below critical!, the region of the water/sediment interface
contributing to a buried receiver is highly localized and
nearly overhead. A calculation was carried out for a 20-kHz
source 7.3 m above the sediment interface and displaced 20
m horizontally from a receiver buried 0.12 m into the sedi-
ment.~This geometry gives a 70° incident angle at the point
above the receiver.! The result shows that illumination of a
0.4 m30.15 m area of the bottom above the receiver~and
displaced 0.15 m toward the source! yields a signal at the
receiver within 1.5 dB of the result for illumination of the
entire bottom. This is equivalent to saying that for the
present discussion the penetration scattering cross section
can be approximated as constant over the 0.4 m30.15 m area
and zero outside this area.

With this test geometry and sonar equation approxima-
tion it is clear that as the illuminated area is made larger than

0.4 m30.15 m the signal-to-noise would diminish since the
signal would stay constant and the noise@Eq. ~43!# is pro-
portional toDA. If the area is smaller than 0.4 m30.15 m,
both the signal and the noise will diminish at least as fast as
DA so that the signal-to-noise ratio will not improve with
further reduction of area. This line of reasoning implies that
a calculation using 0.4 m30.15 m should be indicative of the
highest signal-to-noise obtainable for the surface conditions,
material parameters, and geometry examined here.

A second consideration in plotting noise curves is that
the resolution is not commonly kept constant as frequency is
altered. If the aperture and fractional bandwidth are constant,
the illuminated area will be proportional to 1/n2, wheren is
the center frequency of the source. A 1/n2 dependence of
resolution and a constant resolution should yield reasonable
noise bounds for actual sonar systems. In the following, both
choices will be compared to the backscatter level of the bur-
ied shell using a resolution of 0.4 m30.15 m atk1a525 as a
reference point.

In Fig. 3, the total intensity backscattered from the shell
is compared with the two estimated noise levels of the sur-
face for the two roughness levels considered. For low rough-
ness levels, the shell dominates the low frequency part of the
spectrum but the surface noise dominates the high frequency
part. The same is true for the higher roughness case but only
when the source beam resolution can be held constant, which
may not be the most realistic case. When a 1/n2 resolution
dependence is assumed, the noise level still dominates the
signal level at higher frequencies but continues to remain a
problem even at the low end. While the difference between
the intensity of the shell and both noise curves at the upper
frequency range is smaller for 1.2-cm rms roughness, in-
creasing the rms roughness amplitude further by increasing
the filter parametera did not help close this gap. This is
because the original value ofa already accounts for most
spatial frequency components of the interface responsible for
enhancing the shell’s intensity. The larger scale spatial com-
ponents included by increasinga diffract energy down to the
shell less efficiently at the higher frequencies. In any case,

FIG. 3. A comparison of the total intensity scattered by the shell in Fig. 2 with surface noise levels. The dashed line corresponds to holding the sourcebeam
resolution constant and the long-dashed line corresponds to holding the source aperture and bandwidth constant.
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when the bottom roughness is described by typical power
law spectra, the present calculations indicate that low fre-
quencies are best for finding the buried shell using shallow-
grazing-angle sonar.

The dependence of the roughness induced enhancements
seen in Fig. 2 and their comparison with the noise level may
also be examined as a function of the depth of the shell. In
Figs. 4 and 5, results analogous to Figs. 2 and 3 are presented
except that now the shell is buried by only 1.2a. Compared
to the results at 1.5a burial, Fig. 4 shows that the enhanced
region of the backscattered intensity has increased much less
than the intensity for a flat interface. This is consistent with
the fact that the intensity for the shell under a flat interface is
due to scattering evanescent waves, which decay exponen-
tially in amplitude as depth increases. The roughness induced
enhancements are due to scattering waves diffracted down to
the shell, which suffer only the usual propagation losses in
sediment over the short distance between the shell and the
interface above. It is notable, however, that the noise level
associated with 1.2-cm rms roughness~Fig. 5! is becoming
less dominant over the shell’s total intensity in the upper

frequency range. This suggests that shallowly buried objects
of high target strength may be observable above the surface
noise level at high frequencies, which is consistent with field
observations of buried corner reflectors~0-dB target
strength! by Lopes.3

As a final examination of roughness effects on the scat-
tering by a buried shell, calculations of the coherent bistatic
spectral response of the sphere is given in Figs. 6 and 7. In
both cases, the geometry of the incident plane wave and shell
is as described previously for Fig. 2. However, in Fig. 6, the
position of the receiver is moved in angle along an origin-
centered circular arc that is contained in the vertical plane
containing both the wave vector of the incident plane wave
and the origin. Low angles correspond to the receiver near
the interface on the same side of the origin as the source. In
Fig. 7, the angle of the receiver position vector to the inter-
face is held constant at 20°, but its azimuthal angle~f!
around the vertical axis at the origin is scanned from 0°
~backscatter! to 180°. An interfacial roughness of 1.2-cm rms
is assumed. Results are presented as gray-scaled intensity
levels plotted againstk1a and the corresponding angle to the

FIG. 4. Total, coherent, and flat-interface itensities as a result of scattering a unit-amplitude plane wave in the water halfspace from an 11% steel shell buried
by 1.2a in the sediment halfspace. The plane wave is incident at a 20° grazing angle from the mean plane of the rough water/sediment interface.

FIG. 5. A comparison of the total intensity scattered by the shell in Fig. 4 with surface noise levels. The dashed line corresponds to holding the sourcebeam
resolution constant and the long-dashed line corresponds to holding the source aperture and bandwidth constant.

1256 1256J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Lim et al.: Scattering by a 3-D elastic object



receiver. The truncation of theT-matrix summation was in-
creased to 60l andm values so that results out tok1a540
could be obtained. A resolution of 200 wave number points
by 35 ~Fig. 6! or 37 ~Fig. 7! angle points is displayed. Inten-
sity variations are smoothed with interpolated shading.

A few details are worth mentioning. First, note that
spectral features are visible in both plots as ripples in the
intensity. However, the shading in Fig. 6 suggests a com-
pression of these features toward lowerk1a as the angle

increases toward 180°. Such a compression cannot reflect a
shifting of the elastic resonances that give rise to these fea-
tures because resonances cannot shift to lower frequencies
with a change in observation angle. The apparent shift is
likely an illusion caused by variations in the shape of the
spectral features with angle. Such variations might arise as a
consequence of how the radiating resonant field interferes
with the specular field in the observation direction. This
agrees with the general ‘‘straightness’’ of the high intensity

FIG. 6. Bistatic coherent intensity scattered by an 11% steel shell buried 1.5a under a water/sediment interface with 1.2-cm rms roughness. A plane wave is
incident on the interface above the shell at a 20° grazing angle.

FIG. 7. Bistatic coherent intensity scattered by an 11% steel shell buried 1.5a under a water/sediment interface with 1.2-cm rms roughness. A plane wave is
incident on the interface above the shell at a 20° grazing angle.
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ridges at the lowk1a end, where the resonant contribution to
the intensity is strongest and least modified by the specular
contribution.

Aside from this, there is also an expected general de-
cline in intensity with increasing frequency. This is a mani-
festation of the decay of at least one of the two phase factors
in the lowest order term of Eq.~36! resulting from transmis-
sion through the interface at shallow grazing angles. When
the angle from the interface to the receiver is not shallow as
in the region between 30° and 150° in Fig. 6, the decay is
less severe because propagation to the receiver is not associ-
ated with an evanescent phase factor. One might take advan-
tage of this extra amplitude with a sonar system configured
for backscatter over extended ranges by inspecting reflec-
tions off other layer interfaces~e.g., an air–water interface!.

However, it is notable that, at shallow angles near back-
scatter~i.e., angles less than 30° in Fig. 6!, the coherent
intensity declines with frequency much faster than at shallow
angles near the specular direction~angles greater 150° in Fig.
6!. This asymmetry is not a consequence of the roughness
since it is also manifested for a flat interface. It occurs be-
cause the scattering modes describing energy distribution in
thef direction add up destructively in the back direction but
constructively in the specular direction. This is analogous to
what happens in high frequency free-field scattering, where
enhanced forward scattering lobes develop that interfere with
the incident field to create a shadow zone. In the present
configuration, the evanescent wave vectors produced when
the scattered grazing angle is shallow lead to large factors in
the scattering coefficients that further magnify the asymme-
try between back and specular scattering. For the 20° scat-
tered grazing angle, Fig. 7 shows significantly slower decay
of the intensity with frequency beyondf540°. This indi-
cates that bistatic sonar configurations could have an advan-
tage in detecting more of the object’s low frequency spec-
trum, which might be used to identify the object.

Unlike the total intensity, the averaged coherent re-
sponse of the shell does not exhibit large departures from the
standard flat-interface prediction, but an assessment of less
dramatic effects due to roughness is also of interest. Such an
assessment is presented in Fig. 8 which compares the tem-
poral response of the shell buried by 1.5a under a flat inter-
face and the interface with 1.2-cm rms roughness. A bistatic
but shallow angle scattering geometry is considered, corre-
sponding to detection at a point 25 m from the shell at the
180° receivef angle in Fig. 7. An incident pulse, depicted in
Fig. 8~a!, with a flat frequency response in the 10,k1a
,25 band but zero amplitude outside this band is assumed.
By inverse transforming this band in the steady-state spectra,
the corresponding echos for the flat interface and roughness
averaged cases are presented in Fig. 8~b! and ~c!, respec-
tively. The time delay of each echo is set such that the maxi-
mum of the pulse resembling the specular is lined up with
the transmit pulse maximum in Fig. 8~a!.

Both echos appear very similar. The initial specular re-
flection appears quite dispersed compared to the incident
pulse. This is clearly a result of the spectral attenuation as-
sociated with scattering evanescent waves. The dispersive
secondary pulse following the specular is likely due to rera-

diation by a flexural wave excited on the shell. Aside from
these common features, it is noted that the echo resulting
from the rough interface exhibits a higher amplitude than the
flat-interface prediction. This may be a result of the addi-
tional energy diffracted down by the roughness on the inter-
face.

IV. SUMMARY AND DISCUSSION

Effects of ocean bottom roughness on underwater acous-
tic scattering by a completely buried, simple, smooth, elastic
object have been studied here. The approach taken combines

FIG. 8. Time waveforms of~a! the pulse incident on the interface above a
spherical shell,~b! the pulse scattered by the shell when the interface is flat,
and ~c! the ensemble-averaged coherent pulse scattered by the shell when
the interface is rough.
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a perturbative statistical treatment of a randomly rough
water/sediment interface with a deterministic scattering solu-
tion for a buried object. Due to the complexity of the result-
ing formulation, a number of simplifications are imposed be-
fore ensemble-averaged predictions are made: steady-state
field quantities are considered, the buried object is spherical,
it is assumed to be buried deep enough to neglect rescatter-
ing events between the sphere and the rough surface, the
source field is a unit-amplitude plane wave, the scattered
field is detected in the far field, the rough surface obeys
Gaussian statistics with a filtered power law roughness spec-
trum, the coherent field is formulated to second order in the
rms roughnessm, the total intensity is formulated only for
shallow-grazing-angle backscatter including the coherent
part and an incoherent part that is zeroth order in evanescent
decay factors, and the perturbation theory is assumed to re-
main valid up to aboutk1m52. For developing an under-
standing of roughness-induced scattering effects observed
with underwater sonar operated at shallow grazing angles,
these simplifications are expected to be reasonable.

Based on the calculations presented, a few points can be
made regarding the effect of ocean bottom surface roughness
on using sonar to detect a buried object at long ranges. When
the bottom is illuminated at shallow grazing angles with fre-
quencies typically used to image an object (k1a@1), the
ensemble-averaged total backscattered intensity is well-
enhanced relative to the flat-interface prediction. However, it
must compete to be observed with the reverberant noise scat-
tered back by the roughness itself. Observation becomes in-
creasingly problematic as the frequency increases. It is an-
ticipated that, for the power law spectrum surfaces examined
here, the intensity of the object can be higher than that of the
noise if the illuminated area of the bottom is kept small and
the object is shallowly buried, or it has a high target strength.
But detection strategies based on low frequencies (k1a
;1), where evanescent transmission remains strong, will
lead to the best signal-to-noise.

Furthermore, the bistatic scattering predictions of the co-
herent field suggest that schemes focusing on coherent field
detection of buried objects at extended ranges~i.e., with
shallow angle illumination and reception! may be enhanced
by adopting bistatic configurations. This is because, even
when the angle to the receiver remains shallow, the coherent
field can decay at a rate low enough compared to backscatter
that it may be possible to detect scattered evanescent waves
over a broader frequency band than suggested by the back-
scatter intensity calculations. In addition, spectral features
that might be useful for object identification do not appear
strongly modified by roughness effects. Of course, the pros-
pects for moderate to high frequency coherent detection of a
buried target would still require high receive sensitivity, be-
ing able to sample enough different realizations of the rough
interface to filter out incoherent contributions to the higher
frequency components, and being able to separate the coher-
ent part of the surface reverberation. Also, detection of either
the coherent intensity or the total intensity of the shell could
be further defeated by noise due to volume inhomogenieties
although this effect cannot be quantified here. Nevertheless,

the use of bistatic detection represents a possible alternative
strategy for searching for buried objects.

Scattering predictions made with models allowing for
periodically rough ocean bottoms22–24 or flat bottoms with
poroelastic properties5,6 also exhibit enhanced backscatter,
and it is interesting to contrast the present results with those.
Using a two-dimensional plane-wave decomposition formu-
lation, Fawcett24 demonstrated that a cylinder buried by 2
radii below a periodic sinusoidal water/sediment interface
can exhibit backscatter enhancement for a sonar beam inci-
dent at a~subcritical! 20° grazing angle on the bottom above
the cylinder. When the spatial frequency of the roughness
falls within an optimal acoustic band, the sinusoidal interface
produces a much greater enhancement compared to the re-
sults given here for the average intensity of a sphere under a
random interface. Furthermore, the reverberant noise from
the sinusoidal interface is shown to decay at high frequencies
so that the corresponding enhancement becomes noise free.
Of course, these comparisons are merely suggestive; differ-
ent object dimensionalities are involved and the sinusoidal
interface results are not averaged in any way. Nevertheless,
what is inferred from this is that the level of backscatter
enhancement as well as the noise level can depend strongly
on how the rough interface is represented. Bottom features
such as sand ripples might appear to be a periodic roughness,
but reality is likely to be complicated enough to preclude
quantitative agreement with a rough interface model consist-
ing of a single spatial frequency. While such approaches are
informative, it is hoped that the present scattering formula-
tion will be of more predictive value if the roughness is
random and not easily mapped; i.e., where effects become
difficult to quantify except in an average sense.

Scattering models based on plane-stratified bottoms with
poroelastic properties can also exhibit enhanced backscatter
by buried objects, although this mechanism does not lead to
any unusual enhancement5,6 unless the sediment has po-
roelastic properties within a special range. Nonetheless, if
shallow-grazing-angle backscatter enhancements are ob-
served in measurements, it might be possible to determine
the mechanism driving the enhancement by comparing the
spectral response to the corresponding predicted response.
Therefore, a few differences between predictions based on
the poroelastic mechanism and the roughness mechanism are
worth noting. First, it was shown previously5,6 that scattering
models incorporating flat poroelastic bottoms exhibit a
marked dependence on properties such as permeability.
Variations in such properties have no effect in fluid-sediment
models based on interface roughness. Second, when the po-
roelastic mechanism is most effective, it modifies the low
frequency (k1a,3) spectral features in the intensity of a
buried spherical object~for shallow-angle illumination! from
the case of the sphere buried in a medium with just fluid
properties. In the present calculations, bottom roughness
does not have an analogous effect; the low frequency back-
scatter spectrum is indistinguishable whether a rough or flat
interface is used. Third, the poroelastic bottom retains a gen-
eral exponential decay in the shallow-grazing-angle back-
scatter intensity as the frequency increases, albeit with a
shallower slope than expected with a fluid bottom when the
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intensity is enhanced. On the other hand, interface roughness
appears to change the exponential decay expected with a flat
bottom to a level frequency dependence on average as fre-
quency is increased. Finally, since the poroelastic models
assume flat interfaces for the bottom, they predict an en-
hancement in the coherent backscatter field. The roughness
mechanism produces an enhancement primarily in the aver-
age incoherent part of the backscattered field. Differences
such as these may help resolve the actual mechanism for
anomalous shallow-grazing-angle bottom transmission and
scattering effects observed with underwater sonar.
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APPENDIX A

Explicit forms for H11, H12, G11a , G11b , G12a , and
G12b @see Eqs.~16! and ~17!# are given below using the
notation adopted in this work. Moe8 and Moe and Jackson11

originally derived these expressions for propagation into a
region bounded from above by a rough surface and below by
a plane-stratified region. For the purpose of the present work,
it is a simple matter to reinterpret them so that they account
for propagation through the interfacial region, into the bot-
tom half-space. This is accomplished by rearranging the ex-
isting expressions so that the dependence on the flat surface
transmission coefficient is explicitly displayed and then us-
ing Eq. ~6! in place of the transmission coefficient specified
by Moe and Jackson. The results are as follows:

H11~q, q8!5
k1

2ih1~q!
@b~12V1~q!!~12V1~q8!!

1a~11V1~q!!~11V1~q8!!#, ~A1!

where

a512
ki

2r1

k1
2r i

1S r1

r i
21D q"q8

k1
2 , ~A2!

and

b5
h1~q!h1~q8!

k1
2 S r i

r1
21D ; ~A3!

H12~q, q8!5
W1→2~q!k1

2ih1~q!
@a~11V1~q8!!2b~12V1~q8!!#;

~A4!

G11a~q, q8!5
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2 S ki
2
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221D F ~11V1~q!!~12V1~q8!!

h1~q8!

h1~q!

2~12V1~q!!~11V1~q8!!G ; ~A5!

G11b~q, q8,q9!5
iH 11~q8,q9!

k1h1~q!
@~q"q82k1

2!~11V1~q!!

2h1~q!h1~q8!~12V1~q!!#

2
iH 12~q8,q9!

k1h1~q!W1→2~q8! Fr1

r i
~q"q82ki

2!

3~11V1~q!!~11V1~q8!!

1
r i

r1
h1~q!h1~q8!

3~12V1~q!!~12V1~q8!!G ; ~A6!

G12a~q, q8!5
W1→2~q!

11V1~q! F ~11V1~q8!!S ki
2

k1
221D

1G11a~q,q8!G ; ~A7!

G12b~q, q8,q9!5
W1→2~q!

11V1~q! F2ih1~q8!

k1
H11~q8,q9!

1
2ir ih1~q8!~12V1~q8!!

r1k1W1→2~q8!
H12~q8,q9!

1G11b~q, q8,q9!G . ~A8!

APPENDIX B

In the following, reciprocity will be used to establish Eq.
~22!. The Green’s function for propagation of the pressure
field through an intermediate region containing roughness is
obtained by combining Eqs.~15! and ~16! with the incident
field specified by8

Ainc~q!5
ir 0u

2ph1~q!
e2 ih1~q!~a2zs!2 iq"rs, ~B1!

where the parametersr 051 m andu has unit magnitude and
dimensions of pressure3time so that the source corresponds
to a point in medium 1 atr s with unit pressure magnitude at
1-m distance. Therefore, the field propagated tor in medium
2 takes the form

G~r s ,r !5
ir 0u

2p E
0

2p

djE
0

`

q dqE
0

2p

dj8E
0

` q8 dq8

h1~q8!

3e2 ih2~q!~z2b!1 iq"rW1→2~q, q8!

3e2 ih1~q8!~a2zs!2 iq8"rs. ~B2!

For the opposite case ofr s in medium 2 andr in medium 1,
a similar expression results; i.e.,
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G~r s ,r !5
ir 0u

2p E
0
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djE
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q dqE
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` q8 dq8
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3eih1~q!~z2a!1 iq"rW2→1~q, q8!
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Reciprocity requires the pressure field Green’s function
to satisfy the relation25

r1G~r s ,r !5r2G~r ,r s! ~B4!

when the positions of the source and receiver are inter-
changed. Using Eq.~B3! to represent the right hand side, this
means
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A change of dummy integration variables corresponding to
q→2q8 andq8→2q was made in the second equality. By
comparing the last equality with Eq.~B2!, the desired rela-
tionship between the generalized transmission coefficients is
deduced.

APPENDIX C

In this Appendix, the form of the rescattering matrix,R,
is reformulated to account for multiple-scattering effects be-
tween the rough interface and a buried object. The method is
similar to the derivation ofR for a flat interface as presented
by Hackman and Sammelmann,26 whereR is identified as an
operator needed to modify the field created by the source in
the absence of the buried object so that the field effectively
incident on the object results. This ‘‘effective’’ field is de-
fined in the following way:

Feff~r !5F inc~r !1@Fscatt~r !2Fdir~r !#, ~C1!

whereFdir(r ) is the part of the scattered field that is scat-
tered by the object directly tor without interacting with any
interfaces. Therefore, the quantity in brackets represents the
part of the scattered field returned tor directly as a result of

the presence of the interface. Forr in the bottom half-space
near the origin, the effective incident field is assumed to be
expandable in regular spherical basis functions as

Feff~r !5(
sml

esmlĉsml~r !. ~C2!

In terms of the free-fieldT matrix for scattering in the bottom
half-space medium, the expansion coefficients of the scat-
tered field must be given by

f sml5 (
s8m8 l 8

Tsml;s8m8 l 8es8m8 l 8 . ~C3!

Also, since the direct field tor includes no interactions with
the interface, it can be expanded in a standard outgoing
spherical basis as

Fdir~r !5(
sml

f smlhl
~1!~k2r !Ysml~u,f!. ~C4!

Using this with Eqs.~1! and ~21!, the bracketed term in Eq.
~C1! takes the form
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In the second equality, the following spherical expansion of
a plane wave27 was substituted:
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eiqz cos~j2f!2 ih2~q!z5(
sml

i mA8pemBmlS 2
h2~q!

k2
D

3S cosmj, s5e

sinmj, s5oD ĉsml~r !. ~C6!

Finally, by using Eqs.~C2! and ~C5! and the incident field
expansion from Eq.~1! in Eq. ~C1!, it is simple to show that,
in analogy to the case of a plane-stratified environment, the
vector of ‘‘effective’’ field coefficientse is related to the
vector of incident field coefficientsa according to the matrix
relation

e5~12RT!21a. ~C7!

Here, matrix/vector products imply a contraction over the
range of a complete set of spherical mode indices and the
new rescattering matrixR consists of theRs9m9 l 9;sml ele-
ments defined through Eq.~C5!.
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High-resolution geoacoustic data are required for accurate predictions of acoustic propagation and
scattering in shallow water. Since direct measurement of geoacoustic data is difficult,
time-consuming, and expensive, inversion of acoustic data is a promising alternative. However, the
main problem encountered in geoacoustic inversion is the problem of uniqueness, i.e., many diverse
geoacoustic models can be made to fit the same data set. A key, and perhaps unique, aspect of this
approach is the combination of data analysis in both the space–time and the space–frequency
domains. This combination attempts to ameliorate the uniqueness problem by exploiting as much
independent data as possible. In order to meet the stringent requirements of high spatial resolution
and uniqueness, an entire method has been developed including a new measurement technique,
processing/analysis technique, and inversion strategy. These techniques are described and then
illustrated with a shallow-water data set. Sound-speed gradients in the upper few meters of the
sub-bottom appear to be much higher~one order of magnitude! than generally assumed. And,
although often ignored, a large density gradient was observed in the top layer that played an
acoustically significant role. ©2000 Acoustical Society of America.@S0001-4966~00!03402-0#

PACS numbers: 43.30.Pc, 43.30.Ma@DLB#

INTRODUCTION

Shallow-water1 acoustic propagation is often con-
strained by interaction with the seafloor. Prediction accuracy
is generally limited by knowledge of the seafloor properties
rather than model physics. Therefore, there is a need for
methods by which the seafloor properties can be estimated.
A simplified description of the seafloor properties that con-
trols seafloor interaction over a particular frequency band of
interest is called a geoacoustic model. The model includes
compressional2 speed, density, and attenuation as a function
of depth and the latter as a function of frequency.

Our application for the geoacoustic model requires high
spatial resolution, since we require the geoacoustics for both
propagation and scattering3 or reverberation. This concept of
a self-consistent geoacoustic model, i.e., a model capable of
treating both the propagation and the scattering with the
same physical descriptors, is different from the common ap-
proach of treating the propagation with a geoacoustic model
and the scattering with an empirical scattering kernel. The
concept of a self-consistent geoacoustic model was explored
in a deep-water environment in Holland and Neumann
~1998!. In this paper, the problem of high-resolution geoa-
coustic inversion is addressed. In a later study, the applica-
tion of these data to propagation and scattering will be ex-
amined.

Since direct measurement of geoacoustic properties is
difficult, time-consuming, and expensive, inversion of acous-
tic data is a promising alternative. However, the main prob-
lem encountered in geoacoustic inversion is the problem of
uniqueness, i.e., many diverse geoacoustic models can be
made to fit the same data set. For some applications this does
not pose a serious problem since only a parametrization that

fits the data is required without a requirement that the param-
eters represent actual physical properties. However, for our
application the sediment physical properties, not just param-
eters, are required. One way to reduce uniqueness problems,
i.e., improve the likelihood of obtaining properties and not
geo-parameters, is to employ more~independent! data. For
example, one approach that has been widely used is to em-
ploy data over a broad frequency band@e.g., Hermand and
Gerstoft~1996!#. In our method, we attempt to use as much
independent data as possible over three domains: time, fre-
quency, and space.

Our inversion technique is based on a novel combination
of a time-domain inversion and frequency-domain extrac-
tion. The time-domain inversion uses the wide-angle reflec-
tion data to obtain layer thicknesses and interval velocities;
this step solves a second problem in geoacoustic inversion
which is to adequately define the initial parametrization~e.g.,
how many layers should be considered in the solution space!.
The reflectivity ~or bottom loss! analysis in the frequency
domain provides attenuation as a function of depth and fre-
quency and density as a function of depth. A new analysis
technique exploits cumulative time windowing of the bottom
loss to improve resolution in depth for the density and at-
tenuation estimates.

In order to meet the stringent requirements of high spa-
tial resolution and uniqueness, an entire method has been
developed including a new measurement technique,
processing/analysis technique, and inversion strategy. In this
paper we describe each of these techniques and then show
how they were applied. Details of the experiment design and
processing are provided in Secs. I and II. Section III de-
scribes the inversion and modeling procedures and Sec. IV
provides discussion of the results at a shallow-water site in
the Mediterranean Sea.a!Electronic mail: holland@saclantc.nato.int
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I. EXPERIMENT DESIGN

A common method of geoacoustic inversion in shallow
water is to employ propagation data over spatial scales of
kilometers or tens of kilometers; the resulting data therefore
represent a spatial average over a large measurement aper-
ture. The requirement for high regional range resolution in
our approach was met by using the strategy of making mul-
tiple, very short aperture~termed ‘‘local’’! measurements,
with spatial averaging over scales of a few hundred meters.
In addition to the advantage of a smaller spatial averaging
footprint, the local measurements have the additional advan-
tage of being less sensitive to oceanographic variability that
sometimes plagues shallow-water geoacoustic inversion. In-
terpolation between local measurements using seismic re-
flection data has the potential for a regional range-dependent
model with high resolution. In this paper we address the
local measurement and inversion problem.

The requirement for high resolution in depth suggests
that the source pulse length should be short~which also fits
the requirement of obtaining data over a broad bandwidth!
with dense along-track sampling. A Uniboom source was
selected because it transmits a short repeatable pulse at high
repetition rates. A sparker source was also examined but later
discarded because the pulse was neither repeatable nor suf-
ficiently short.

The experiment geometry as shown in Fig. 1 consists of
the towed Uniboom source and a bottom moored receiver.
This measurement technique has been conducted at several
sites in the northern Tyrrhenian Sea as shown in Fig. 2. In
this case, a 16-element vertical line array~VLA ! was em-
ployed, although the analysis here uses data from the deepest
hydrophone4 which was 12 m above the seafloor. After de-
ployment, the VLA geographic position was fixed within an
estimated rms error of less than 8.5 m using transponders on
the hull and bottom of the VLA. The array localization was
required for positioning the experimental track.

The acoustic data were collected along orthogonal tracks
with the center intended to be directly over the array posi-
tion. This pattern allows data to be acquired over a wide
range of grazing angles in four azimuths around the array.
The length of each leg is determined based upon the local
sound-speed profile, water depth, and array depth, but a typi-
cal spatial aperture of the measurement is of order 1 km. The

close proximity of the ship to the array required gas turbines
to be used in order to minimize contamination from own-
ship noise. Differential Global Positioning System~DGPS!
was employed for navigation and timing. Supporting envi-
ronmental data included seismic reflection profiling, conduc-
tivity temperature-depth~CTD!/expendable bathythermo-
graph~XBT! bathymetry, gravity and piston cores, and side-
scan data.

A. Source

The source was an EG&G model 265 Uniboom which
had desirable qualities of a repeatable short pulse length and
broad bandwidth~600–6000 Hz!. Its electromechanical as-
sembly consists of an insulated round metal plate of radius
0.2 m and rubber diaphragm adjacent to a flat-wound elec-
trical coil. A short-duration, high-energy~300 J! electrical
pulse discharges into the coil and the resultant magnetic field
explosively repels the metal plate. The plate motion in the
water generates a single broadband acoustic pressure pulse
less than 1 ms in duration~see Fig. 3! with a broadband
source level of 207 dBre 1 mPa. The source was mounted on
a catamaran with a source depth of about 0.2 m and tow
speed of 4 kn. The pulse repetition rate was 15 pulses per
min or 1 pulse approximately every 8 m. This repetition rate
yielded a high data density for the measured wide-angle re-
flection seismogram and an excellent resolution in grazing
angle for the bottom loss data. Uniboom pulses are initiated
by a trigger controlled from a GPS clock. The data acquisi-
tion was also keyed to GPS, avoiding the tedious and error-
prone task of clock synchronization.

FIG. 1. Experiment geometry.

FIG. 2. Capraia Basin area showing test sites~* !. The analysis reported in
this paper pertains to site 2, which is on the 150-m depth contour. Elba
Island is on the southern edge of the map. Insert shows the experiment
location on the northwest coast of Italy.
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The difficulty in using the Uniboom as opposed to more
conventional sources is that the source characteristics were
not known. Also, the catamaran has a slight, but unknown,
tilt when towed. The source characteristics were estimated
by using the direct path arrival on the vertical array. Figure 4
shows a ray diagram of the experiment including the direct
and bottom reflected paths. The source beam pattern and
presence of the image path eliminates the possibility of per-
forming a self-calibrating technique. Instead, we use the di-
rect path to extract source level as follows:

SL~ f ,r :f!5RLdir~ f ,r !1TLdir~ f ,r !, ~1!

where TLdir and RLdir are the theoretical transmission loss
and measured received level for the direct path~including the
surface image! over a 1/3-octave bandwidth. TLdir is com-
puted using two rays coherently summed then frequency av-
eraged.

Figure 5 shows a comparison of the measured source
level for an integration time5 of 15 ms with a model based on
the classical radiation from a plane, circular, baffled, piston.
While this model predicts the general frequency and angular
dependence of the data, a better fit to the data was desirable.
The source level used in the analysis, given in the solid
curve, is a sixth-order polynomial fit to the measured data.
This fit is done for each leg since the sled tilt is different
depending on whether the leg is approaching or receding
from the array.

The low-frequency ringing of the transducer following
the electrical discharge is small~see Fig. 3! but not negli-
gible. The source ringing has two undesirable effects. First, it
places a lower limit on the receiver height above the seafloor
~a receiver close to the seafloor may be contaminated by the
extended source pulse, depending on the magnitude of the
bottom reflectivity!. Second, the source level is a function of
integration time which places limits on the bottom loss inte-
gration times. Figure 6 shows the dependence of the source
level ~direct path! received level on integration time. The
data have been normalized to the longest integration time of
48 ms. For data above 1000 Hz, the source level appears to

be independent of integration time for times greater than 6
ms. For longer integration times, lower frequencies can be
used. For the data shown in this paper, 630 Hz was the low-
est frequency analyzed.

B. Receiver

The receiver consisted of 16 Benthos AQ-4 hydrophones
spaced irregularly over a 62-m aperture. The data were
sampled at 24 kHz and low-pass filtered at 8 kHz with a
seven-pole six–zero elliptic~70 dB per octave roll off! anti-
alias filter. The variable RC high-pass filter~6 dB per octave
roll off ! was set at 150 Hz. A high-speed digital link within
the array provided programmable signal conditioning, digiti-
zation, and serialization of the signals. Nonacoustic data
~gains, filter settings, etc.! were interleaved in the serial
stream and telemetered to the NATO research vessel~NRV!
ALLIANCE. The system filter and gain settings~0–84 dB in
6-dB steps! are user-programmable via telemetry.

The limited dynamic range of the VLA~about 60 dB!
meant that gains had to be manually changed frequently near
the VLA. Also, the close approach to the VLA meant that the
rf antennae had to be manually steered, resulting in some
data dropouts. Nevertheless, the overall quality of the data
was very high.

II. DATA PROCESSING

In this section, the processing of the data in the time and
frequency domains is discussed. One of the assumptions in
the processing and analysis is that the environment can be
approximated as range independent. The short spatial aper-
ture over which the measurements are conducted makes this
assumption valid for environments that we have investigated.
For example, at site 2 where the maximum offset~horizontal
source–receiver separation! was 800 m, acoustic interaction
with the seafloor interface occurs within 100 m of the array
for the bottom phone. Interaction with sub-bottom layers
spans a somewhat larger offset of approximately 300 m~de-
pending on the sub-bottom sound-speed structure!. Seismic
reflection data indicate that the range-independent assump-
tion is justified over these range scales.

FIG. 3. Uniboom source pulse at 19-cm depth received at a depth and offset
of about 138 and 15 m, respectively.

FIG. 4. Ray diagram of direct and bottom bounce paths with the associated
surface reflections.
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A. Time domain

Quality control checks are applied to the time-domain
data, including the removal of seismograms which are con-
taminated by rf or other spurious noise and ensuring that
array gain changes have been properly logged and applied to
the data. Seismograms which are clipped, usually on the di-
rect arrival, are removed from the bottom loss analysis.
However, they are not removed from the time-domain analy-
sis as the clipping has little effect, with the possible excep-
tion of comparison of synthetic and data.

Initial attempts to constructt –x sections using horizon-
tal source–receiver offsets based on the DGPS position of
the NRV ALLIANCE and the array position failed due to in-
sufficient accuracy. Instead, horizontal source–receiver off-
sets are calculated using time of flight of the direct arrival,

the experimental geometry~source, receiver, and water-
depths!, and an eigenray model~Westwood and Vidmar,
1987! using the measured sound-velocity profile.6

B. Frequency domain—bottom loss

Bottom loss has historically been a deep-water measure-
ment. In shallow water, the short intervals between multi-
paths make separation of the bottom arrivals difficult. In our
experiment geometry, the separation of multipaths is pos-
sible because of the very shallow tow depth~the surface and
nonsurface reflected path have nearly the same characteris-
tics!, the short duration of the transmit pulse, and the rela-
tively short measurement aperture.

Bottom loss as a function of frequency,f, and specular
angle,ub , at the water–sediment interface and integration

FIG. 5. Comparison of measured
source level~•! with extracted beam
pattern~solid line! and a piston model
~dashed line!.

FIG. 6. Dependence of source charac-
teristics~direct path received level! on
integration time for integration times
of 24 ms~triangle!, 12 ms~1!, and 6
ms ~dot!. Data are plotted relative to
an integration time of 48 ms.
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time t i can be calculated from a simple sonar equation as

BL~ f ,ub ,t i !5SLF~ f ,us!2E
0

t i
RLbb~ f ,r !dt

2TLPbb~ f ,r :qb!, ~2!

where TLPbb is the theoretical transmission loss from a per-
fectly reflecting bottom, RLbb is the measured received level
in one-third-octave bands associated with the bottom inter-
acting arrival, and SLF is the fitted source level from Eq.~1!
at angles corresponding to the bottom bounce path. A signal-
to-noise criterion of 6 dB was used both for the individual
data points and a fitted curve.

Traditionally, bottom loss has been processed as a total
energy quantity, i.e., integrated over all bottom arrivals.
However, this method generally leads to severe uniqueness
problems inasmuch as there can be many diverse parameter
sets that explain the data equally well. In order to hone in on
the ‘‘true’’ solution, the bottom loss data are processed for
selected cumulative time~or equivalently, sub-bottom depth!
intervals t i : first across just the water–sediment interface,
then across the water–sediment interface plus the next layer,
and continuing until all layers are included in the integration.
This layering stripping approach has been used in the time
domain, for example by Yagle and Levy~1984!.

In our analysis, the geoacoustics are first extracted start-
ing from the BL data at the water–sediment interface. Then,
those properties are fixed and the next BL data set including
the next horizon is analyzed, and so forth until the last data
set, which is integrated over all arrivals. In this way the
gradients in velocity, density, and attenuation can be better
constrained. The cumulative approach also has the advantage
of indicating sensitivity of the BL to deeper layers. Data
windowing is limited, of course, by the pulse length and the
relative interval velocity between adjacent layers. In practice,
the time windows are placed between layers or layer groups
in such a way that there is no danger of cutting across layer
boundaries.

Frequently, bottom loss data are smoothed over some
range of angles as an attempt to reduce ‘‘random’’ scatter
arising from imprecise knowledge of the geometry and envi-
ronment. However, in order to maximize resolution in angle
space, no smoothing was applied in our processing. This
approach preserves information in the angular dependence
that can be useful for geoacoustic inversion.

Standard bottom loss processing@e.g., Eq.~2!# makes
the implicit assumption that the bottom is a half-space since
the correction for the transmission loss in the water is ap-
plied only to the sediment reflected path atub . When sub-
bottom paths contribute, as in Fig. 7, the measurement rep-
resents a non-plane-wave bottom loss@e.g., Stickler~1977!,
Spofford ~1980!, Chapmanet al. ~1990!#. That is, the mea-
surement includes energy from multiple angles. The pres-
ence of sub-bottom paths leads to artifacts in the data includ-
ing the infamous ‘‘negative bottom loss’’ anomaly. Thus, it
is possible in processing such as Eq.~2! to arrive at the
wholly undesirable result of different bottom loss values de-
pending upon source–receiver geometry. Using a source
with a beam pattern further complicates matters. In the case

of the Uniboom, it means that at moderate7 frequencies, the
beam pattern is corrected only at the angle of the sediment-
reflected path, and not for any other sub-bottom paths~even
though the loss may be dominated by the sub-bottom paths!.

These problems~relating to the incorrect half-space as-
sumption! can be addressed either in the data processing
stage or in the modeling stage. For purposes here, it is more
convenient to treat these problems in the modeling and retain
simplicity in the data processing.

III. MODELING, EXTRACTION, AND INVERSION

The objective of the inversion and extraction techniques
is to recover the deterministic sediment geoacoustic proper-
ties. A unique aspect is the coordinated analysis of data in
both the time–space and frequency–space domains. The
analyses performed in each domain are not necessarily new,
but their combination is new~according to the authors’
knowledge!. Our technique attempts to use as much indepen-
dent data as possible~across time, frequency, and space! and
to extract information from each data type that is most suit-
able. For example, sound-speed information is best extracted
from the time domain, whereas attenuation is best extracted
from the frequency domain.

The first step in the technique is to use the time-domain
data to invert for the interval velocity and thickness of each
layer. This provides the crucial initial parametrization, in
terms of identifying the number of layers and provides an
important advantage over many geoacoustic inversion tech-
niques that have no basis for selecting the number of layers
on which to perform the inversion. The second major step is
to use the frequency-domain data~bottom loss! to extract
density and attenuation, as well as to refine the velocity
structure. Finally, the geoacoustic properties are refined by
alternating between the synthetic seismogram analysis and
the bottom loss analysis.

A. Time domain—inversion method

Assuming that the velocity structure above a given layer
is a function of depth only, Dix~1955! showed that it is
possible to determine the velocity and thickness of a homo-
geneous layer embedded in an arbitrary sequence of layers,
without prior knowledge of the overlying structure. The in-

FIG. 7. Ray diagram of the experiment geomtry showing the non-plane
wave nature of the measurement technique. That is, sub-bottom paths arrive
at different angles than the specular.
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terval velocity,vn , of a layer is determined from the root-
mean-square~rms! velocities of the wide-angle reflections
from the top,v rmsn21

, and bottom,v rmsn
, interfaces of the

layer,

vn
25

v rmsn
2 (1

nDt i2v rmsn21

2 (1
n21Dt i

Dtn
, ~3!

where the root-mean-square velocity is defined asv rms

5ASv i
2Dt i /SDt i , with t i being the zero-offset travel time

within a layer. Le Pichonet al. ~1968! incorporated the Dix
method to calculate an initial velocity structure of deep-sea
sediments in their technique that used conventional
sonobuoys deployed while the vessel was underway conduct-
ing seismic reflection profiling. This velocity structure was
then revised by iterative forward modeling to improve the fit
between measured and modeled travel times, progressing
from shallower to deeper layers. Implicit in this technique is
the assumption that the velocity structure may be treated as a
sequence of isovelocity layers, including the water layer,
thus assuming straight-line ray paths segments in each layer.

As documented by Bryan~1974, 1980!, the application
of straight-line paths to layers which are not homogeneous
leads to errors which may be significant in certain cases. In
particular, errors in the water column which are negligible in
comparison with the times and offsets involved in the water
column can be appreciable as the error is magnified as a
subseabed layer gets thinner. In the absence of a detailed
water velocity structure to overcome the assumption of
straight-line ray paths, the method of Le Pichonet al. is lim-
ited to water depth/layer thickness ratios of up to about 15
~Bryan, 1974!.

Bryan ~1974, 1980! presented an alternative approach,
the ray-parameter method~see the Appendix!, which he used
for characterizing relatively thin layers near the seafloor in
deep water. His experimental data involved both the source
and receiver located on the seabed, an optimal configuration
from the standpoint of avoiding lateral variations in the water
column. However, the theory is more general and allows for
diverse experimental geometries such as the surface towed
source and bottom-moored receiver as used in our experi-
ments. Since this method allows the resolution of thinner
layers and is valid over a wider range of incident angles, it is
a suitable choice for the inversion of wide-angle reflection
data in shallow water.

The implementation of the Bryan inversion method in-
volves fitting a hyperbola to each of the wide-angle reflec-
tions which determines the zero-offset travel time and stack-
ing velocity, t0

2 andvST
2 ~see the Appendix for details on the

theory!. The hyperbola fitting is done interactively with a
visual display of data, presented as a reduced travel time
(t22x2/vW

2 , where vW is the reducing velocity generally
chosen to be the depth-averaged sound speed in the water
column! versus offset plot. Hyperbolas were fitted qualita-
tively, i.e., ‘‘by eye.’’ Once the hyperbolas have been de-
fined, the layer thicknesses and interval velocities are imme-
diately computed from Eq.~A3!.

Interval velocities recovered from the Bryan method are
averaged both on a micro and macro scale. That is, there are

fine-scale fluctuations in the velocity structure within a layer
as well as larger scale variability, e.g., velocity gradients.
The small-scale velocity fluctuations are not addressed in
this paper. Velocity gradients are extracted at a later point in
the analysis.

B. Time domain—synthetic seismograms

The objective for the synthetic seismograms was to~1!
aid in interpreting the measured data,~2! guide the time-
domain pick criteria, and~3! refine the geoacoustic model.
The generation of the synthetic seismograms follows West-
wood and Vidmar~1987!. It uses the same ray-based ap-
proach as in the bottom loss modeling~see the next section!,
except that no attempt is made to correct for the source beam
pattern. The receiver response for individual eigenrays@see
the first term in Eq.~4!# are calculated then summed with the
proper delay based on the travel times. An approximate
source function was employed using the source data of Fig. 3
with the surface reflection removed. The sampling frequency
in the synthetics is 16 384 Hz, with a bandpass filter of 800–
7000 Hz and Hamming window roll offs of 400 Hz below
and above the band.

The synthetics provided a solution to a puzzling phe-
nomenon where the water–sediment interface arrival was
only visible for offsets shorter than 200 m. From the synthet-
ics, it was found that for a low velocity layer at the water–
sediment interface that the arrival structure would be masked
beyond an offset of about 200 m due to the classical angle of
intromission. Since the water–sediment interface arrival is
obscured at large offsets, the model results are used to guide
the picking process for the time-domain inversion.

C. Frequency domain

1. Modeling

The bottom loss modeling attempts to account for all of
the artifacts noted in Sec. II B. The idea is to model the
environmental effects~e.g., sub-bottom paths and source–
receiver geometry! as faithfully as possible and then process
the results using the same assumption used in the data pro-
cessing@i.e., Eq. ~2!#. Thus, the model and data should be
directly comparable~artifacts included!. The processed bot-
tom loss is modeled as follows:

BL~ f ,ub ,N!510 log10F E U(
i

N

k~ f ,u i !g~r :u i !g~r :u i !

3e2 j 2p f t2a i fU2

d fG1BP~ f ,fs!

2TLPbb~ f ,r :ub!, ~4!

whereub is the specular angle at the water–sediment inter-
face. The first term is the received level; that is a coherent
sum of eigenrays rays at offsetr including the effect of the
normalized beam patternk510SL-SLmax. The number of
eigenrays,N, will be proportional to the integration time,t i .

The 1/3-octave frequency average is performed incoher-
ently. Ray quantitiesg, g, t, and a, respectively, are the
combined pressure reflection/transmission coefficient, the
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geometrical spreading, travel time, and attenuation for each
ray i as computed following Westwood and Vidmar~1987!.
The model is capable of predicting effects of shear waves.
However, for the environment examined in this paper, shear
waves contributed negligibly and thus are not included in the
analysis. The second and third terms mirror the assumptions
in the data processing@Eq. ~2!# by introducing a normalized
beam-pattern correction BP at the nominal source anglefs

and a correction for the transmission loss TLPbb at the nomi-
nal bottom angleub .

2. Geoacoustic extraction

The frequency-domain solution contains clues about the
velocity structure of the sub-bottom that can refine the time-

domain picks. The frequency-domain solution also contains
important clues about the attenuation and density, the former
being the most notoriously difficult parameter in a geoacous-
tic model to estimate.

As an initial geoacoustic model, density and attenuation
are computed from empirical relationships following Bach-
man ~1985! and Hamilton~1980!,8 respectively, using the
velocity data as the known parameter. Forward modeling is
then employed to refine these estimates by comparing the
model output with the measured data over frequency and
angular regions that are sensitive to each parameter. For ex-
ample, the slope~in angle! of low-angle bottom loss is often
highly sensitive to the attenuation. This is due to the fact that
at low frequencies, the dominant path for the energy is often
refraction through the sediment. A linearly frequency-
dependent attenuation is assumed. There was no indication in
the measured data that a nonlinear frequency dependence
was justified. Density effects are generally best observed
near normal incidence where reflection rather than refraction
dominates.

IV. DISCUSSION OF RESULTS

Our method has been employed at various locations in a
shallow-water region known as Capraia Basin in the northern
Tyrrhenian Sea~see Fig. 2! as well as on the Malta Plateau.
Data from the north–south track at Capraia site 2 on a hy-
drophone 12 m above the seafloor will be presented in this
section. Bathymetry was essentially flat~150-m water depth!
across the measurement area and the limiting angle at the
seafloor based on the sound-speed profile~see Fig. 8! is ap-
proximately 11°.

A. Time domain—Bryan method

In Fig. 9, the wide-angle reflection data on the bottom
hydrophone of the VLA are presented versus reduced time.
This mapping has the desirable property that reflectors with
the same stacking velocity~see the Appendix! have the same
curvature regardless of their zero-offset intercept time. It also
allows a visual indication of where layers of lower sound
speed relative to surrounding layers are located. The
‘‘picked’’ wide-angle reflections used to obtain the thickness
and interval velocity of the layers are also shown in this
figure.

The velocity versus depth solution from the picks~con-
verted to travel time! is superimposed on the reflection seis-
mogram in Fig. 10. Note that in the reflection seismogram
that the subseabed reflectors are laterally continuous and ex-
hibit little range dependence. The interval velocity and thick-
ness of the layers are provided in Table I along with the
initial density and attenuation values.

B. Frequency domain

In this section, results of the bottom loss~frequency-
domain! analysis are provided. In order to obtain the best
possible depth resolution in the extracted geoacoustics, the
bottom loss data were processed in cumulative time inter-
vals. At this site, three cumulative windows were chosen, the

FIG. 8. Sound-speed profile at site 2.

FIG. 9. Wide-angle reflection data at site 2 from a phone 11.5 m above the
seafloor. The reducing velocity is 1513.4 m/s. The hyperbolic picks are also
shown.
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first from 0–4-m sub-bottom, the second from approximately
0–9-m sub-bottom depth, and the third from 0–25-m sub-
bottom. In the following discussion, we refer to the depth of
these windows not in terms of the actual window length but
rather in terms of the depth of the last layer horizon in the
window. These windows were at 3, 6, and 24 m, respec-
tively, sub-bottom.

Bottom loss data on the incoming leg~south of the ar-
ray! were essentially identical to the data on the outgoing leg
~north of the array!, indicating that the measurement area is
laterally homogeneous. Data are presented from the incom-
ing leg.

Figure 11 shows bottom loss data integrated to 3-m
depth in sub-bottom. First note the characteristics of the
measured data. The unusually high data density and lack of
‘‘random’’ scatter9 in the data provides features which can
be exploited for extracting geoacoustic data. Now, consider
the model predictions shown in the solid line. Predictions
from the baseline geoacoustic model~Table I, first three lay-
ers only! are quite poor, especially at shallow grazing angles.
A more careful examination of the time-domain data indi-
cated the presence of another layer between the first and
second. These layer properties were estimated by a combina-
tion of the time- and frequency-domain data and are given in

FIG. 10. Reflection seismogram along the track. Also shown is the velocity
and thickness solution from the time picks of Fig. 9.

FIG. 11. Bottom loss data~3! with
model predictions for upper 3 m: solid
line is original geoacoustic model
~Table I! and dashed line is with addi-
tional layer~Table II!.

TABLE I. Initial geoacoustic model.

Thickness
~m! Depth ~m!

Velocity
~m/s!

Density
~g/cc!

Attenuation
~dB/m/kHz!

0.5 0.5 1486 1.38 0.07
2.2 2.7 1516 1.48 0.09
1.5 4.2 1527 1.51 0.1
0.8 5 1591 1.68 0.4
5.6 10.6 1525 1.5 0.1
4.3 14.9 1582 1.66 0.33
3.5 18.4 1604 1.71 0.5
3 21.4 1648 1.81 0.78
1.7 23.1 1656 1.83 0.74
7.5 30.6 1612 1.73 0.55

10.4 41 1620 1.75 0.61
9.9 50.9 1641 1.8 0.74
6 56.9 1651 1.82 0.76

24.7 81.6 1693 1.9 0.55
8.8 90.4 1623 1.76 0.63

59.2 149.6 1823 2.06 0.48
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FIG. 12. Bottom loss data~3! with
model predictions for upper 3 m: in-
cluding a linear density profile from
1.15–1.30 g/cc in the first sedimentary
layer ~red line! and including both the
density gradient and a velocity gradi-
ent of 1470–1502 m/s~black line!.

FIG. 13. Bottom loss data~3! and
model predictions~solid line! for up-
per 6 m.

TABLE II. Updated geoacoustic model for upper 3 m.

Thickness
~m! Depth ~m!

Velocity
~m/s!

Density
~g/cc!

Attenuation
~dB/m/kHz!

0.5 0.5 1486 1.38 0.07
0.6 1.1 1551 1.58 0.1
2.2 3.3 1516 1.48 0.09
¯ 1527 1.51 0.1

TABLE III. Geoacoustic model for upper 6 m.

Thickness
~m! Depth ~m!

Velocity
~m/s!

Density
~g/cc!

Attenuation
~dB/m/kHz!

0.5 0.5 1470–1502 1.15–1.30 0.07
0.6 1.1 1551 1.58 0.1
2.2 3.3 1516 1.48 0.09
1.5 4.8 1527 1.51 0.1
0.8 5.6 1591 1.68 0.4
¯ 1525 1.50 0.1
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Table II ~second layer!. The resulting prediction~dotted line!
in Fig. 11 is considerably better, especially at higher frequen-
cies.

An even higher quality geoacoustic model was desired
which led to a sensitivity study. The sensitivity analysis
showed that the bottom loss was very sensitive to density
gradients in the first layer. Since the first layer has such a low
velocity indicative of a very soft silty clay, a large gradient
could be suggestive of the transition from a suspension to a
sediment. Figure 12 shows the predictions using a linear den-
sity profile from 1.15–1.30 g/cc in the first layer~red line!;
note that the fit is now quite good across angle and fre-
quency. Some of the details in angular dependence are ex-
ceptionally well-modeled. That the bottom loss was sensitive
to the density gradient was a somewhat surprising result in-
asmuch as density gradients are often assumed to be unim-
portant in geoacoustic modeling@e.g., Rutherford and
Hawker~1978!#. Corresponding to the density gradient, there
is almost certainly a velocity gradient. The predictions, how-
ever, are not sensitive to typical velocity gradients~less than
10 s21! in the upper layer. The predictions are sensitive to
very large velocity gradients of order 50 s21. For such large
gradients, the model predicts higher peaks in the bottom loss
near 30° at 2500 and 3150 Hz in even greater accord with the
measurements~see black line of Fig. 12!. An analysis of
sensitivity to attenuation for this three layer model indicated
that Hamilton values were an upper bound. In other words,
higher attenuation values gave poorer fits~especially at low
angles and high frequencies!, but lower values did not
change the prediction at all. In general, for such short path
lengths~3 m to last reflecting horizon in the window! the
model is not very sensitive to attenuation.

With the geoacoustic model thus obtained for the upper
3 m, the next two layers from Table I are now added as
shown in Table III. Figure 13 shows bottom loss data inte-
grated to 6-m depth in sub-bottom with the corresponding
predictions. The predictions are quite good across angle and

frequency, indicating that the geoacoustic model is reason-
able. Note for example the capability of the model to predict
the low angle interference pattern caused by interference be-
tween reflections from the two higher-speed layers. Also,
note the excellent predictions from 2000 and 3150 Hz. A
sensitivity analysis for attenuation in the upper 6 m indicated
again that the Hamilton values were an upper bound.

Next, the bottom loss data over the upper 24 m are ana-
lyzed. The initial geoacoustic model is obtained by adding
the next five lower layers from Table I onto Table III. Model
predictions~dotted line! are shown in Fig. 14. Overall, the
predictions are reasonable. A sensitivity study of the attenu-
ation, however, indicated that the attenuation in the lower
layers was too high. The data were fit better by lower attenu-
ation values~solid line! as given in Table IV, although there
is not enough information to extract the structure of the at-
tenuation profile over the lower 20 m. The attenuation values
given in Table IV should be viewed as an averaged value
over this part of the sediment column.

In order to demonstrate the sensitivity of the data to the
fine-scale layering structure, Fig. 15 shows the model predic-

FIG. 14. Bottom loss data~3! and
model predictions for upper 24 m:
dashed line uses initial attenuation es-
timate~see Table I!; solid line is modi-
fied attenuation~see Table IV!.

TABLE IV. Geoacoustic model for upper 24 m based on bottom loss analy-
sis.

Thickness
~m! Depth ~m!

Velocity
~m/s!

Density
~g/cc!

Attenuation
~dB/m/kHz!

0.5 0.5 1470–1502 1.15–1.30 0.07
0.6 1.1 1551 1.58 0.1
2.2 3.3 1516 1.48 0.09
1.5 4.8 1527 1.51 0.1
0.8 5.6 1591 1.68 0.4
5.6 11.2 1525 1.50 0.1
4.3 15.5 1582 1.66 0.015
3.5 19 1604 1.71 0.015
3.0 22 1648 1.81 0.015
1.7 23.7 1656 1.83 0.015
¯ 1612 1.73 0.015
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tions with ~solid line! and without~dotted line! the two near-
surface thin intercalating layers~layers 2 and 5!. The point is
that the bottom reflectivity is very sensitive to these layers. If
the fine-scale layers were not included in the analysis, the
resulting geoacoustic inversion would yield ‘‘effective pa-
rameters’’ rather than ‘‘geoacoustic properties.’’

C. Time-domain synthetics

The resulting geoacoustic model can now be tested and
refined by returning to analyses in the time domain. Figure

16 shows the synthetic seismogram~using the geoacoustics
from Table I! for the upper 24 m of sediment which can be
compared with the measured data of Fig. 17. Concentrating
on the data at positive offsets, it can be seen that the synthet-
ics give a reasonable match. The data on the negative offsets
have a lower level due to the source asymmetry~source sled
tilt !. The ‘‘arrivals’’ with a hyperbolic shape between the
direct path~0.008 s2! and the bottom bounce~0.012 s2! are
due to the low frequency source ringing. The apparent ring-

FIG. 15. Bottom loss data~3! and
model predictions for upper 24 m:
solid line is with all layers~see Table
IV !; dotted line is with the intercalat-
ing layers~layers 2 and 5! removed.

FIG. 16. Synthetic seismogram for upper 24 m of sediment using inputs
from Table IV. FIG. 17. Wide-angle seismogram for upper 24 m of sediment.
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ing in the synthetics is of a shorter duration than for the data
simply because the source waveform was truncated to about
5 ms.

While the synthetics capture the general characteristics,
there are several details which can be improved. Note in the
synthetics that the layer reflectivity at 0.015 s2 is too strong
and that of the following layer~at 0.016 s2! is too weak. For
this latter layer, there was no reasonable combination of den-
sity, attenuation, and sound-speed gradient that would ad-
equately match the measured data. Our interpretation is that
there is a thin~smaller than the pulse resolution! high-
impedance layer at this horizon separating an otherwise ho-
mogeneous sediment. The existence of such a layer is con-
sistent with the depositional history observed in the upper
sedimentary layers, where alternating layers of mud and

shelly sand were observed probably related to eustatic varia-
tions. The properties of the layer were obtained by trial and
error. The modification to the geoacoustic model of Table V
yields a more satisfactory seismogram as shown in Fig. 18.

FIG. 18. Synthetic seismogram for upper 24 m of sediment using inputs
from Table V.

FIG. 19. Synthetic seismogram for upper 150 m of sediment using inputs
from Table VI. FIG. 20. Wide-angle seismogram for upper 150 m of sediment.

TABLE V. Geoacoustic model for upper 24 m based on time domain and
bottom loss analysis.

Thickness
~m! Depth ~m!

Velocity
~m/s!

Density
~g/cc!

Attenuation
~dB/m/kHz!

0.5 0.5 1470–1502 1.15–1.30 0.07
0.6 1.1 1551 1.58 0.1
2.2 3.3 1516 1.48 0.09
1.5 4.8 1527 1.51 0.1
0.8 5.6 1591 1.68 0.4
9.5 15.1 1555 1.60–1.70 0.015
0.2 15.3 1674 1.91 0.1
3.5 18.8 1604 1.71 0.015
3.0 21.8 1648 1.81 0.015
1.7 23.5 1656 1.83 0.015
0.2 23.7 1720 1.94 0.1
¯ 1612 1.73 0.015
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This modified geoacoustic model also fits the bottom loss
data.

Below 24-m sub-bottom, the cumulative bottom loss
~greater than 630 Hz! is no longer sensitive to sediment pa-
rameters. However, a comparison of the measured and syn-
thetic seismograms can be used to refine the geoacoustic
model. The strength of the reflectors observed in the data at
several horizons suggests~just as in the analysis in the upper
24-m sub-bottom! the presence of thin sandy intercalating
layers. Thus, the picture emerges of a relatively homoge-
neous silty clay~with gradients induced by overburden pres-
sure! and interspersed sandy layers that provide sufficient
velocity contrast for a reflecting horizon to be visible in the
seismic data.

Figures 19 and 20 show the synthetic and measured seis-
mograms, respectively, for the entire observable arrival
structure~to 150-m sub-bottom!. The surface multiple is seen
at about 0.08~s2!.10 Note that the curvature of each layer is
well-modeled, meaning that the velocity structure is correct.
Thin intercalating layers have been inserted at the appropri-
ate points. Their existence is strongly evident in the data;
however, their geoacoustic characteristics~thickness, sound
speed, density, and attenuation! are not particularly well con-
strained. The final geoacoustic model is shown in Table VI.

Figure 21 shows the inverted interval velocity along
with the empirical depth function suggested by Hamilton
~1980! for deep-water terrigenous sediments~silt clays, tur-
bidites, mudstone shale!. Note that in this shallow-water en-
vironment the sound-speed gradients, are considerably
higher than the Hamilton model allow, especially near the
water–sediment interface. An alternative fit to the interval
velocity is also shown which was based on a form for the
sediment sound speedc(z) as proposed by Spoffordet al.
~1983!

c~z!5c0@~11b!~112g0z/~c0~11b!!!1/22b#, ~5!

wherez is depth in meters,c0 is the speed at the top of the
sediment,g0 is the initial gradient, andb is a parameter that

controls the curvature. For the fit in Fig. 21 we have used
c051470 m/s~from the inversion results!, g0525 s21, and
b50.986. Figure 22 shows a quantitative comparison of the
depth dependence of the sound-speed gradient from the fitted
model and the Hamilton empirical equation.

D. Ground truthing

It would be desirable to compare the geoacoustic model
of Table VI with independent ground truth. However, there
does not exist any reliable ground-truthing method for the
complete model, to 150 m in sub-bottom depth. One poten-
tial means is by coring; however, coring has limitations be-
cause the sediment fabric is often disturbed by the coring
operation as well as by postcore handling. Also, core veloc-
ity measurements are prone to error because they are taken at

FIG. 21. Interval velocity structure from the inversion~solid stair-step line!
compared with Hamilton’s empirical equation~dotted line! and a fit through
the center of the layers~solid curved line! that appear to be the same sedi-
ment type.

FIG. 22. Sound-speed gradient from Hamilton’s deep-water empirical equa-
tion ~dotted line! compared with the smoothed inversion from this study
~solid line!.

TABLE VI. Geoacoustic model for upper 150 m based on time domain and
bottom loss analysis.

Thickness
~m! Depth ~m!

Velocity
~m/s!

Density
~g/cc!

Attenuation
~dB/m/kHz!

0.5 0.5 1470–1502 1.15–1.30 0.07
0.6 1.1 1551 1.58 0.1
2.2 3.3 1516 1.48 0.09
1.5 4.8 1527 1.51 0.1
0.8 5.6 1591 1.68 0.4
9.5 15.1 1555 1.60–1.70 0.015
0.2 15.3 1674 1.91 0.1
3 18.3 1604 1.71 0.015
3 21.3 1648 1.81 0.015
1.7 23 1656 1.83 0.015
0.2 23.2 1720 1.94 0.1
7.5 30.7 1612 1.73 0.015

10.4 41.1 1620 1.75 0.015
9.9 51 1641 1.8 0.015
0.2 51.2 1720 1.94 0.1
6 57.2 1651 1.82 0.015

24.7 81.9 1693 1.9 0.015
68 149.9 1794 2.04 0.015
0.2 150.1 1900 2.2 0.1
¯ 1820 2.06 0.015
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much higher frequencies~200 kHz and in some cases 50
kHz! and suffer from scattering from small pebbles and shell
fragments. Thus, core data can be considered as valuable
additional information, but not necessarily ground truth.

Two cores were taken at this site~within 100 m of the
array location!, a wide diameter, thin-walled 1-m gravity
core specially designed to minimize disturbance of the sedi-
ment and an 8-m piston core intended for deeper penetration
with greater likelihood of sediment disturbance. Sound-speed
and magnetic susceptibility measurements were conducted
shortly after the cores were collected. The gravity core mea-
surements were conducted with the core vertical; the length
of the piston core necessitated a horizontal measurement ge-
ometry. The lithology of the cores is shown in Fig. 23, which
shows a predominantly mud bottom with intercalating layers
of shelly sand with some coral fragments.11 Comparison of
the depth of the sandy layer~at 35 cm in the gravity core

versus 25 cm in the piston core! indicates that about 10 cm
of sediment at the top of the piston core were lost. The mag-
netic susceptibility measurements were employed to correct
the piston core depths for core compression and loss of ma-
terial in the upper part of the core@for details, see Osleret al.
~1999!#. The corrected depths were applied to sound speed
and density data, but not to the lithology.

Several months after collection, the cores were split,
logged, and measured for mass properties~including den-
sity!. Some of the cores showed evidence of settling from
2–4 cm over this time period. Therefore, the velocity mea-
surements are the most reliable in terms of minimal core
disturbance caused by handling. In the shelly layers, the
shells were quite large, having length scales on the order of
2–4 cm; the largest had an area of about 6 by 6 cm. Since
these densely packed inclusions are larger than a wavelength
~even for the 50-kHz data!, the velocity measurements in the
shelly layers are probably not reliable.

Figure 24~a! compares the sound-speed inversion results
with the core measurements. There are a number of promis-
ing similarities between the inversion results and the core
data. First, both show the 50-cm low-speed layer at the
water–sediment interface. Both also show large gradients in
this layer, although the measured gradients are even larger
than the inversion results. Second, note the manifestation of
the high-speed shelly layers in both the inversion and the
core data. Since the core velocity measurements are probably
contaminated in this layer, a quantitative comparison cannot
be made, except to say that the sub-bottom depths are in
good agreement. Between the two shelly layers the inversion

FIG. 23. Core lithologies at site 2. Core 3637 is a short gravity core; core
3638 is a piston core. Note that the top layer is compressed in the piston
core relative to the gravity core. That is, the shell layer appears shallower in
depth in the piston core.

FIG. 24. Comparison of inversion results~dashed line! with piston core
~dots! and wide-barrel gravity core~solid line! measurements. The sound
measurements were conducted at 200 kHz and in the shelly sand layers at 50
kHz ~3!. The water column values of density and sound speed are shown
above the water–sediment interface~0 m!.
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and core sound speeds compare quite favorably. Below the
shelly layer at 6 m the core measurements are lower than the
inversion results. However, the inversion results represent an
interval velocity over the entire 9.5-m layer, and the core
data do not extend deep enough into the sediment to make a
just comparison.

The density inversion and core measurements are shown
in Fig. 24~b!. Note that the density gradient~crucial for the
good model-to-data agreement in Fig. 12! also appears in the
core data. Two main differences between the inversion and
core results should be noted. First, there is an overall bias
between the inversion and core densities. The reason for this
bias is not fully understood; however, it is possible that the
core densities may be higher due to compression during the
coring process and/or core disturbance during transportation
and storage. Second, note that the piston core-density mea-
surements show less contrast between the shelly sand and the
silty clay layers than the inversion. This is probably due to
the fact that the core-density measurements are conducted
from a sample size smaller than the shell and coral fragments
~i.e., do not include shell and coral fragments! and thus do
not give an accurate measurement of the bulk sediment prop-
erties.

V. SUMMARY

A method has been presented for obtaining high-
resolution geoacoustic properties from the seafloor. The high
resolution in depth stems from using a short pulse, with a
dense spatial sampling over a fairly short aperture~of order
several hundred meters!. Layers of order 50 cm were identi-
fied and geoacoustic data were recovered to depths greater
than 100 m. The best quality data were extracted from the
upper 24 m. In general, depth of penetration will be depend
on the sub-bottom structure with a maximum penetration of
the difference between source and receiver depths.

The short measurement aperture means that the mea-
surements are ‘‘local,’’ i.e., they are applicable over a con-
fined area. A later paper will explore the potential for ex-
trapolating these local measurements to regional scales using
seismic data to connect various sites. However, the short
aperture will actually be advantageous for some applications,
e.g., geoacoustic properties extraction in support of direct
path scattering measurements where the spatial averaging
typical of long-range geoacoustic inversion approaches
should be avoided.

The strength of the method lies in the wide range of data
employed: including the time, frequency, and spatial do-
mains. Using as much independent data as possible provides
the basis for inversion of geoacoustic properties rather than
effective parameters. Core velocity and density data in the
upper 6 m compared favorably with the inverted data.

The geoacoustic properties of this shallow-water site of-
fered several important insights. First, a large density gradi-
ent in the upper layer had a measurable influence upon re-
flection. This is significant because often density gradients
are ignored in geoacoustic modeling. Second, sound-speed
gradients appear to be much larger in this shallow-water en-
vironment than the Hamilton empirical equations would sug-
gest, especially in the upper part of the sediment column.

Near-surface~within the first meter! velocity and density gra-
dients were extremely large, approximately 150 s21 and 1.2
g/cc/m, respectively.
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APPENDIX

A. Theory

Following Bryan ~1974, 1980! and Claerbout~1978!,
consider a homogeneous layer of velocity,v i , bounded by
reflectors at depths,h, andh1hi . As with Dix ~1955! and
Le Pichonet al. ~1968!, it is assumed that velocity is a func-
tion of depth only. A given ray parameter,p, defines a path
to each reflector~Fig. A1!. In the ray-parameter approach,
these two paths are not associated with the same value ofx
~as would be the case in the Dix method!, but rather with the
same value ofp, and aboveh, they are everywhere parallel.
Thus, the contribution from the structure aboveh has can-
celed out because of the choice of paths. The difference in
travel time and offset for these two paths is

FIG. A1. Schematic diagram of the ray-parameter method~after Bryan,
1974!. Note that the two ray paths are everywhere parallel above the first
reflector at depthh.
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Dx~p!52E
h

h1hi
pv/A12p2v2dh

and ~A1!

Dt~p!52E
h

h1hl
1/~vA12p2v2!dh.

For a uniform velocity in the layer,v i , Eqs. ~A1! can be
integrated to give

Dx52pv ihi /A12p2v i
2 and Dt52hi /v iA12p2v i

2,
~A2!

which can be solved for the velocity and thickness of the
layer,

v i5A Dx

pDt
and hi5

v iDtA12p2v i
2

2
. ~A3!

B. Implementation

For a horizontally layered medium, it is common prac-
tice to express the squared travel time,t2, for a reflected
signal as an infinite series of the squared source–receiver
offset,x2,

t25a11a2x21a3x41a4x61¯ , ~A4!

where the coefficientsa1 ,a2 ,a3 ,a4 ,..., arefunctions ofhi

and v i , i 51,2,3,4,...,n, the layer thicknesses and interval
velocities. Following Taner and Koehler~1969!, Eq. ~A4!
can be written as

t25t0
21x2/v rms

2 1O~x4!, ~A5!

wheret05SDt i is the zero-offset travel time~the sum of the
zero-offset travel times of the individual layers comprising
the velocity structure! and v rms is defined above. Within a
limited horizontal source–receiver offset, thet –x relation
can be approximated by the simple hyperbolic formula

t25t0
21x2/vST

2 , ~A6!

wherevST is the stacking velocity. For a given wide-angle
reflection,vST

2 corresponds to the slope of a least-squares fit
through the travel times in a plot oft2 versusx2. The bias
betweenvST andv rms is a complicated non-negative function
of the velocity and thickness of the component layers. It
increases in magnitude with increasing heterogeneity in the
velocity structure and with increasing ray parameter. The
bias may be reduced by including a fourth-order term in the
t –x polynomial@Eq. ~A4!#; however, this increases the vari-
ance in the estimate ofv rms. This is of particular concern in
the Dix method, which requires that values ofv rms be pro-
vided for the wide-angle reflections which bound the layer
under consideration.

The Bryan method does not presuppose any functional
relationship for thet –x curves, requiring instead that values
of Dx and Dt be determined for a given bounding pair of
wide-angle reflections at a specified value ofp. However, the
use of the hyperbolic formula@Eq. ~A6!# to define the func-
tional relationship for wide-angle reflections in the Bryan
method leads to a straightforward analytical implementation.

At the tangent point, the travel time for a hyperbola and an
intersecting line with slopep are equal. In addition,p is
equal to the derivative of the hyperbola. This set of equations
may be solved for the horizontal offset at the tangent point,
xT , and a zero-offset travel time. For a given pair of wide-
angle reflections, the interval velocity,v i , and layer thick-
ness,hi , may be determined usingDx5xTi 11

2xTi
and Dt

5bi 112bi . Solutions can, and are, repeated for several val-
ues ofp. With this approach, errors tend to be larger asp
approaches its minimal and maximal value. In the former
case, this is because the values ofDx are very small and in
the latter case, because it is increasingly rapidly.

As wide-angle reflections are represented by hyperbolas
@Eq. ~A6!# the maximum horizontal offset that is used must
be selected with care. In order to work at larger horizontal
source–receiver offsets, the use of a fourth-order polynomial
to represent thet –x curves was pursued. However, there are
no straightforward analytical solutions to the system of equa-
tions described above and numerical solutions using New-
ton’s method were prone to finding local minima. An alter-
nate approach, therefore, was also to consider the maximum
horizontal source–receiver offset which could be employed
when testing the layer thickness and velocity resolution ca-
pabilities of the Bryan method with synthetic data.

C. Testing

A number of test geoacoustic models were constructed
and are described in detail in Osleret al. ~in press!. They all
included a water depth of 150 m~characteristic of the depths
in which SACLANTCEN shallow-water experiments have
been conducted! underlain by a seabed comprised of mul-
tiple isovelocity layers, including cases with low velocity
zones. The thickness of the three seabed layers was varied in
unison from 50 to 1 m, yielding water-depth-to-layer-
thickness ratios ranging from 3 to 150. For each geoacoustic
model, theoretical travel times are calculated and then sub-
jected to the analysis procedure outlined above.

Test results in Bryan~1974! using synthetic data indi-
cate that solutions using the exact ray-parameter method de-
teriorate for thickness ratios of 100 or greater due to increas-
ing relative error inDx @Eq. ~3!# asDx itself decreases with
layer thickness. Further, his experience with real data suggest
the method was useful up to thickness ratios of 25 and that
another method, the thin layer approximation, should be used
for thickness ratios greater than 50. When an appropriate
horizontal source–receiver offset is selected, our test results
suggest that the exact ray-parameter method is well behaved
over a wider range of thickness ratios. The discrepancy be-
tween test results likely stems from different implementa-
tions of the method. Unfortunately, Bryan provides few de-
tails, but a potential explanation is that our analytical
implementation serves to minimize errors inDx.

1By shallow water we generally mean continental shelf regions; however, it
can mean by extension any bottom-limited region.

2The inversion technique is capable of including shear waves. However, for
the environment examined in this paper, shear waves contributed negligibly
and thus are not included in the geoacoustic model.

3The scattering from sub-bottom sediment volume inhomogeneities requires
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substantially higher resolution in the geoacoustics than does the propaga-
tion.

4The data quality on all of the hydrophones was very good. The deepest
hydrophone was selected because it provides the longest time window~i.e.,
greatest sub-bottom penetration! for analysis, i.e., the longest time before
the second bottom bounce arrives. The amount of sub-bottom penetration is
limited by the difference between source and receiver depths.

5Integration times vary depending upon source–receiver offset. All integra-
tion times are given referenced to the value at normal incidence.

6Thus, the 8.5 rms error for the array position does not affect our analysis
results.

7At low frequencies~roughly below 1 kHz! the Uniboom is omnidirectional,
and at high frequencies~very roughly above 5 kHz but strongly dependent
upon sediment properties! the sub-bottom paths contribute negligibly be-
cause of attenuation.

8The attenuation is derived from the porosity which is estimated using the
Bachman~1985! relation between velocity and porosity.

9The usual angle averaging was not done.
10That is, the pair of paths that have interacted with the bottom once and

then the sea surface.
11The shells and shell fragments were bivalves~from theTellinid andPet-

tinid families! and prosobranches~Turritellid andVermetidfamilies!. The
coral fragments wereArborascente.
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Target strength of an oily deep-water fish, orange roughy
(Hoplostethus atlanticus) II. Modeling
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Orange roughy consist of;18% lipids by weight, mostly as wax esters, and the lipids must be taken
into account when modeling target strength. A deformed cylinder model incorporating the effect of
temperature and pressure on sound speed through wax ester was used to scale experimental
measurements of target strength to the temperatures and pressures where orange roughy live~;6 °C,
depths;800–1300 m!. The effect of decreasing temperature and increasing pressure is to increase
the sound speed in orange roughy lipids. Modeling shows that the net effect of this is to reduce
tilt-averaged target strength,^TS&, by ;2 dB. Adjusting experimental results to compensate for
temperature and pressure effects gives a predicted^TS& for a 35-cm orange roughy of248.3 dB.
Adjusting in situ estimates of orange roughŷTS& for avoidance behavior@McClatchie et al., J.
Acoust. Soc. Am.106, 131–142~1999!# suggests the correct^TS& is ;247.5 dB, rather than250
dB as previously reported@Kloser et al., ICES J. Mar. Sci.54, 60–71~1997!#. We conclude that
experimental andin situ estimates now converge at a^TS& of ;248 dB for a 35-cm fish. ©2000
Acoustical Society of America.@S0001-4966~00!05302-9#

PACS numbers: 43.30.Sf, 43.30.Ft@SAC-B#

INTRODUCTION

Orange roughy~Hoplostethus atlanticus! are the subject
of a valuable deep-water fishery in New Zealand waters.
Echo integration survey techniques are now being applied to
estimate the biomass of orange roughy. The accuracy of the
relationship predicting tilt-averaged target strength,^TS&,
from fish length has an important effect on the accuracy of
the biomass estimate. At present, there is some debate as to
what the most accurate estimates of target strength are. Our
method for obtaining reliablêTS& estimates of fish is to use
three independent techniques:~1! experimental measure-
ments on live fish,1 ~2! in situ estimates using a deep towed
split beam echosounder, and~3! modeling that incorporates
morphology and flesh characteristics. The modeling results
for orange roughŷTS& are the subject of this paper. In this
paper we refer to tilt-averaged target strength, or^TS&, as the
target strength averaged with respect to fish orientation for a
given size of fish.

The target strength of orange roughy has been measured
using a variety of methods and a wide range of results have
been obtained~reviewed by Refs. 1 and 2!. The principal
reasons behind the discrepancies appear to be related to three
factors. First, measurements made on dead fish are affected
by changes in the fish body composition over time,3 and the
magnitude of these changes is compounded by using speci-
mens that were previously frozen.1 Consequently, measure-
ments on dead orange roughy can be regarded as erroneous
unless the measurements are taken after the fish tissue com-
position has stabilized.1 Second, at least some of the differ-

ences betweenin situ and experimental measurements of tar-
get strength made on live orange roughy are due to
differences in the orientation of the fish. These differences
are exaggerated by the avoidance behavior of orange roughy
to a transducer lowered close enough to the fish~i.e., within
150 to 100-m range! to estimate target strength directly.4 The
effect of avoidance must be incorporated into measurements
of in situ ^TS&. Avoidance is not a problem during surveys
because the transducer is farther from the fish than is the case
during^TS& measurements. Third, both temperature and pres-
sure affect the sound-speed ratio, which affects the target
strength of orange roughy. These effects need to be consid-
ered when extrapolating experimental measurements made at
the surface to the depths at which the fish are found in nature
~800–1300 m!.

The tissues of orange roughy have very high lipid
content.5–7 Unlike other swimbladder fish, for which the gas-
filled swimbladder dominates the backscattering of sound,
orange roughy store a large amount of semi-solid lipid in
their swimbladders. From 66% to 90% of the tissue in the
swimbladder is lipid.8,9 The composition of the swimbladder
lipid is 94%–99% wax esters.7,10 These wax esters have low
acoustic contrast to the water and as a result the target
strength of orange roughy is low. Several other tissues also
contain large quantities of lipid. The lipid content of whole
orange roughy is;18% by weight.7,8,11

We first describe the model used to estimate^TS& and
then present new experimental measurements on the tem-
perature and pressure dependence of sound speed through
orange roughy lipids. We then compare the model^TS& with
our previous experimental measurements of^TS& of live or-
ange roughy. Next, we use the sound-speed measurementsa!Electronic mail: s.mcclatchie@niwa.cri.nz
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and the model to compensate for differences of pressure and
temperature between the experimental conditions and orange
roughy habitat. This allows us to extrapolate our experimen-
tal measurements of^TS& to the depths at which the fish are
found in nature.

METHODS

The model

The Kirchhoff approximation has been used to model
target strength of orange roughy.2 Although it is relatively
simple, we found it to be inaccurate, and consequently we
use the deformed cylinder approximation. The sound scatter-
ing by an elongated target can be calculated using the ap-
proximation that regards the target as a slender body of revo-
lution ~the deformed cylinder, which in this case is a prolate
spheroid!. It assumes that a differential element of the target
along the longitudinal axis is a small piece of cylinder, and it
scatters sound as though it were a part of an infinite cylinder
of the same radius. The total scattering function is then the
sum of the scattering functions of each differential element.
It can be written, following Yeet al.,12 as

f ~k i ,ks!5E dz
2 i

p (
n50

`

Bn~z!Fn~z!~2 i !n

3cos~nf~z!!eiki•r ~z!2 iks•r ~z!, ~1!

where the integration is done along the deformed cylinder
axis,dz is a segment of the integration which can be a length
element along the axis,k i andks are incident and scattered
wave vector, respectively,i 5A21, Bn(z), and Fn(z) are
n-th order expansion coefficients including element radii
which generally change along the axis. The expressions for
Bn(z) and Fn(z) are given in Yeet al.12 Both coefficients
depend on the acoustic properties through the boundary con-
ditions that are expressed in the values of the density and
sound-speed ratios~g andh!. The sound speed of the water
surrounding the fish was calculated using Mackenzie’s
equation,13 which incorporates the effects of temperature,
pressure, and salinity on sound speed.f(z) is the azimuthal
angle between the incident and scattering directions, and
r (z) is the range from an arbitrary reference point.

The differential scattering cross section is defined as

s~k i ,ks!5u f ~k i ,ks!u2, ~2!

and the backscattering cross section is given by

sbs5u f ~k i ,2ks!u. ~3!

The backscattering target strength is given byTS
510 log10sbs .
The averaged target strength is related to the averaged back-
scattering cross section as

^TS&510 log10̂ sbs&, ~4!

where^sbs& is averaged for the orientation distribution and
is expressed by

^sbs&5E P~u!sbs~u!du, ~5!

whereP(u) is the probability function for fish tilt orientation
and u is the incident angle~tilt angle!, implicit in Eq. ~1!,
with respect to the longitudinal axis of the target.TSu is the
target strength at a particular angle, whereu50 corresponds
to the dorsal aspect. The tilt angle distribution is approxi-
mated by a normal distribution with a standard deviation of
18.7°.1 TSmax is the maximal target strength measured from a
fish that is generally in near dorsal aspect~i.e., fish normal to
the axis of the acoustic beam! but is often measured at an
orientation angle that is offset from true dorsal aspect in both
swimbladder and non-swimbladder fish.

The practical implementation of the deformed cylinder
requires the following steps. First, the physical dimensions
of the scatterer are recorded in a geometrical reference frame
~see Morphological measurements section!. The physical
structure is dissected into a series of short cylindrical or ap-
proximately cylindrical segments, for which the cross section
is approximated as circular, and the radius is the averaged
value of the widths in two perpendicular directions. Third,
the length of the segment replacesdz in Eq. ~1!, and for each
i -th segment~denoted bydzi), we compute the scattering
and incident angles with respect to its axis and compute the
coefficientsBn(zi) and Fn(zi). The scattering function for
each segment is then calculated. The total scattering function
is the summation of the scattering functions from individual
segments. In this way, integration in Eq.~1! is approximated
by the summation of a finite series.

We tested for the importance of scattering by wax ester
by calculating thêTS& from the model of the fish body with-
out wax ester and comparing it to experimentally measured
^TS&. We were unable to match the model and experimental
^TS& values unless we used values for density and sound-
speed contrast~g andh! in the model that were appropriate
for wax ester. This led us to consider that the wax ester
component must have a significant effect on the scattering.

We modeled the fish body as a fluid-filled prolate spher-
oid with length 35 cm, aspect ratio,e50.15, insonified by a
plane-wave of frequency 38 kHz which is the same as used
in the experimental measurements. Aspect ratio,e, is defined
as the ratio between the short and long semiaxes of the pro-
late spheroid. Sound speed in fish flesh was taken from
Gytre.3 We modeled the wax ester as a prolate spheroid
shape located in the anterior one-third of the fish body, with
the same aspect ratio as the fish body. We aligned the axis of
the wax ester with that of the fish body.

Morphological measurements

A video camera was used to capture separate lateral and
dorsal views of individual orange roughy~Fig. 1!. To capture
the dorsal images the thawed fish was placed on a clear per-
spex stand with the background scale raised 15 cm off the
ground and level with the midline of the fish. The camera
was then raised 15 cm to maintain the same magnification as
in the lateral view. Images were sharpened and adjusted for
contrast. Measurements were made along the longitudinal
axis from the snout to the fleshy tip of the tail, excluding fin
rays. These were done at 5-mm intervals for the head ante-
rior to the gill covers and the tail posterior to the anus, and at
10-mm intervals for the rest of the trunk; these intervals de-
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fine the length of the segments. For each position along the
longitudinal axis three measurements were recorded~Fig. 1!.
These were from the lateral view, the height (H1) above a
line ~referred to as the midline! drawn from the snout to
middle of the tail, the height (H2) below the midline, and
the width of the body in dorsal view~W!. The averaged
radius for the segment is approximated as (H11H2)/2
1W/2.

Sound-speed measurements

Sound speed was measured as a function of temperature
and pressure in lipid extracted from two orange roughy. Fish
were captured live~see McClatchieet al.1! and kept alive
until just before they were used for lipid extraction. Their
lipid was extracted using the method of Folchet al.14 Lipid
was extracted from the entire fish. Sound speed was mea-
sured over a range of temperatures and pressures.15 For each
pressure level, sound-speed measurements were made at a
range of temperatures starting at;20 or ;25 °C and de-
creasing the temperature in;2 °C steps. The temperature
range covered 20.0 down to 3.9°C for the first lipid sample
and 25.8 down to 1.3 °C for a second lipid sample. The tem-
perature was then increased again to 20 °C and several spot
measurements were made at selected temperatures as the ap-
paratus was cooled. Cycling the temperature in this manner
served to test the heat stability of the lipid~which was found
to be stable!. The pressure range was 0 to 105 atm for the
first sample and 0 to 120 atm for the second sample.

RESULTS

Comparison of experimental and modeling results

In Fig. 2,TSu for the fish body is plotted against the tilt
angles for various density and sound-speed ratios,g and h.
This shows that the overall target strength increases asg and
h increase, but that the oscillatory structure in the scattering
function does not vary with changes ing andh. We conclude
that this oscillatory structure is purely a manifestation of the

scattering geometry. However, in order to make the model
tilt-averaged target strength,^TS&, match the experimentally
measured̂TS& for a 35-cm fish~'246 dB1!, we have to use
1.09 for the values ofg and h, assuming that the fish body
dominates the scattering~Table I!. These values forg andh
are unrealistic, given that measurements ofg for fish flesh:
seawater16 andh for orange roughy lipid: seawater~from this
study! mostly fall below 1.04. This result implies that the
scattering by wax ester must be incorporated into the model.
Consequently, we included both the fish body and the wax
ester in subsequent model estimates of^TS&.

The model was run on 19 fish. Seven of the 16 fish used
in the live fish^TS& experiments were also used for model-
ing, so we were able to directly compare the model with
experimental results for these fish~Fig. 3 and Table II!. We
made five comparisons between model and experimental re-
sults:~1! the magnitude of̂TS&, ~2! the magnitude ofTSmax,

FIG. 1. An example of the video image of an orange roughy used to obtain
measurements for modelinĝTS&. Measurements recorded were the maxi-
mum distance from the midline~drawn from the snout to the middle of the
fleshy tip of the tail! to the dorsal surface (H1), and the maximum distance
from the midline to the ventral surface (H2). The body width~W! was
measured in dorsal view.

FIG. 2. Target strength (TSu) of the fish body~excluding the wax ester! for
a 35-cm orange roughy as a function of angle of orientation~u! estimated
using the deformed cylinder model for different theoretical values of the
density ratio~g!, sound-speed ratio~h!, and aspect ratio~e! of a prolate
spheroid~see Table I!.

TABLE I. Estimates of̂ TS& ~dB! calculated from a prolate spheroid model
of a 35-cm-length orange roughy body without the wax ester~see Model
section in Methods!. ^TS& was estimated for two different values of density
and sound-speed ratios~g andh!, as well as for three different values for the
aspect ratio of the prolate spheroid(e) ~see Fig. 2!.

g51.04 g51.09

h51.04 255 (e50.1) ¯

h51.04 252 (e50.15) 248 (e50.15)
h51.04 254 (e50.2) ¯

h51.09 249 (e50.15) 246 (e50.15)

1282 1282J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 S. McClatchie and Z. Ye: Target strength of orange roughy. II



~3! the location ofTSmax with respect tou, ~4! the correspon-
dence of peaks and nulls inTSu , and ~5! the ^TS&-length
regression.

Model ^TS& and experimentally measured̂TS& were
within 3 dB in six out of seven cases where we had model
and experimental measurements on the same fish~Table II!.
In one case the model estimate was;4 dB lower than the
experimentally measured̂TS&. TSmax values did not corre-
spond as closely between the model and the experimental
results because the experimental data generally had sharper

peaks and nulls than predicted by the model~Fig. 3!. The
pattern of peaks and nulls is not consistent between the
model and the experimental results, although some coher-
ence is evident~Fig. 3!. Both the model and the experimental
results show thatTSmax does not necessarily occur at dorsal
aspect orientation.

When thê TS&-length relationships are compared for the
model and the experimental data it is apparent that the model
predicts lower̂ TS& for a given size of fish. The difference
between model and experimental regression lines is 2.2 to
2.9 dB ~Fig. 4!.

Effect of pressure and temperature

The effect of increasing pressure and decreasing tem-
perature is to increase the speed of sound through orange
roughy lipid ~Fig. 5!. Speed is increased by;35 m s21 as
temperature falls from 13.5 to 6 °C~i.e., from the tempera-
ture at which the experimental measurements were made to
the temperature at which the fish live!. The effect of increas-
ing pressure from the surface to that at 1050-m depth and
decreasing temperature from 13.5 to 6 °C is to increase the
sound speed through orange roughy lipid by;57 m s21 ~Fig.
5!. We used 1050 m as a representative depth for roughy in
nature. We used these results to adjusth in the model in
order to scale the experimental results to compensate for
temperature and pressure. This is reasonable because we can
reliably calculate the effect of temperature and pressure on
the sound-speed ratio,h, even though the model^TS& is gen-
erally lower than the experimentally measured^TS&. We as-
sume that the experimental results are correct for surface
pressures and temperatures and simply use the model to scale
the experimental̂TS& to the depth at which the fish live. The
net result of the sound-speed increase is to decrease^TS& by
;2 dB.

FIG. 3. Target strength as a function of fish tilt angle (TSu) calculated using
the deformed cylinder model, including the wax ester, compared with ex-
perimental measurements made on the same live orange roughy~only six of
the seven fish in Table II are shown!. Positive angles represent head-up
orientation in the pitch plane.

TABLE II. Tilt-averaged target strength,^TS&, calculated from the deformed
cylinder model on 19 fish, including 7 of the 16 live fish for which both
model estimates and experimental estimates of^TS& are available. Note that
the length of the fish changed slightly after frozen storage between when
experiments were done and the measurements for the modeling were ob-
tained. This is due to distortion of the tissues during thawing.

Thawed length
cm

Fresh length
cm

Model
^TS& dB

Experimentally
measured̂TS& dB uDTSu

29 30 248.25 ¯

30 30 249.03 ¯

32.5 32.3 248.06 248.68 0.62
30 30.8 249.29 247.37 1.92
30 30.2 249.44 246.49 2.95
31 30 250.39 248.37 2.02
36 36.3 247.59 245.39 2.22
31.5 32.7 248.58 ¯ 3.98
31 32.4 251.13 247.15 2.99
32.5 32.7 250.48 247.49
31 31 251.58 ¯

36 39 250.91 ¯

38 40 248.97 ¯

31 31 247.76 ¯

29 28.5 249.12 ¯

16 16 257.16 ¯

27.5 27 254.26 ¯

34.5 34 246.99 ¯

30 30 249.81 ¯

FIG. 4. Comparison of the target strength–length regression for live orange
roughy (n516) with a subset of the deformed cylinder model results (n
518) at the same temperature and pressure. Note that the 16-cm fish in
Table II is excluded from this plot because there were no experimental
measurements on such small fish. The regression equation for the live fish
data is:^TS&516.374 log10 standard length—71.621, where^TS& is in dB
and standard length is in cm. Ninety-five percentile confidence limits for
live fish data were estimated by bootstrapping. A regression line fitted to the
model data is used to estimate the offset between model and experimental
results. Length is plotted on a log scale, and length for the model data are
fresh lengths rather than thawed lengths~see Table II!.
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DISCUSSION

The model is not expected to exactly replicate the ex-
perimental measurements, but rather to provide a theoretical
trend with regard to frequency response and overall varia-
tions of the averaged target strength as a function of tempera-
ture, pressure, and fish length. It is generally necessary to
adjust models of target strength with a ‘‘local calibration’’
because fish structures are more complicated scatterers than
the comparatively simple models.17

The exact position ofTSmax with respect to fish orienta-
tion does not match, because in the model the wax ester in
the anterior one-third of the body is aligned with the body
axis, but in real fish the lipid is distributed in various body
locations, primarily the head region~including the swimblad-
der and neurocranial cavity!, as well as in muscle, skin, and
gut. Consequently, scattering from the model is symmetric,
but is not necessarily so in the real fish.

In the discussion that follows, we refer to a single size of
orange roughy because 35 cm is a common modal size for
length frequency distributions of commercially exploited
populations, and as such, it provides a useful reference point
for comparing target strength values between studies. On
first inspection it appears that thein situ estimate of̂ TS& for
a 35-cm orange roughy of;250 dB2 is considerably lower
than the experimentally measured estimate of;246.3 dB.1

The question then arises as to which of these estimates is
correct and which estimate should be used in the biomass
assessment for orange roughy. This issue is far from trivial
given that acoustic survey is used to assess the biomass of
this high value New Zealand fishery~NZ$ 123 million in
199518!. Our research in this and a previous paper1 shows
that neither thein situ nor the experimental estimates should

be used without adjustment. Thein situ results need to be
corrected for the avoidance behavior of the fish.1 The effect
of this correction is to raise thêTS& value by;2.5 dB.1 The
experimentally measured̂TS& result needs to be adjusted for
the effects of pressure and temperature on the sound-speed
ratio between lipid and seawater. This adjustment lowers the
^TS& value by;2 dB. The net result is that the adjustedin
situ ^TS& and the adjusted experimentally measured^TS& con-
verge on a value of;248 dB for a 35-cm fish.1 The appar-
ent conflict between thein situ and the experimental esti-
mates of̂ TS& now appears to be resolved.
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Matched-field processing~MFP! and global inversion techniques have been applied to vocalizations
from four whales recorded on a 48-element tilted vertical array off the Channel Islands in 1996.
Global inversions from selected whale calls using as few as eight elements extracted information
about the surrounding ocean bottom composition, array shape, and the animal’s position. These
inversion results were then used to conduct straightforward MFP on other calls. The sediment
sound-speed inversion estimates are consistent with those derived from sediment samples collected
in the area. In general, most animals swam from the east to west, but one animal remained within
;500 m of its original position over 45 min. All whales vocalized between 10 and 40 m depth.
Three acoustic sequences are discussed in detail: the first illustrating a match between an acoustic
track and visual sighting, the second tracking two whales to ranges out to 8 km, and the final
sequence demonstrating high-resolution dive profiles from an animal that changed its course to
avoid the research platform FLIP~floating instrument platform!. This last whale displayed an
unusual diversity of signals that include three strong frequency-modulated~FM! downsweeps which
contain possible signs of an internal resonance. The arrival of this same whale coincided with a
sudden change in oceanographic conditions. ©2000 Acoustical Society of America.
@S0001-4966~00!02802-2#

PACS numbers: 43.30.Pc, 43.30.Sf@WA#

INTRODUCTION AND REVIEW OF PREVIOUS WORK

In this paper, matched-field processing1–3 ~MFP! meth-
ods have been applied to blue whale~Balaenoptera muscu-
lus! vocalizations, recorded off the California coast in 1996.
The research upon which this work is based is an outgrowth
of initial work by the Marine Physical Laboratory to conduct
MFP on whales during an unrelated experiment in 1994,4,5

and to use whale vocalizations for geophysical inversions.6

The results presented in this paper show how these tech-
niques can obtain high-resolution ranges and depths of blue
whale positions out to ranges of 8 km under complex propa-
gation conditions, using as few as eight hydrophones. No
previous knowledge of the surrounding ocean bottom was
required, because the needed information was extracted from
the vocalizations themselves, using global inversion tech-
niques. When combined with the acoustic vector intensity
measured from a DIFAR7 sonobuoy, a three-dimensional lo-
calization was achieved. Propagation effects could then be
removed from the calls, using the derived locations and in-
ferred ocean bottom properties. This procedure obtained es-
timates of both the source time signatures and source levels
of different vocalization types.

Most localization work on baleen whales has focused on
obtaining azimuth and range, usually by employing widely
spaced hydrophone assemblies. Recent examples of these ap-
proaches are given in Refs. 8–11. Previous depth estimates
from cetacean vocalizations have been obtained only under
restricted conditions, where the acoustic signal has been as-
sumed to travel directly from the animal to each receiver,
allowing standard time-of-arrival methods12 to be employed.
Some examples of this approach have included captive dol-
phins in a concrete tank,13 and sperm whales in deep water.14

However, acoustic signals generated by baleen whales along

the coast generally propagate over ranges greater than the
local water depth, and they become substantially altered
through interaction with the surface and ocean bottom, mak-
ing the application of standard time-of-arrival methods
difficult.12 The MFP techniques used in this paper have no
such limitations; indeed, some signals discussed here have
been localized in depth and range to distances greater than
60 times the local water depth, and thus experienced multiple
surface reflections and bottom refractions before being re-
corded. In this case no direct acoustic path between the
whale and the receiving array existed.

After a review of the experimental location, geometry,
and data analysis procedures in Sec. I, the MFP results are
presented in Sec. II A, using data from three distinct acoustic
sequences, recorded over a 40-hour time period in 1996 off
the northern Channel Islands in the Southern California
Bight region. The first sequence~case 1! demonstrates a
match between an acoustic track and a visual observation of
two blue whales. The next sequence~case 2! demonstrates
the maximum ranges obtained from the experiment, covering
a 90-min period wherein two different whales are tracked to
ranges of several kilometers. The final sequence~case 3!
illustrates a high-resolution track of a single whale that swam
toward the research platform FLIP, then altered its course to
avoid the experiment. This sequence contains three unusual
FM signals and three detailed dive profiles.

Section II B compares the sediment properties extracted
from the whale vocalizations with those derived from sedi-
ment cores taken from the same region. Section II C uses the
MFP positions to compute source levels for the animals in
cases 2 and 3, and Sec. III D uses multichannel deconvolu-
tion techniques15,16 to strip away propagation effects from
three FM sweeps in case 3, demonstrating that the unusual
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features present in the call are produced within the whale
itself, and are not waveguide effects. The discussion in Sec.
III discusses whether the unusual FM sweeps in the latter
case might indicate an internal resonance, and notes how the
presence of this whale coincides with a sudden change in
ocean conditions in the area.

The ‘‘type A’’ and ‘‘type B’’ eastern Pacific blue whale
vocalizations discussed here are described in greater detail
elsewhere.8–10,17,18References on blue whale sounds in other
regions of the world,19–25MFP,1,2,26,27and geoacoustic inver-
sion methods,26,28–34have also been provided.

I. METHODS

A. Experiment location and geometry

The 1996 experiment was conducted using the research
platform FLIP ~floating instrument platform!35 from July 18
through July 22 off the south coast of San Miguel Island, at
33°598 N, 120°27.2218 W. This location lies within the
boundaries of the Channel Islands National Marine
Sanctuary,36 administered by the National Oceanic and At-
mospheric Administration. Surveys over the past ten years
have observed concentrations of blue, fin, and humpback
whales in the region during the summer months. ‘‘Whale
Habitat and Prey Study~WHAPS!’’ surveys37 conducted by
the National Marine Fisheries Service, Southwest Fisheries
Science Center~SWFSC! have concluded that around 100
blue whales frequent the area each summer. The animals are
believed to be feeding off krill, which in turn feed off the
plankton blooms growing in the nutrient-rich water up-
welling around the islands.38

Figure 1 illustrates the bathymetry around the experi-
mental site. The contour maps were constructed using
fathometer-corrected data downloaded from the National
Oceanographic Service and National Geological Data Center
databases. Depending on the tide level, the water depth at the
experiment site varied between 129 and 133 m. The vocal-

izations presented here will be from animals swimming from
the E to SE of FLIP, a region where the water depth changes
by only 30 m over 10 km.

The experimental deployment is illustrated in Fig. 2, and
consisted of a 48-element39 vertical array with a hydrophone
spacing of 1.875 m, sampled at a rate of 1500 Hz. A General
Oceanics inclinometer was attached 1.7 m above the shal-
lowest hydrophone element, and recorded the array tilt mag-
nitude and direction, inclinometer depth, and water tempera-
ture every 90 sec. Data from the vertical array were used to
conduct the MFP, while information from both the vertical
array tilt and an occasional DIFAR sonobuoy7 estimated

FIG. 1. Bathymetry around the 1996
experiment site. The contour interval
is 25 m until 300-m depth, and then
increases to 50 m for deeper depths.
FLIP location is given by star. Note
how the bathymetry to the east and
northwest is only mildly range-
dependent.

FIG. 2. Experimental setup of the MFP experiment. The vertical array is
used to compute range and depth of calling animals. Source azimuth could
occasionally be estimated by using either a DIFAR directional sonobuoy~as
in case 2!, or by taking advantage of the vertical array tilt caused by strong
currents in the area~Sec. I C!. The thick dark lines represent mooring lines.

1287 1287J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Thode et al.: Matched-field processing whales



source azimuth,40,41 thus yielding a three-dimensional loca-
tion. Subsequent work showed that localization could be ac-
complished using as few as eight hydrophones as long as
they spanned 90 m of vertical aperture.

B. Data analysis and inversion procedures

Traditional MFP requires information about the ocean
depth, bottom composition, sound-speed profile, and tilt of
the vertical array, in order to construct an accurate model of
the acoustic field received at the area. Bathymetry informa-
tion was independently available, but the other environmen-
tal information was sparse or unknown. The analysis for
each case presented in Sec. II began by selecting several
large signal-to-noise ratio~SNR! calls throughout the se-
quence for ‘‘focalization’’ or inversion. By applying a ge-
netic algorithm42,43 inversion software package34 to a
normal-mode numerical model,44 the required environmental
parameters were extracted from the vocalizations them-
selves, while simultaneously recovering the best-fit range
and depth of the whale. The fitness criteria used were the
normalized output of the Bartlett processor, incoherently av-
eraged over 3–10 frequencies between 16 and 130 Hz. Iden-
tical global optimization procedures were used for each in-
version, which adjusted 18 parameters in an attempt to
maximize the peak correlation of the incoherently frequency-
averaged ambiguity surfaces. Each inversion was repeated 40
times for each vocalization sample, using a different initial
population of trial solutions, and the inversion run that
yielded the largest correlation was retained.

Nine of the 18 inverted parameters defined a geoacoustic
model of the ocean bottom that assumed a sediment layer
overlaying an infinite basement layer. The sediment thick-
ness was set to 70 m, deeper than the expected bottom pen-
etration for all frequencies except possibly 17 Hz. A sedi-
ment sound-speed profile was constructed by allowing the
inversion to adjust the sediment sound-speed at depths of 23,
46, and 70 m beneath the water/sediment interface, as well as
the bottom half-space sound-speed. The sediment sound-
speed at the water/sediment interface was allowed to vary
between realistic values of 1450 and 4000 m/s, and the
sound-speed was allowed to increase between 0 and 1000
m/s every 23 m, ensuring the physically realistic result that
the bottom velocity would increase with depth. The inver-
sions did not solve for possible large shear speeds in either
the sediment layer or half-space, as the normal-mode models
used for the inversion incorporated a perturbation approach
to compute shear, which is valid only for small shear values.2

Baseline water-borne sound-speed profiles were con-
structed using temperature data from five XBT casts. The
technique of empirical orthogonal functions~EOFs! was ap-
plied to enable inversion of the water column sound-speed
profile using only a few parameters.45 The MFP results were
insensitive to the exact shape of the sound-speed profile
used. The inversion techniques were benchmarked by per-
forming inversions on the Swellex-327 data set, where the
geoacoustic parameters were already known.

Once acquired, the inversion parameters were used to
perform MFP on the rest of the calls in the sequence, while
ensuring that updated ‘‘snapshots’’ of the vertical array ge-

ometry were used. Once a time series was selected, a single
global inversion typically took 10–20 min using a Sun Ultra
workstation. A MFP computation using the inversion results
took 30–60 sec per call, using routines developed in
MATLAB .

C. Interpreting inverted array tilt

Imagine a tilted vertical array with a total offsetH be-
tween the top and bottom hydrophones. Because MFP mod-
els the two-dimensional acoustic field between the source
and receiver, it is only the projection~H8! of the total offset
onto the MFP plane that influences the received acoustic
field. If the source bearing is the same as the tilt direction,
thenH85H; if the source bearing is perpendicular to the tilt
bearing, thenH850—the projected offset is zero. Because
the maximum array tilt and tilt direction were independently
measured by an inclinometer, the projected offset can be
converted into a rough source bearing estimate. The conven-
tion used in this paper is that a negative value ofH8 indicates
the array is tilting away from the source. One important con-
sequence of this behavior is that if the projected array tilt
remains constant over time while the range decreases, then
the source must be moving toward the array.

II. RESULTS

In this paper all dB units have been expressed in terms
of pressure spectral density~re 1 mPa2/Hz), and source lev-
els in terms of source pressure level spectral density~re
1 mPa2/Hz @ 1 m!.

A. MFP tracks

1. Case 1—demonstration of an acoustic Õvisual
match

The ocean conditions were calm over the 15-min period
shown in Fig. 3, beginning at 14:01 GMT, Julian Day 204,
1996, and are among the last calls recorded during the ex-
periment. The myriad 20–30-Hz pulses that are prominent
around 750 sec may be fin whale calls.46–48 In addition, at
least three blue whales are vocalizing during this time, gen-
erating two types of signals known to be produced by blue
whales.9,17,18,20,49,50The broadband pulsed call is convention-
ally called ‘‘type A,’’ and the harmonic FM sweep is labeled
‘‘type B.’’ One animal is producing very faint B calls
(;100 dBre 1 mPa2/Hz), with only the 50-Hz tone visible,
suggesting that it is greater than 5 km away. Another animal
generated the two A-B sequences that begin at roughly 100
and 310 sec along the time axis in Fig. 3. A third animal has
produced the intense broadband type A calls recorded at 293,
505, and 718 sec~labeled ‘‘a,’’ ‘‘b,’’ and ‘‘c’’ in the figure !,
and these calls are the focus of this case. Of the three calls,
the 505-sec call has the best signal-to-noise ratio. The 293-
sec call is also of good quality, but the 718-sec signal suffers
from contamination from pulsing broadband noise and pos-
sible fin whale pulses.
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The inversion procedure was performed on each of the
three high-level type A calls, using an incoherent average of
8–10 frequencies between 16 and 112 Hz. The inversion
results are graphically displayed in Fig. 4. The inverted sedi-
ment sound-speed profiles from the three calls are generally
consistent to within650 m/s down to depths of 46 m be-
neath the surface, with a mean speed around 1621 m/s at the
water sediment interface. The accuracy of these geophysical
estimates is explored further in Sec. II B.

The multiple arrival paths from a propagating acoustic
signal generate an interference pattern in the received pres-
sure field along the array, as a function of depth. To compare
the received data from the ‘‘b’’ call with that of the best-fit

model, the measured vs modeled pressure magnitude across
the vertical aperture of the array is plotted in Fig. 5, for six
different frequency components. The fit is excellent across a
wide range of frequencies, particularly in the high signal-to-
noise~SNR! ratio band between 85 and 95 Hz.

The frequency-averaged ambiguity surfaces for each call
are displayed in Fig. 6, using the adaptive white-noise con-
straint ~WNC! MFP processor,51,52 where the constraint has
been set to 3 dB below the maximum white-noise gain. The
WNC correlation output is generally less than that of the
Bartlett processor.

Clues about the whale’s azimuthal position are provided
by the projected array geometry obtained from the inver-

FIG. 3. Spectrogram of case 1, Julian
Day 204 time sequence, starting at
14:01 GMT. Power spectral density
levels are in units of dBre 1 mPa2/Hz.
Note the three strong type A calls at
290 ~‘‘a’’ !, 505 ~‘‘b’’ !, and 720~‘‘c’’ !
seconds. The multiple vertical energy
bands between 20 and 30 Hz may be
fin whale vocalizations.

FIG. 4. Illustration of best-fit inver-
sion model for the three type A calls
from case 1. Parameters obtained from
the same call share the same shading
and text style.
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sions. For example, the projected horizontal offsetH8 be-
tween the top and bottom hydrophone remained constant at
about29.5 m, so the whale must have been swimming along
a radial directly toward FLIP. Had the bearing of the animal
relative to FLIP changed significantly during the calling se-
quence, the inverted array tilt would have changed with time.
The negative tilt values indicate the array was tilting away
from the whale, and since the array was tilting toward the
NW, the bearing of the animal must be to the E or SE. The
whale moved 1.1 km over about 430 sec. Its average speed
over this time was therefore 2.6 m/s~9.2 km/hr!, consistent
with estimated swimming speeds between 5 to 33 km/hr for
blue whales.53

Given the long duration of these calls~around 15 sec!, it
is possible to perform MFP on sequential time segments
within a call, obtaining the animal’s dive profile while vo-
calizing. The ranges and depths from the resulting ambiguity
surface mainlobes are plotted in Fig. 7, at 1-sec intervals, for
the 505-sec~‘‘b’’ ! call. While calling, the animal’s range
decreases by 2.5 to 3 m/s, consistent with the long-term
swimming speed derived from Fig. 6.

The animal seems to remain at a constant depth over the
duration of the 505-sec call, to within the resolution of the
MFP processor. This theoretical resolution limit, based on
the Cramer–Rao lower bound,3 is expected to be around62
m in depth and610 m in range, for a 89-Hz signal with a
20-dB signal-to-noise ratio~SNR!. Bathymetry mismatch

also introduces a depth uncertainty, as the true ocean bottom
is not flat. At 2.1-km range, the water depth lies between 110
and 150 m, depending on the azimuth used, which translates
into an absolute source depth uncertainty of about63 m54

and a range uncertainty of about 15%. Thus the relative
ranges and depths in Figs. 6 and 7 are probably accurate, but
the absolute ranges and depths have uncertainties of63 m in
depth and6300 m in range.

Both Figs. 6 and 7 suggest a swimming speed of 2.6 m/s
toward FLIP. Therefore this whale would have taken about
10.5 min to cover the remaining 1.6 km to the vertical array,
suggesting that a visual sighting of an animal from FLIP
should have been noted between 14:23 and 14:24 GMT on
Julian Day 204. Indeed, this was the case.

Beginning at 14:23 GMT, a videotape of two whales
approaching FLIP was recorded using a Cannon Hi 8-mm
ES5000 camcorder. During this period, the animals ap-
proached from the E/SE, performed a shallow dive~about 30
m away from FLIP!, then altered course slightly to swim
away to the NW. Scientists at Southwest Fisheries Science
Center identified both animals on the videotape as blue
whales.55 If these whales were indeed responsible for the
recorded calls, then it seems likely that only one of them
vocalized, due to the consistency in style and timing of the

FIG. 5. Comparison between the normalized sound pressure magnitude
from the middle type A call~dotted line!, and that predicted by the best-fit
inversion, as a function of depth for six different frequency components.

FIG. 6. Ambiguity surfaces from case 1 calls shown in Fig. 3, using the
white-noise constraint~WNC! processor. The constraint has been set to 3 dB
below the maximum white-noise gain. Frequencies have been selected from
the 32-, 48-, 65-, 90-, and 112-Hz bands. Generally correlation values of the
WNC are lower than Bartlett values.~a! 290-sec call, average of nine fre-
quencies between 17 and 112 Hz;~b! 505-sec call, average of seven fre-
quencies between 17 and 112 Hz;~c! 720-sec call, average of seven fre-
quencies between 17 and 112 Hz.
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type A calls. One animal was somewhat smaller than the
other, so perhaps the pair was a mother and her calf—but this
will remain a speculation.

2. Case 2—maximum ranges obtained from MFP

The 90-min sequence analyzed here, beginning at 19:52
GMT on Julian Day 203, demonstrates for the first time how
MFP can track calling whales to ranges in excess of 60 water
depths, a situation where no direct path between the source
and receiver exists. While case 1 analyzed three type A calls
over a 15-min period, case 2 contains data from 67 type B
and 39 type A calls from two different animals, one out to a
range of over 8 km. Azimuthal information provided by a
DIFAR sonobuoy was also available during part of the se-
quence, enabling high-resolution three-dimensional position
estimates.

At first, only a single whale called, making type A-B
doublet patterns. At approximately 20:36 GMT~44 min into
the sequence!, a second whale began calling. This animal
had a different vocalization pattern, making three to five B
calls for every pulsed A call. Both whales called at predict-
able intervals, and both also had their own characteristic FM
downsweeps, making it easy to separate individuals from the
spectrograms. For 30 min both animals called simulta-

neously, before the first whale fell silent at around 21:07
GMT ~75 min into the sequence!. Fortunately, a DIFAR
sonobuoy had begun recording data 5 min earlier, and so
precise azimuthal estimates were obtained for both animals.
The second animal continued calling for another 15 min be-
fore suddenly lapsing into silence shortly past 21:22 GMT.
Signal harmonics as high as 135 Hz were detected during
this whale’s final vocalizations.

Several strong type B calls produced by the second
whale around 21:20 GMT~88 min into the sequence! pro-
vided excellent inversion sources, due to their high SNR and
the presence of many harmonics. The resultant range and
depth tracks from both animals, assuming a range-
independent bathymetry, are plotted in Fig. 8~a! and ~b!.
Only the 32-, 50-, and 65-Hz frequency bands have been
averaged to generate these plots, because they were the only
components present in all calls. Incorporating the higher-
frequency components, whenever they were present, did not
significantly alter these results. Each data point represents a
covariance matrix constructed from 4096 pts~2.4 sec! of
data. Adjacent data points were spaced 1 sec apart, so a
single call yielded 10 to 15 range/depth estimates. Only
points whose frequency-averaged peak correlation was
greater than 0.7 have been plotted. Because of the higher
SNR of the type B tones, the correlations of the type B calls
are generally better than the type A estimates.

The first whale was detected at nearly 9-km range,
which steadily decreased at a rate of about 8.2 km/hr, again
consistent with known swimming speeds. The depth esti-
mates show high scatter until the range became less than 5
km, and then they settle to values between 20 and 30 m. This
animal swam within 1.4 km of FLIP at its closet point of
approach.

The second whale’s behavior provides an interesting
contrast, in that its range remained relatively constant over
45 min. Gaps in vocalization are visible, which probably
occurred when the animal surfaced. When first detected, the
whale’s apparent depth was shallow, at around 10 m. Over
the next 10 min the source depths increased to a final average
value of 20 m, where it remained for the rest of the sequence.

Figure 8~c! shows the best-fit projected array offsets
~H8! from 17 global inversions, computed at various times
from both animals. As discussed in Sec. II C, projected array
tilts can be converted to azimuthal estimates if assumptions
about the array geometry are made. Because the array was
tilting toward the west, the initial negative array offsets in-
dicate that both animals were first detected roughly east of
FLIP. The second whale’s projected tilt remains fixed be-
tween 224 to 226 m, suggesting that its bearing did not
change much over this time. By contrast, the azimuth of the
first whale changes considerably, as the projected offset
shifts from 225 to 125 m over 90 min. If the total array
offset is assumed to lie between 25 and 30 m, then both
whales were first detected at a bearing of around 95°, almost
due east of FLIP. The first~transiting! whale reached its
closest approach to FLIP at roughly 330° bearing, and
stopped calling at approximately 315° bearing. The second
whale, whose apparent bearing never changed, had a final
estimated bearing of 105640°. The DIFAR results from this

FIG. 7. Estimated changes in~a! range and~b! depth during ‘‘b’’ type A
vocalization. Seven frequencies between 30 and 120 Hz were used in the
MFP processing. Plot~c! shows the average correlation of the MFP peak
over time. Estimated Cramer–Rao bound resolution is63 m in absolute
depth,610 m in absolute range.
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time confirmed the second whale was calling from a bearing
of 105°, and that the final bearing of the transiting whale was
340°. Both measurements thus agree with the rough inverted-
array tilt predictions.

Because the azimuths of these calls were available, the
effects of incorporating a more accurate bathymetric profile
could be evaluated. For example, the true bathymetry along a
105° bearing from FLIP changes from 133 to 118 m over 5
km. When range-dependent replicas were recomputed using
a parabolic-equation model,56 the second whale’s range esti-
mate became 4.6 km, instead of the 5-km range obtained
from assuming a flat bottom. The estimated depth also be-
came about 2 m shallower, in agreement with theoretical
expectations.54 The effects of range-dependent bathymetry
were therefore concluded to be mild for animals approaching
from the east, or for animals less than 3 km away from FLIP.

3. Case 3—close approach with unusual vocal
behavior

Case 3, the hour-long sequence analyzed here, began
with a single type A-B doublet recorded on Julian Day 204,
1996, at 8:30 GMT. After a 10-min gap, two strong bouts of
unusual calls appeared, lasting about 14 min. These vocal-
ization bouts were striking in their variety. Each FM sweep
had a different modulation, from straightforward down-
sweeps to U-shaped contours. The animal switched between
type A-B doublets and type A calls followed by multiple Bs.

Between 29 and 30 min, the whale generated several
heavily modulated type B calls and two unusual FM~‘‘type
D10’’ ! sweeps, which are plotted in Fig. 9~a!. The whale
made a third type D call around 100 sec later, then continued
calling before lapsing into another 6-min period of silence
beginning around 34 min. At 40 min, the animal generated

FIG. 8. Computed ranges and depths
from case 2, for two animals over 90
min, starting from 19:52 GMT on J.D.
203. The 32-, 50-, and 65-Hz fre-
quency bands were used in the MPF
processing, assuming a range-
independent bathymetry. A DIFAR
sonobuoy begins recording data at
21:01 GMT. Each data point repre-
sents 2.5 sec of data, spaced 1 sec
apart within a call.~a! range versus
time; ~b! depth versus time;~c! in-
verted horizontal array offset versus
time. Whale bearing can be estimated
from array offset.
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two more bouts of vocalizations, separated by an apparent
breathing gap at 45.5 min. Some examples of calls generated
over a 1-min period during the last bout are shown in Fig.
9~b!. The whale finally fell silent at 55 min, or 9:17 GMT.

Figure 10 shows the final MFP results for this track,
assuming a flat bathymetry. As with Fig. 8, the results dis-
played here use frequency components picked from the 32-,
50-, and 60-Hz bands, each point represents an analysis of
2.4 sec of data, and adjacent points are spaced 1 sec apart.
By using only these three frequency components, all calls
could be included. Using higher-frequency components,
when available, did not change the localization estimates.

Figure 10~a! shows the isolated type A-B doublet was
generated at around 3 km range, at around 30-m depth. The
first strong vocalization bout started at 1.67-km range, which
steadily decreased at an average rate of 1.5 m/s to a mini-
mum range of 386 m, after which the whale ceased calling.
After the 6 min gap, the animal produced two more calling
bouts, both showing the animal’s range now increasing. The
animal’s radial velocity seemed to increase from 0.58 to 1.23
m/s between the two bouts. The last fix on the animal yielded
a range of 1.24 km, after which it fell silent.

The depth estimates in Fig. 10~b! show four complete
dive profiles. The scatter of adjacent data points (64 m! is
consistent with theoretical predictions at these frequencies
and ranges. Generally, the animal began calling at 20-m

depth, and over 2–3 min descended to a depth of 30 to 35 m.
After holding this depth for another 2–3 min, the animal
began ascending while continuing to vocalize. The final calls
were made between 15- to 20-m depth, with an estimated
depth resolution of65 m. The animal took about 2 min to
surface and breathe, before descending for the next calling
bout.

Figure 10~c! shows the inverted projected array offsets
of the vertical array. The projected array tilt remained con-
stant at210 m as the animal approached FLIP, except for a
small excursion at 20 min. At this time the array was leaning
WNW, so the animal must have arrived from an easterly
bearing, similar to those obtained in the previous sections.
The constant projected tilt indicated the animal was swim-
ming directly toward FLIP, just like the two whales in case
1. After the 6-min calling gap, the third calling bout pro-
duced a projected array tilt of 0, indicating that the animal
had veered off to the side of FLIP, increasing its range to 490
m. The increasing positive tilt values following this time
suggest that the animal had swum past FLIP, steadily chang-
ing its bearing with respect to FLIP, and thus swimming
along a different route than its earlier approach.

Separate estimates of the whale’s bearing were obtained
by converting the projected array tilt into a bearing estimate
~Sec. I C!, and by using range-dependent MFP runs to obtain
the best-fit bathymetry profile between FLIP and the whale,
which can be converted into a bearing estimate.57 The com-
bined analyses suggest the whale arrived from a bearing be-
tween 80 and 120°, while swimming directly toward FLIP to
within a range of 390 m. The animal then veered to the
north, and may have swum a partial circle around FLIP, be-
fore finally swimming toward 340–350°. Thus the initial and
final bearings of this whale are similar to those obtained
from the transiting whale in case 2. However, this whale
clearly made a course correction to avoid FLIP.

B. Evaluation of geoacoustic inversion results

This section summarizes the results from the 48 geo-
physical inversions extracted from the whale vocalizations
discussed in cases 1–3, and compares the estimated sediment
speeds with those expected from core samples collected from
the region. Most inversions used type B calls, due to their
high SNR ratio. Each inversion also optimized the water-
borne sound-speed profile, but the results were relatively in-
sensitive to the details of the profile shape. The low frequen-
cies used in the inversion were probably the reason for this
insensitivity; for frequencies greater than 150 Hz, the sound-
speed profile structure should have more influence on the
vertical field structure.

The most important geoacoustic inversion parameters
were the sediment sound-speeds at the water/sediment inter-
face, and at depths of 23, 46, and 70 m beneath this interface.
The inversion also solved for the best-fit sediment density
and attenuation, and for the speed, density, and attenuation
of the acoustic half-space that was assumed to lie beneath the
sediment. The half-space properties will be ignored here, be-
cause the acoustic field energy was not expected to penetrate
deeper than 70 m. The inversion results confirmed this ex-

FIG. 9. Spectrograms of 60-sec segments of unusual calls recorded during
case 3, expressed in units of pressure spectral density~dB re 1 mPa2/Hz @
1 m!. Both sets of calls were produced when the animal was near the bottom
of its dive profile:~a! Strongly modulated type B and D downsweeps, be-
ginning at 8:51 GMT;~b! other examples of highly modulated calls, begin-
ning at 9:04:30 GMT.
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pectation: the inverted half-space parameters were essentially
randomly distributed.

The inversions assumed sediment properties were not a
function of source location. In reality the bottom was hetero-
geneous, so the results presented here represented a range-
averaged estimate of the bottom properties between each
source and FLIP.

Figure 11 displays the inverted interface sediment
sound-speeds as both a function of range from FLIP and the
whale used as the inversion source. As discussed previously,
the precise azimuths of the calling whales were difficult to
determine, except when DIFAR sonobuoy data were avail-
able. However, each inversion indicated whether a particular
call arrived from the east or west, by combining the pro-
jected array tilt with knowledge of the array tilt direction.
Figure 11 incorporates this information by plotting easterly

data as negative ranges, and westerly data as positive ranges.
This sound-speed parameter was allowed to vary be-

tween 1450 m/s~representative of water-saturated mud! and
4000 m/s~typical basalt values! during the inversions. De-
spite this wide range, all inversion results lie between 1550
and 1800 m/s, with 75% lying between 1600 and 1700 m/s,
or 4% of the allowed search space. These values are associ-
ated with silty/sandy bottoms.58 Inversions obtained from the
same animal over a small range interval also yielded consis-
tent results; the scatter of these adjacent inversion points is
about625 m/s. The scatter is much larger between different
cases at similar ranges, because the animals are probably
calling from different bearings, and the acoustic energy is
sampling different sediment profiles. There was no obvious
correlation between the spread of the results and the number
of frequencies used in the inversion. One might have ex-

FIG. 10. MFP track of case 3. The
track was generated using the 34-, 50-,
and 67-Hz signal components, assum-
ing a range-independent bathymetry.
Each data point represents 2.5 sec of
data, spaced 1 sec apart. The ‘‘U’’ la-
bel represents highly modulated type
B calls. ~a! Blue whale range;~b! blue
whale depth;~c! projected horizontal
array offset estimated from global in-
versions.
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pected the precision to increase as higher-frequency compo-
nents are included; however, higher frequencies also pen-
etrate less deeply into the sediment, and thus involve a
different spatial average.

The recovered surface sediment speed is the only geoa-
coustic parameter for which independent information exists,
in the form of sediment cores collected in the region by
various institutions, particularly the United States Geological
Survey ~USGS! and the University of Southern California
~USC!59 over the past several decades. The penetration depth
of these cores is generally less than a meter.

The sediment core data report the grain size distribution
using a logarithmic measurew5 log2 ~grain size in mm!.
Considerable variation exists in the particle sizes within a
particular sample, so both the mean and standard deviation
of w are recorded. Sediment grain sizes can be converted to
bottom sound-speed estimates via an empirical fit,60 using a
measured water sound-speed of 1485 m/s. Three sediment
sample speeds are plotted in Fig. 11. The dashed line uses
the meanw, and the two solid lines usew values lying one
standard deviation on either side of the mean. The triangles
indicate the ranges of the individual cores from the FLIP

position. The plotted core data are restricted to those ob-
tained within 8 km of FLIP, in water depths between 100 and
200 m. The reason for restricting the water depth is that there
is a correlation between water depth and sediment sound-
speed. For example, as the water shallows while approaching
San Miguel shore, both the particle size and sediment sound-
speed increase. Even with this depth restriction, the sediment
sound-speed apparently changes west of FLIP. Part of this
change may reflect the fact that only one core is available
west of FLIP~for some reason a gap in sampling occurs to
the west in an otherwise well-covered area!.

East of FLIP, the whale inversion data lie within650
m/s of the average sediment core sound-speed. The inver-
sions underestimate the mean sound-speed between21 and
14 km range, but this comparison is based on only two
sediment cores. In general, the inversion results show a good
match with the limited ground truth information available,
particularly considering that the animals’ bearings are imper-
fectly known.

Table I summarizes the properties and locations of the
sediment cores used in this section. The ‘‘AHF#’’ column
refers to the indexing system used by USC to record their
samples.

C. Source level estimates

Using the range and depth information in Figs. 8 and 10,
multichannel deconvolution techniques15,16,61were applied to
estimate the source levels of the harmonic frequencies for the
three whales in cases 2 and 3. Because the whales’ acoustic
power output varied considerably during a single vocaliza-
tion, it is necessary to perform multiple estimates per call to
estimate the maximum source levels.

Figure 12 displays the source spectral density levels~dB
re 1 mPa2/Hz @ 1 m! for the five lowest-frequency harmon-
ics of the whales in case 2. To convert spectral densities into
tonal spectral level, 4 dB should be subtracted from these
values~to account for the 0.4-Hz frequency bin width!. The
uncertainty in these estimates are about65 dB.

Some interesting results are that the 50-Hz tone source
level is within 5 dB of the 17-Hz tone level, and that both
animals consistently maintain a maximum source spectral
density level of about 185 dBre 1 mPa2/Hz @ 1 m~thus total
power between 10–100 Hz is about 180 dBre 1 mPa @ 1

FIG. 11. Inversion results for sediment interface speed, as a function of
inversion range and whales used as the acoustic source. The dashed line
shows the sound-speeds derived from sediment core mean grain sizes. The
solid lines show the sound-speeds computed from grain sizes one standard
deviation from the mean. Triangles indicate the ranges of the core samples
from FLIP. Negative ranges represent locations east of FLIP, and positive
ranges are to the west. The ‘‘stationary’’ whale mentioned in the legend
refers to the animal in case 2 that held its bearing fixed at a steady range of
about 5 km.

TABLE I. Sediment core interface sound-speed estimates, based on a water sound-speed of 1485 m/s.

AHF# Latitude Longitude

Range
~km!
from
FLIP

Water
depth
~m! w Skewness

Expected sound-speed
~m/sec! over 61 standard

deviation:

Min. Mean Max.

24237 33.97 120.45 1.51 169 2.362.1 1.3 1613 1741 1907
24238 33.967 120.433 2.63 135 3.361.8 2 1579 1676 1741
24239 33.968 120.418 3.71 128 4.261.8 1540 1624 1735
23159 33.983 120.435 1.73 115 4.261.9 2 1537 1624 1742
23163 33.983 120.42 3.11 107 4.261.6 6.5 1548 1624 1721
23164 33.985 120.402 4.78 100 4.261.6 1548 1624 1727
23184 33.968 120.400 5.24 115 4.261.7 2.5 1544 1624 1728
25192 34.00 120.47 2.39 110 2.162.5 0.5 1608 1761 1968
FLIP 33.98 120.454 130
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m!. In addition, 43 min into the sequence both animals were
calling within 2 km of each other, yet neither animal ap-
peared to alter its movements or vocalization patterns in re-
sponse to the other’s presence.

The source levels estimated from case 3 are plotted in
Fig. 13. The 17-Hz tones are surprisingly weak, reaching a
typical spectral density level of only 160–170 dBre
mPa2/Hz @ 1 m,around 10 dB weaker than the levels plotted
in Fig. 12. However, the source levels of the harmonics are
similar for both cases.

D. Source signature recovery for case 3

Precise knowledge of a blue whale’s acoustic location
allows not only the source levels to be recovered, but also
the relative phase between frequency components of a call.
Thus the original time series produced by the whale can be
estimated, using multichannel deconvolution methods.15,16,61

During its final dive before passing FLIP, this whale
generated three strong ‘‘type D’’ FM downsweeps,10 plotted
in Fig. 9~a!. Single-element spectrograms of these signals
revealed interesting narrow-band regions of high intensity
levels between 60 and 120 Hz. To verify that these regions

were not products of waveguide propagation effects, as
might be reasonably expected,62 the source time signatures
were estimated for the three calls using a Gauss–Markov
estimate@Eq. ~4! in Ref. 15#. Calibrated spectrograms of
these reconstructed signal estimates are shown in Fig. 14,
where the gray scale is in units of source pressure spectral
density~dB re mPa2/Hz @ 1 m!. The theoretical depth reso-
lution of the MFP results presented here is expected to be
within 62 m, because frequencies greater than 110 Hz were
used in the inversions.

These narrow-band high-intensity regions~indicated by
white arrows! are not propagation effects, but seem to be
generated within the animal itself. Whenever a harmonic of
the FM fundamental passes through this region, the signal
level increases by around 5–10 dB.

III. DISCUSSION AND SPECULATIONS

A. General comments

The four whales tracked in this paper provide interesting
insights into their acoustic behavior. While blue whales are
capable of descending to 100-m depth to feed,38 all the

FIG. 12. Blue whale type B call source levels for case
2, estimated using locations given in Fig. 8. Levels are
given in terms of pressure spectral density~dB re 1
mPa2/Hz @ 1 m!. ~a! 16-Hz band;~b! 32-Hz band;~c!
51-Hz band;~d! 67-Hz band;~e! 79-Hz band.
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whales tracked here vocalized between 10- and 40-m depth,
whether stationary or transiting. The animal in case 3 yielded
four complete dive profiles that show the animal’s depth
changes only gradually while calling. Most animals swam
from east to west at rates of around 2–3 m/s, but one animal
remained within 500 m of its original position for 45 min.
The case 2 sequence tracked two vocalizing whales simulta-
neously, including a period when the animals passed within
2 km of each other. However, neither animal appeared to
alter its course in response to the other’s presence.

Having constructed an environmental propagation
model, it is a simple matter to compute both the optimal
frequency of propagation, and the depth at which an acoustic
source should be placed to minimize transmission losses.63

The optimum depth for transmitting frequencies between
10–150 Hz in a 130-m deep environment is about 80 m.
Over a 10-km propagation range, a 17-Hz source shallower
than 40 m would suffer a large transmission loss due to de-
structive interference between the source and surface reflec-
tion. Given the fact that most of the energy in blue whale
vocalizations lie under 20 Hz, it seems clear that the vocal-
ization depths of the animals were not acoustically optimized
for propagation under the shallow-water conditions present
around FLIP.

B. Do blue whales display an internal resonance?

The results of Sec. II D suggest the presence of a pos-
sible internal resonance within the animal. A mechanical
resonance might be present in the oscillating source~gener-
ally assumed to be or near the arytenoid cartilages, see ref-
erences in Ref. 64!, or an air-filled space may act as a reso-
nator that couples with the oscillator, similar in manner to
the way the vibration of the double reed within an oboe is
influenced by the resonant characteristics of the tube.65

The limited samples present here suggest an air-filled
resonator may be more likely, because the frequency of this
hypothetical resonance seems to increase with the animal’s
depth, which is what would be expected if an air-filled cavity
were being compressed. Unfortunately, the depth-frequency
relationship visible does not fit any simple resonator model.
For example, the resonant frequency of a bubble of fixed size
is proportional to the square root of the external pressure.66

The first and last call depths are 20 and 30 m, so the resulting
external water pressure increase is about 33%, and the ex-
pected frequency shift for a resonating bubble is 15%. The
regions indicated by the arrows show a much greater fre-
quency shift. In fact, the hypothetical resonance frequency
seems to be proportional to the external pressure squared,

FIG. 13. Estimated source pressure spectral densities in
different frequency bands of type A and B calls~dB re
1 mPa2/Hz @ 1 m! for case 3. Call locations were esti-
mated using 30-, 50-, and 65-Hz band information.
Circles represent type A calls, ‘‘3’’ represents type B,
and diamonds represent strongly modulated B and D
calls. ~a! 17-Hz band;~b! 33-Hz band;~c! 50-Hz band;
~d! 67-Hz band.
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instead of the square root. A Helmholtz resonator66 would
also show the same square root dependence on ambient pres-
sure, and a bubble resonator allowed to collapse in volume
with depth would still only show a linear dependence on
external pressure. It is clear that more samples of these FM
downsweeps would be required to answer these questions.

C. Do whales associate with tidal bores?

Another interesting feature associated with case 3 is that
the animal’s arrival corresponds with a sudden change in
oceanic conditions. Figure 15 demonstrates this association
by replotting the whale’s range versus time in~a!, the water
temperature at the array inclinometer vs time in~b!, and the
inclinometer depth in~c!. This last plot shows that the tem-
perature change is not caused by a sudden change in the
temperature sensor depth~note that the inclinometer depth
measurements are quantized in increments of about 0.5 m!.

To within the timing resolution of the inclinometer~90
s!, the point at which the whale reached its closest approach
to FLIP was associated with a 1.0 °C jump in water tempera-
ture, followed 10 min later by another 1.0 °C jump. The
eventual total temperature increase is 2.5 °C over 30 min.
During the previous 11 hours the temperature had remained
within 0.5 of 11 °C. This temperature jump was the largest

short-term temperature change recorded over the 42 hours of
the experiment, and was accompanied by a rapid rotation in
the array tilt direction from 300° bearing to about 200°. Un-
fortunately, heavy cloud cover in the area blocked any useful
SST satellite measurements recorded at this time.

An examination of the complete temperature/array tilt
record showed that three strong disturbances occur approxi-
mately every 12 hours, during which the water temperature
rises quickly, and the array tilts to the south. The closest
approach of the transiting whale in case 2 also took place in
the middle of the previous strong disturbance. These distur-
bances last less than 2 hours, and then the ocean returns to
baseline conditions. The 12-hour spacing of these events
suggests a tidal mechanism, during times when the tide level
is changing most rapidly. Such behavior might be associated
with tidal bores generated along the shelf of San Miguel.66

There is anecdotal evidence67 relating the sightings of
whales and other sea life with the presence of strong ocean
fronts. Recent work has shown that shorward-propagating
internal bores concentrate zooplankton,68 a propperty that
might be exploited by a whale. However, more observations
will be required to establish whether whales feed along tidal
bores.

IV. CONCLUSION

Matched-field processing~MFP! and global inversion
methods have been used to plot the three-dimensional trajec-

FIG. 14. Source pressure spectral density spectrograms~re dB re 1 mPa2/Hz
@ 1 m! of estimated source signatures for three ‘‘type D’’ FM downsweeps,
obtained using multichannel deconvolution and an optimized inverted envi-
ronment. White arrows indicate speculated resonances of sound-production
mechanism:~a! Starting at J.D. 204, 8:51:18 GMT, 738610 m range, 22
62 m depth.~b! Starting at J.D. 204, 8:51:45 GMT, 715610 m range, 25
62 m depth.~c! Starting at J.D. 204, 8:53:28 GMT, 574610 m range, 29
62 m depth.

FIG. 15. Comparison between case 3 whale location and local environmen-
tal conditions.~a! Range track of blue whale versus time;~b! water tempera-
ture (°C) measured at inclinometer versus time;~c! measured inclinometer
depth versus time.
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tories of four blue whales over periods of up to 90 min and
ranges to 8 km. The information needed for the computa-
tional models was extracted from the whale calls themselves,
using as few as eight hydrophones, spread over a 90-m
depth. The extracted values for surface sediment sound-
speed estimates lie within650 m/s of those derived from
sediment samples collected in the area. These results are be-
lieved to be the first successful three-dimensional localiza-
tions of a vocalizing baleen whale over long periods of time,
and the first successful three-dimensional localizations of
marine mammal vocalizations recorded at ranges greater
than several water depths from the hydrophone.

The MFP localization and source signature recoveries
have raised several interesting questions about the purpose
and production mechanism for these calls. The whale in case
3 produced heavily modulated signals that were not stereo-
typed, atypical behavior for blue whales in this region. In
addition, the source level of its fundamental frequency was
nearly 20 dB lower than the whales in case 2. These two
feature suggest the possibility that this animal might have
been a juvenile. This whale’s arrival also closely coincided
with the arrival of a prominent but short-lived ocean distur-
bance that changed the ocean temperature by over 2.0 °C
over 20 min. Finally, certain FM downsweeps made by this
animal display signs of an internal resonance that may be
depth-dependent.

Clearly much remains to be learned about the natural
acoustic lives of baleen whales, as well as their responses to
short- and long-term anthropogenic activities. We hope the
potential of some powerful new tools to address these ques-
tions has been demonstrated.
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Matched-field replica models based on an inaccurate knowledge of geoacoustic parameters such as
bottom attenuation, shear, and interfacial sound-speed discontinuities, can predict an incorrect
number of propagating modes for a shallow-water channel. The resulting degradation in the
matched-field ambiguity surface can be substantially reduced by obtaining optimal replica models
via modal-sum-limit optimization or bottom-property inversion. The use of these techniques for
multi-tone ~70, 95, 145, and 195 Hz! source-tow data recorded near San Diego during the first
Shallow-Water Evaluation Cell Experiment~SWellEX-1! significantly increased matched-field
correlation levels and improved source localization relative to results obtained with a previous
nonoptimized model. The predicted number of propagating modes was also reduced substantially.
The inversion for bottom properties~attenuation, interfacial sound-speed discontinuities, no shear!
provided sediment attenuation estimates which agree well with Hamilton’s models and were an
order-of-magnitude greater than that used in the nonoptimized model, which accounts for the
reduction in the number of modes. A simulated modal decomposition using the inverted optimal
replica model verifies the number of modes predicted by the modal-sum-limit optimization.
@S0001-4966~00!00103-X#

PACS numbers: 43.30.Pc, 43.30.Wi, 43.30.Bp@DLB#

INTRODUCTION

The ability of a matched-field processor1–4 ~MFP! to
successfully localize an underwater sound source is highly
dependent upon the accuracy of the replica model to which
data are matched. Hence, a large body of work has been
devoted to studying the sensitivity of MFP localization to
mismatch errors since the mid-1980’s. These have included
examinations of mismatch in sound-speed profile,1,5–13water
depth,9,13–15bottom properties,5–6,9,10,13,15,16array parameters
~array tilt or placement, or element locations!,8,11,15,16 and
errors introduced by sea surface roughness17–19 and internal
waves.18,20,21

A high sensitivity to mismatch, however, does not ren-
der the source localization problem hopeless, for this sensi-
tivity enables one to invert for mismatched parameters by
performing searches over these parameters until an optimal
response is obtained. In essence the search space for the
inverse problem is widened from simply source location to
the number of parameters believed to be controlling the
acoustic propagation. While the techniques vary from simple
recalculations for each combination of parameters to com-
plex nonlinear search techniques such as simulated annealing
or genetic algorithms, successful inversions have been per-
formed for parameters such as under-ice reflection ampli-
tudes and phases,22 ocean sound-speed structure,23–26bottom
properties,5,27–30array tilt,15 and array element locations.31

The purpose of this study is to obtain an optimal replica
model for a shallow-water testbed off the coast of San Diego,

California, thus providing a ‘‘ground truth’’ baseline for on-
going MFP studies32–36in this area. This is accomplished via
an analysis of nearly constant-water-depth multi-tone source-
tow data recorded on a vertical line array~VLA ! during the
first Shallow-Water Evaluation Cell Experiment~SWellEX-
1!, which took place in August 1993. Since an extensive
CTD survey performed during the experiment revealed a
stable sound-speed structure in both space and time, a con-
stant sound-speed profile was assumed. Therefore, the rep-
lica model optimization will only address the issues of
bottom-induced mismatch, neglecting the effects water mass
fluctuations~e.g., internal waves!.

Optimizations presented here focus on the reduction of
mismatch effects which result in an incorrect prediction of
the number of propagating modes. This may be caused by
inaccurate knowledge of geoacoustic parameters such as bot-
tom ~intrinsic! attenuation, interfacial sound-speed disconti-
nuities, or from conversion to shear waves, multiple reflec-
tions in layers, reflector roughness, and scattering by
inhomogeneities. Since these causes manifest themselves in
one major parameter, namely, the modal-sum-limit, an opti-
mal replica model can be determined by varying this param-
eter until the correlation is optimized. This approach uses the
total ‘‘effective’’ attenuation as its basis for optimization,
without regard for the determination of specific bottom pa-
rameters which may contribute to this total effect. A second
approach is to invert directly for specific bottom parameters
thought to be prime contributors to the modal-sum-limit er-
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ror, via repeated solutions of the forward problem for com-
binations of these parameters.

A description of the SWellEX-1 data set used in this
analysis is presented in Sec. I along with a discussion of the
acoustic environment and the original replica model used to
characterize it. The performance for this nonoptimized
model provides the baseline to which that for the optimized
models will be compared. Evidence that the original replica
model overestimates the number of propagating modes is
provided. Section II presents the Bartlett estimator, used for
all matched-field calculations. Section III discusses the two
approaches used to obtain optimal replica models, namely,
modal-sum-limit optimization~MSLO! and explicit bottom
property inversion. Section IV presents the optimization re-
sults at selected times for these two approaches along with an
optimization to determine the position of the array in the
water column. The MFP performance using the optimized
models over the entire period of the source-tow is compared
to the original baseline model in Sec. V. Conclusions and
recommendations are discussed in Sec. VI.

I. SWELLEX-1 DATA SET

A. SWellEX-1 experiment description

The first Shallow-Water Evaluation Cell Experiment
~SWellEX-1!37 ~as well as SWellEX-338 and SWellEX-9639!
was conducted in 50–200-m water southwest of Point Loma
~the entrance to San Diego Harbor!. A 48-element, 88.125-m
aperture vertical line array~VLA ! was mounted beneath the
research platform FLIP in 198 m of water~32°, 36 428 N,
117° 21.488 W!. This study only considers data recorded by
the VLA during a range-independent constant-wavelength-
comb ~CW-comb! source-tow on August 17, 1993. The
source-tow track~G-to-I track, 1615 to 1735 Zulu!, shown in
Fig. 1 with the location of FLIP and the bathymetric con-
tours, is directed northward from FLIP, following roughly
the 200-m isobath~except near the end of the northward
excursion!. The entire northward track represents approxi-
mately 80 min of data~from 1615 to 1735 Zulu!. The CW-
comb source transmitted tonals at 70, 95, 145, 195, 275, 370,
550, and 745 Hz, but only the first four were analyzed be-
cause of the poor data quality at the higher frequencies. The
average source depth and speed for the track were 83.3 m
and 1.58 m/s~3.07 knots!, respectively. Figure 2 shows the
source depth, bathymetry, and bottom layer profile along the
track and the position of the VLA in the water column. Al-
though there is lateral variability, particularly near the end of
the track, it appears to be mild enough to warrant a range-
independent assumption.

The VLA was deployed such that the 88.125-m aperture
occupied the lower portions of the 198-m water column. The
element spacing was 1.875 m and the bottom phone was
originally assumed to be 4.5 m above the seafloor. Optimi-
zation results presented in Sec. IV suggest that a bottom-
phone-depth of 8.5 m is more accurate. Since the VLA was
suspended below FLIP and the motion of the lower end of
the array was unconstrained, it was subject to deviations
from the vertical orientation resulting from the surface-wave-
induced motion of FLIP. Tilt angles oscillating in a translat-

ing pendulum fashion between61° with a period of roughly
50 s were observed, corresponding to the 53-s period of
FLIP’s rocking motion. The effect of this tilt on MFP per-
formance appears to be negligible at the frequencies consid-
ered.

The entire 80-min data set was processed using 8192-
point FFTs with 50% overlap, resulting in a total of 1775
FFT samples. With a sampling rate of 1500 samples/s, the
binwidth was 0.1831 Hz, the FFT length was 5.46 s, and the
time between consecutive samples was 2.73 s. For this analy-
sis, only the tonal bins were saved for processing. The center
frequencies of the bins containing the four tonals considered
were 69.95 Hz, 95.03 Hz, 145.02 Hz, and 195.01 Hz.

B. Original replica model

The environmental properties used in previous
analyses40 for the original replica model for this area are
summarized graphically in Fig. 3. Figure 3~a! shows both the
water column and the bottom, while Fig. 3~b! shows a
close-up for the water column. These are based on CTD
measurements at the array site and a geoacoustic model de-
veloped by Bachman.41,42 The bottom depth was assumed to
be 198 m and range independent. The bottom was modeled
as a 30-m silty-sand sediment layer overlying an 800-m
mudstone~Tertiary! basement above a Cretaceous sandstone
subbottom~modeled as a semi-infinite half-space!. The bot-
tom properties for each layer are summarized in tabular form
in Table I. A linear upward refracting compressional sound-
speed profile is assumed for the sediment and mudstone,
while the subbottom is assumed to be isovelocity. The den-
sity and compressional wave attenuation is assumed constant
in each layer with the exception of the compressional wave
attenuation in the sediment, which increases slightly with
depth. All media are assumed to be fluid~no shear!.

The performance using this original replica model pro-
vides the baseline to which that obtained for optimized mod-
els will be compared. In performing MFP for this baseline
case, replicas were calculated via the inclusion of modes
with phase velocities up to 2100 m/s~corresponding to 21
modes at 70 Hz, 28 modes at 95 Hz, 43 modes are 145 Hz,
and 58 modes at 195 Hz!. Modes with higher phase veloci-
ties have been found to contribute little to the field.

C. Data model comparison

The general quality of a replica model can be easily
tested by comparing its predicted power across the array as a
function of source range with the measured value. Figure 4
shows such a comparison for the 70-Hz tonal. Figure 4~a!
presents the uncalibrated data power across the array as a
function of time, while Fig. 4~b! presents the simulated
power calculated by theKRAKEN43 normal mode code for the
environmental model of Fig. 3. The ranges in the range axis
of the simulation correspond approximately to those tra-
versed by the nearly constant-speed source over the 80-min
period. The source depth in these simulations was assumed
to be 83 m, which is the average depth over the track. To
facilitate comparison the dynamic range for both the data and
simulation was set at 50 dB, with the data scale being trans-
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lated until comparison was optimized. Clearly, the simulated
field exhibits a much finer structure than that observed in the
data. The obvious conclusion is that more modes are surviv-
ing in the replica model than observed in the data. Similar
comparisons for the other tonals yield the same conclusion.

Optimizations to remedy this incorrect prediction of the
number of propagating modes are clearly required. Replica
model mismatch of several bottom properties can account for
this error. Of major significance are intrinsic attenuation,
which directly determines which modes are stripped out of

the field, and interfacial sound-speed discontinuities, which
determine the partitioning of reflected and transmitted energy
via the critical angle. Conversion of compressional energy to
shear waves can also be a factor. The effects of variations in
the first two of these properties are the focus of this study.

II. BARTLETT MFP

The measure of the match or correlation between the
observed pressurepn

o at each phone of anN-phone array and

FIG. 1. SWellEX-1 test site and source-tow track analyzed in this study. Isobath intervals are 20 m. Source-tow direction is northward from FLIP.~Courtesy
of Joe Rice, SSC San Diego, Code D857.!
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the predicted pressurepn(x) at the same phones for an as-
sumed target locationx may be given by the normalized
Bartlett estimator:4

B̂BART~x!5
(n51

N (m51
N pm* ~x!R̂mnpn~x!

(n51
N upn~x!u2

, ~1!

where R̂mn is the normalized time-averaged cross-spectral

matrix. In this study,Rmn5pm
o pn

o* is normalized by its trace
as follows:

R̂mn5
Rmn

( l 51
N upl

ou2
. ~2!

For the case of a VLA in an azimuthally symmetric
~range-independent! environment,x is a two-dimensional
vector with componentsr, source range, andd, source depth.
Therefore Eq.~1! applied to a VLA is a surface, commonly
referred to as an ambiguity surface, which plots correlation
as a function of candidate source ranges and depths. The
highest correlation should provide an estimate of the true
source location. However, because of the repetitive nature of
the modal-interference pattern in shallow water, high corre-
lations will also occur at source locations that produce an
acoustic field at the VLA resembling the field produced by
the actual source at the true location. These false peaks, or
sidelobes, can be quite large in shallow-water waveguides,
but will be lower than the true peak if the replica model is
known exactly. Inaccurate knowledge of some parameters in
the replica model can, depending on the degree of the inac-
curacy, degrade the main peak to the extent that it is no
longer the maximum. The result is an incorrect estimate of
the source location, reporting either a sidelobe as the main
peak, or a peak caused by noise in the data.

With the exception of the modal-sum-limit optimiza-
tions presented in Sec. IV, 500 candidate source ranges from
20 m to 10 km at 20-m increments and 100 candidate source

FIG. 2. Bathymetry and bottom layer profile along source-tow track.~Courtesy of Phil Schey, SSC San Diego, Code D857.!

FIG. 3. Original replica model used in previous analyses~Ref. 40!. ~a!
Water column and bottom.~b! Close-up of compressional sound-speed pro-
file in water column and position of VLA. In the computation of replica
pressures, this model is assumed to valid over the entire source-tow track
and only modes with phase velocities less than 2100 m/s are included in the
modal sum. In each layer,c is the compressional sound speed,r is the
density, anda is the intrinsic volume attenuation. The subscriptstop andbot
indicate values at the top and bottom of a layer, respectively. The absence of
a subscript implies the parameter is constant throughout the layer.

TABLE I. Bottom properties of the original replica model.

Depth
~m!

Compressional
wave
speed
~m/s!

Compressional
wave

attenuation
@dB/km Hz#

Density
~g/cm3!

Bottom
type

198.0 1554.37 0.015 1.76 sediment
228.0 1575.02 0.017 1.76
228.0 1861.0 0.020 2.06 mudstone

1028.0 3225.80 0.020 2.06
1028.0 5200.00 0.020 2.66 basement
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depths from 2 m to 200 m at 2-m increments were used in
the generation of the ambiguity surfaces. The modal-sum-
limit optimizations differed only in that 40 source depths
from 5 to 200 m at 5-m increments were used.

III. OPTIMIZATION APPROACHES

In the discussion of the optimization approaches, it is
useful to use the mode characterization of the acoustic field.
According to normal mode theory,43,44 the single-frequency
complex pressure at a depthz and ranger produced by a
source at depthzs in a constant-water-depth waveguide with
arbitrary sound speed profilec(z) is given by

p~r ,z!5Cr21/2(
m51

`

fm~zs!fm~z!km
21/2eikmr , ~3!

wherefm are the depth-dependent mode functions,km are
the horizontal propagation constants for each mode, andC
5 ie2 ip/4/r(zs)A8p characterizes the source strength,r be-
ing the depth-dependent density of the medium. The quantity
npm

5v/re(km) is known as the phase velocity of themth
mode. The modal grazing angle of modem is defined as
umg

5cos21(cw /npm
), wherecw is the sound speed of the wa-

ter at the seafloor. An incorrect prediction of the number of
propagating modes results primarily from an inaccurate esti-
mate of the imaginary part of the horizontal propagation con-
stantkmi

.

A. Effect of bottom properties on modal attenuation
k m i

Figures 5 and 6 demonstrate how variations in sediment
attenuation and water/sediment sound-speed discontinuity,
respectively, can affect the value ofkmi

. The solid line in
these figures represents the 70-HzKRAKEN solution for kmi

using the original replica model of Fig. 3. The value ofkmi

has been rescaled to provide the modal attenuation in deci-
bels at a range of 6.0 km (10 log@8.69•kmi

•6000#, wherekmi

is in units of nepers/m!.43 The vertical dashed lines indicate
the modesmc andmc8 for which the modal grazing angle at
the water-sediment interfaceumg

first exceeds~1! the critical
angle at the water-sediment interfaceuc and ~2! the grazing
angle at the water-sediment interfaceuc8 which gives rise to a
critical angle at the sediment-mudstone interface. Figure 5
shows the effect of increasing the sediment attenuation by a
factor of 10 ~from a50.015 dB/km Hz to a50.15
dB/km Hz at the water/sediment interface; dashed curve!.

FIG. 4. 70-Hz data-model power comparison across VLA.~a! Uncalibrated
data power across VLA versus time.~b! Simulated transmission loss
~KRAKEN normal-mode solution! across VLA using original replica model in
Fig. 3 versus source range traversed during source-tow. Vertical axes span
the aperture of the VLA.

FIG. 5. Effect of sediment attenuation variation on the 70-Hz, 6-km modal
attenuation, Imag(km)* 8.69* 6000, versus mode number. Solid line: original
replica model (a50.015 to 0.017 dB/km Hz!. Dashed line: original replica
model with sediment attenuation increased by a factor of 10 (a50.15 to
0.17 dB/km Hz!. Vertical dashed lines indicate the modesmc and mc8 for
which the modal grazing angle at the water-sediment interface first exceeds
~1! the critical angle at water-sediment interfaceuc , and ~2! the grazing
angle uc8 at water-sediment interface giving rise to a critical angle at the
sediment-mudstone interface.

FIG. 6. Effect of water/sediment sound-speed discontinuity variation on the
70-Hz, 6-km modal attenuation, Imag(km)* 8.69* 6000, versus mode num-
ber. Solid line: original replica model (R5water-to-sediment sound speed
ratio at seafloor50.96). Dashed line: original replica model with sound
speed in sediment increased by 5% (R50.91). Vertical dashed lines indi-
cate the modesmc andmc8 as in Fig. 5. Note thatmc is increased from 6 to
8 as the sound speed in the sediment is increased by 5%.
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Figure 6 shows the effect of decreasing the ratio of water
sound speed to sediment sound speed at the water-sediment
interface R by 5% ~from R51491.07/1554.3750.96 to R
51491.07/1632.0950.91; dashed curve!. In both figures, the
first major increase in modal attenuation is seen to coincide
with the transition to supercritical modes (umg

.uc) at mc

56, while the second increase occurs whenumg
.uc8 at mc8

513. The effect of increasing the intrinsic attenuation in Fig.
5 is an increase in modal attenuation, primarily for modes
betweenmc and mc8 . The basic shape of the distribution,
however, remains unchanged. The main effect of decreasing
R in Fig. 6 is seen to be a change in the shape of the modal
distribution; the curve is shifted in the direction of higher
modes and compressed against themc8 boundary. This is a
result of the increase ofuc caused by the increase in the
sound speed in the sediment. The resulting increase inmc to
higher modes causes modes which were highly attenuated in
the original model to be propagated. These effects onkmi

obviously effect the number of propagating modes; errors in
intrinsic attenuation inaccurately describe the attenuation of
each mode, while errors inR inaccurately describe the parti-
tioning of reflected and transmitted energy, and hence how
the modes are filtered.

It should be noted here that changes in sediment attenu-
ation and interfacial sound-speed discontinuities were ob-
served to have very little effect on the real part of the hori-
zontal propagation constantkmr

or the mode functionsfm .
This suggests that the major impact of variations in these
parameters will be a change in the number of propagation
modes, and not the shape of the mode functions themselves.

The number of propagating modes may also depend on
the conversion of compressional wave energy in the water
column to shear wave energy, if the seafloor is elastic. At
frequencies above 10 Hz, however, shear waves normally
experience greater absorption than compressional waves as
they propagate through the bottom layers. In addition, the
shear speed in the seabed is often much less than the com-
pressional sound speed in the water, so that energy is propa-
gated downward at steep angles and seldom returns to the
water column.45 This extraction of energy from the problem
is manifested as an increased attenuation in the bottom. An
application of Tindle and Zhang’s46 equivalent-fluid approxi-
mation at the water-sediment interface of the original replica
model, with shear added to the sediment (cs5112.6 m/s,
as517.0 db/km Hz), verifies this by predicting an effective
increase in the sediment compressional attenuation of 0.005
dB/km Hz. Shear wave effects on the number of propagating
modes may therefore simply be incorporated into the attenu-
ation parameter.

B. Modal-sum-limit optimization

The mode-filtering character of thekmi
distribution im-

plies that the modal sum of Eq.~3! need not be extended to
infinity in practice. Instead, the sum may be taken up to a
practical modal-sum-limitM, beyond which the influence of
the higher modes is negligible. Therefore, assuming that the
mode functionsfm accurately describe the measured field, a
replica model based on Eq.~3! with a modal-sum-limit ofM

should yield a correlation close to unity at the correct source
location. If, however, the replica model predicts significantly
different values forkmi

, it will predict LÞM propagating
modes. Since the correlation in Eq.~1! is now attempting to
match a sum ofM significant terms~in pn

o) to a sum ofL
ÞM significant terms~in pn), the result at the true source
location will be a value less than unity. This, in turn, de-
creases the chances of this value remaining the maximum
throughout the surface, destroying localization.

Modal-sum-limit optimization disregards the specific
geoacoustic parameters responsible for the mismatch in the
number of propagating modes, and simply attempts to deter-
mine the optimal number of propagating modes directly.
This is accomplished via repeated evaluations of the Bartlett
estimator in Eq.~1! with the predicted pressurespn(x) cal-
culated by Eq.~3! for varying values of the modal-sum-limit
M. The mode functionsfm are computed usingKRAKENC, a
version ofKRAKEN43 which finds eigenvalues in the complex
plane. A maximum value of the Bartlett estimator at the true
source location then occurs for the optimal modal-sum-limit.
The technique has been used previously by Livingston and
Diachok22 to determine the number of waterborne propagat-
ing modes in a deep-water Arctic environment. This ap-
proach represents at attempt to optimize over the total ‘‘ef-
fective’’ modal attenuation, without regard to the causes
contributing to that total. Implied in this approach is the as-
sumption that the shape of the mode functions is little ef-
fected by the mismatched parameters causing the errors in
the predicted number of propagating modes; a reasonable
assumption based on the simulations that produced Figs. 5
and 6.

Since the VLA does not span the full water column, a
determination of the exact number of propagating modes re-
quires that the true number of propagating modes in the data
is less than or equal to the number of modes that can be
resolved by the VLA. However, even if this condition does
not hold, the technique can be used to estimate the modal-
sum-limit, since the VLA can discriminate between groups
of modes. Hence, the modal-sum-limit is estimated by select-
ing the mode number with the highest correlation among a
set of modes with similar correlation levels. A modal decom-
position can also be used to determine the upper limit of the
propagating modes; however, the reduced modal resolution
for the limited-aperture VLA makes accurate determination
of the limit difficult.

C. Bottom-property inversion

If geoacoustic parameter determination, as well as rep-
lica model optimization, is an objective, then geoacoustic-
parameter inversion must be performed. This process focuses
on the determination of the specific physical causes of the
mismatch errors. This technique is implemented by repeated
evaluations of the Bartlett estimator in Eq.~1! with the pre-
dicted pressurespn(x) calculated by Eq.~3! for varying val-
ues of the bottom parameters which significantly impact the
solution. The mode functionsfm are computed usingKRAK-

ENC. A maximum value for the Bartlett estimator at the true
source location then occurs for the optimal set of bottom
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parameters, thus providing the optimal inverted replica
model. While the modal-sum-limit approach is specialized to
situations in which the main mismatch effect is an incorrect
prediction of the number of modes, the bottom-property in-
version approach has general applicability to any type of
mismatch effect.

This approach can be much more time consuming and
computationally intensive than the modal-sum-limit optimi-
zation approach, since the number of search parameters can
be large. However, if the primary mismatch effect is an in-
correct prediction of the number of modes, as is postulated to
be the case for the SWellEX-1 data, then the search space
can be reduced to those parameters known to produce such
an effect. It will be assumed that the major properties im-
pacting the modal-sum-limitM are intrinsic bottom attenua-
tion in the bottom layers and interfacial sound-speed discon-
tinuities between the layers. As already noted, the effects of
shear wave conversion are believed to be small, and will be
incorporated into the attenuation parameters.

In setting up the search space, it is noted from Fig. 3 that
the large thickness of the mudstone layer~800 m! effectively
prevents energy from interacting with the basement, at least
at any significant range from the source. Therefore, basement
properties and the mudstone-basement interface need not be
considered in the inversion. This means then that the mini-
mum search space is composed of four parameters:~1! the
intrinsic attenuation in the sediment;~2! the intrinsic attenu-
ation in the mudstone;~3! the sound-speed discontinuity at
the water-sediment interface; and~4! the sound-speed dis-
continuity at the sediment-mudstone interface. This does not
necessarily imply, however, that all four parameters need to
be searched simultaneously. Figures 5 and 6 suggest that
effects caused by changes in bottom layer attenuation may be
independent of effects caused by changes in interfacial
sound-speed discontinuities. If this is assumed to be true,
then a two-parameter search for the intrinsic attenuation in
the sediment and mudstone layers can first be performed,
followed by a second two-parameter search for the interfacial
sound-speed discontinuity at the water-sediment and
sediment-mudstone interfaces. The second search uses the
optimal values for the attenuations determined in the first
search. Variations of the sound-speed parameters were ac-
complished via a translation of the sound-speed profile in the
sediment and mudstone layers; hence the search parameters
were actually the sound speed at the top of each layer. Fi-
nally, the assumption of independent effects can be tested by
repeating the attenuation search using the optimal values ob-
tained by the sound-speed discontinuity search; if the final
estimates of the attenuations differ little from those obtained
by the first search, then the assumption is validated.

D. Array position optimization „APO…

Since array element localization~AEL! measurements
were not performed during the time period for the data ana-
lyzed, the exact vertical placement of the VLA in the water
column was not knowna priori. An optimization was there-
fore performed for this parameter in order to maximize the
MFP correlations. This was accomplished via the repeated
evaluation of the Bartlett estimator in Eq.~1! with the pre-

dicted pressurespn(x) calculated by Eq.~3! for varying
phone depths resulting from vertical translations of the VLA.
Since the phone separations remain constant, the translation
of the VLA was characterized by the variation of a single
parameter; namely, the bottom-phone height above the seaf-
loor. A maximum value of the Bartlett estimator at the true
source location then occurs for the optimal bottom-phone
height. The optimization was only performed for the 195-Hz
tonal, since performance is most sensitive to these errors at
the higher frequencies. The modal-sum-limit optimization
was performed with and without array position optimization,
so that the magnitude of errors in array position could be
identified. All bottom-property inversions used the optimal
array position.

IV. OPTIMIZATION RESULTS

A. Modal-sum-limit optimization

The modal-sum-limit optimization was performed at a
time 54.6 min~FFT number 1201! from the start of the track,
when the source was at a range of 5.76 km and a depth of 85
m. FFT averaging was not performed so that only 5.46 s~the
FFT length! was involved. Matched-field ambiguity surfaces
were calculated via the Bartlett estimator in Eq.~1! with the
modal-sum-limitM in the predicted pressurespn(x) @Eq. ~3!#
taking on values from 1 to 40.

Figure 7 plots the maximum correlation in the full am-
biguity surface~solid line! and the maximum correlation in a
small window containing the true source location~extending
from 5.4 to 6.2 km in range and 60 to 100 m in depth; dashed
line! as a function of the number of modesM included in the
sum of Eq.~3!. Figure 7~a! is for the 70-Hz tonal, 7~b! for the
95-Hz tonal, 7~c! for the 145-Hz tonal, and 7~d! for the
195-Hz tonal. The observed trend with increasingM is an
initial increase in the maximum level up to a peak at some
number of modesM0 , followed by a decrease which levels
off to a nearly constant level for further increases ofM. M0

is the optimal number of modes. The lower correlations for
M,M0 indicate that too few modes have been included in
the replica sum, while the those forM.M0 indicate that too
many modes have been included. The constant value at the
higher modes indicates that these modes are insignificant in
both the data and the replica model.

For the 70-Hz and 95-Hz tonals, the peak atM0 in the
window coincides with that over the entire surface; however,
the maximum correlations drop to lower levels at higherM
for the windowed case. The divergence of the two curves for
the 145-Hz and 195-Hz tonals will be shown in the next
section to be the result of an inaccurate assumption regarding
the vertical placement of the array in the water column,
which affects performance primarily at the higher frequen-
cies. But even with these discrepancies, the curves for the
windowed case exhibit a peak near the same mode numbers
for which a peak is observed in the full surface. Considering
only the full-surface curves, the optimal number of modes
M0 is presented in Table II.

Also shown in Table II is the critical mode numberMc ,
which indicates the first mode whose modal grazing angle
umg

at the water-sediment interface exceeds the critical angle
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uc ~for the original replica model,uc516.4°) at that inter-
face. Clearly, the fact thatM0 is close toMc suggests that
only subcritical modes survive out to a range of 5.76 km, as
expected. In addition, the decrease in correlation forM
.M0 strongly suggests that either~1! the intrinsic attenua-
tion in the sediment of the replica model is too low, allowing
the survival of supercritical modes; or~2! the sound-speed
discontinuity at the water-sediment interface of the replica

model is too large, producing a larger critical angle than in
the data. If there were no mismatch in either the sediment
attenuation or the water-sediment sound-speed discontinuity,
the curves in Fig. 7 would not decrease beyondM5M0 , but
would remain at a constant level.

The decrease in correlation beyondM5M0 appears to
be associated with the descent of the deepest antinode of a
mode into the sediment layer. This is demonstrated in Fig. 8,
which plots the mode functions for modes 6 through 9 for the
70-Hz tonal. This suggests that a probable cause for the deg-
radation is an underestimate of the intrinsic attenuation in the
sediment. While an overestimate of the sound-speed discon-
tinuity at the water-sediment interface could also cause a
degradation, this would require a change in the mode func-
tions such that the critical mode number increases. For ex-
ample, an increase of the sediment sound speed by 5%~from
1554.37 to 1632.09 m/s, or a change inuc from 16.4° to 20°!
delays the entrance of the deepest antinode into the sediment
to mode 8, and increases the critical mode numberMc from
6 to 9. Hence, an overestimate of the sound speed disconti-
nuity by 5% will predict the survival of the two or three
more modes than actually present in the data. However, this
large change in sound-speed discontinuity is much larger
than the expected error of this parameter in the replica
model. In addition, note from Fig. 7~a! that at least five
modes beyondM0 are affected by the error, which would
imply a discontinuity error in excess of 5%. For this reason,
an error in the intrinsic attenuation in the sediment is there-
fore thought to be the primary source of the degradation on
correlation beyondM0 . The leveling off of the maximum

FIG. 7. Modal-sum-limit optimization via MFP ambiguity surface optimi-
zation without array position optimization. Maximum correlation in entire
ambiguity surface~solid line! and in windowed ambiguity surface contain-
ing true source location~dashed line! versus modal-sum-limit for~a! 70-Hz
tonal, ~b! 95-Hz tonal,~c! 145-Hz tonal,~d! 195-Hz tonal. Optimization
performed 54.6 min from start of track. Source range55.76 km. Source
depth585 m. Windowed surface is from 5.4 to 6.2 km in range and from 60
to 100 m in depth.

TABLE II. Optimal number of modesM 0 from ambiguity surface optimi-
zation.

Frequency
~Hz!

Optimal
mode number

M0

Critical
mode number

Mc

70 7 6
95 8 8

145 13 11
195 15 15

FIG. 8. 70-Hz mode functions for mode 6 through 9 for original replica
model. Depth extent is from 0 to 300 m. Dashed horizontal lines indicate
water-sediment interface (depth5198.0 m) and sediment-mudstone inter-
face (depth5228.0 m).
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correlation to a nearly constant level for modes beyond mode
12 in Fig. 7~a! is associated with an increased interaction of
the deepest antinode of a mode with the mudstone layer,
resulting in a high attenuation of these modes at this range.

The enhancement of range-depth ambiguity surfaces us-
ing the optimal replica model is illustrated in Fig. 9 for the
70-Hz and 195-Hz tonals. Figure 9~a! is the 70-Hz surface
obtained for the original replica model in which 21 modes
~phase velocities less than 2100 m/s! were included in the
modal sum, while Fig. 9~b! is the surface resulting from the
restriction thatM5M0 . Figure 9~c! and ~d! is the corre-
sponding surfaces for the 195-Hz tonal. Clearly, for both
frequencies, the target peak near the true target location of
5.76 km and 85 m is greatly enhanced when using the opti-
mal replica model. In addition, since the main peak cannot
be enhanced without enhancing its ambiguities~since a
source at an ambiguous location produces a field at the array
similar to that produced by the true source!, correlations over
the entire ambiguity surface are also increased. It is also
observed that the surface is smoother, and peaks are wider,
because of the rejection of the higher modes. The range-
depth resolution is higher for the 195-Hz tonal, because of
the greater number of propagating modes. However, correla-
tions levels are lower because of the increased effect of un-
known mismatch at higher frequencies.

B. Array position optimization

The modal-sum-limit optimization results presented in
the previous section were obtained with the assumption of a
vertically straight VLA and a bottom-phone height above the
seafloor of 4.5 m, which is based on estimates reconstructed
from deployment logs and array design. The discrepancies
between the full-surface and windowed curves at the higher
frequencies in Fig. 7 suggest that this estimate for the
bottom-phone height is in error. In essence, the finer field
structure caused by the presence of more higher-order modes
increases the sensitivity to mismatch in this parameter at the
higher frequencies. The degradation in correlation in Fig.
7~c! and~d! is such that the actual target peak, which should
reside in the 800-m~range! by 40-m ~depth! window, is no
longer the maximum for the full ambiguity surface; the
maximum has moved to a point outside the window.

A better estimate of the bottom-phone height was there-
fore sought via an optimization for this parameter. Implied in
this approach is the assumption that the VLA remained per-
fectly straight and vertical~ignoring the known tilt of the
VLA ! so that the phone separations remained constant at
1.875 m. Since a determination of the vertical placement of
the VLA should be enhanced at close range, where the direct
path fully ensonifies the VLA, the optimization was per-
formed at a time 15.0 min~FFT number 330! from the start
of the track, where the source was at a range of 2.0 km and

FIG. 9. Optimal modal-sum-limit enhancement of 70-Hz and 195-Hz MFP ambiguity surfaces.~a! 70-Hz original replica model with modal-sum-limit of 21
modes~modal phase velocities less than 2100 m/s!. ~b! 70-Hz optimal replica model with modal-sum-limit of 7 modes@as determined in MFP ambiguity
surface optimization in Fig. 7~a!#. ~c! 195-Hz original replica model with modal-sum-limit of 58 modes~modal phase velocities less than 2100 m/s!. ~d!
195-Hz optimal replica model with modal-sum-limit of 15 modes@as determined in MFP ambiguity surface optimization in Fig. 7~d!#. Time554.6 min from
start of track. Source range55.76 km. Source depth585 m.
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a depth of 84 m. The search was only performed for the
195-Hz tonal and no FFT averaging was performed.
Matched-field ambiguity surfaces were calculated via the
Bartlett estimator in Eq.~1! with the bottom-phone height
taking on values from 0.5 m to 14.5 m at 1.0-m increments.
The modal-sum-limit in the predicted pressurespn(x) @Eq.
~3!# was set at 15, the value of the optimal mode numberM0

at 195 Hz. Figure 10 plots the maximum correlation in a
small window of the ambiguity surface containing the true
source location~extending from 1.5 to 2.5 km in range and
from 80 to 90 m in depth! as function of bottom-phone
height above the seafloor. The correlation is seen to be opti-
mized for a bottom-phone height of 8.5 m.

As a check on the accuracy of this new estimate for the
bottom-phone height, the modal-sum-limit optimizations of
the previous section were recomputed with this new value.
Figure 11 presents results similar to Fig. 7 but with the
bottom-phone height increased to 8.5 m. It is first noted that
the 70-Hz and 95-Hz curves in Fig. 11~a! and~b! differ little
from those in Fig. 7~a! and~b!, which is expected since exact
vertical placement of the VLA is less important at the lower
frequencies. For the 145-Hz and 195-Hz tonals, however, the
discrepancies between the full-surface curves and the win-
dowed curves observed in Fig. 7~c! and~d! are eliminated in
Fig. 11~c! and ~d!; This is strong evidence that the bottom-
phone height of 8.5 m is a good estimate. While the values of
M0 in Fig. 11~c! and~d! differ somewhat from those in Fig.
7~c! and ~d! and Table II, the broad plateaulike peaks in the
curves imply that the modes in a band of modes will produce
similar optimal performance. For this reason the values of
M0 in Table II will be retained as the final modal-sum-limit
estimates.

C. Bottom-property inversion

All bottom-property inversions were performed for the
70-Hz tonal. Assuming that sound speed is constant with
frequency and that intrinsic attenuation is scales linearly with
frequency~as implied by the units of dB/km Hz!, estimates
obtained at one frequency can be assumed to be valid at

other frequencies. The validity of the assumption of the lin-
ear dependence of attenuation with frequency is currently
under debate.47 Nevertheless, results to be presented in Sec.
V suggest that the use of parameter obtained at 70 Hz work
well at the other frequencies.

Inversions were performed at the three times or stations
indicated in Fig. 12, which also displays the sound-speed

FIG. 10. Array position optimization for 195-Hz tonal. Maximum correla-
tion in a windowed ambiguity surface containing the true source location
versus bottom-phone height above the seafloor. Optimization performed
15.0 min from start of track. Source range52.0 km. Source depth584 m.
Windowed surface is from 1.5 to 2.5 km in range and 80 to 90 m in depth.

FIG. 11. Modal-sum-limit optimization via MFP ambiguity surface optimi-
zation with array position optimization. Optimal bottom-phone
height58.5 m as obtained in array position optimization of Fig. 10. Maxi-
mum correlation in entire ambiguity surface~solid line! and in windowed
ambiguity surface containing true source location~dashed line! versus
modal-sum-limit for~a! 70-Hz tonal,~b! 95-Hz tonal,~c! 145-Hz tonal,~d!
195-Hz tonal. Optimization performed 54.6 min from start of track. Source
range55.76 km. Source depth585 m. Windowed surface is from 5.4 to 6.2
km in range and from 60 to 100 m in depth.
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profile, a ray-trace of nonbottom-reflected energy, and the
placement of the VLA array in the water column. The range
of the source from the VLA was 2.00 km at Station 1, 3.90
km at Station 2, and 5.76 km at Station 3. The source depth
was 84 m at Stations 1 and 2 and 85 m at Station 3. The
quality of the inverted bottom-property estimates, however,
varied between each station because of the nature of the
acoustic field at each site. Station 1 was generally unsuitable
for attenuation inversions because the array is immersed in
direct-path and subcritical bottom-interacting energy, which
overpowers the attenuation-sensitive supercritical energy. On
the other hand, inversions for interfacial sound-speed discon-
tinuities could be performed at Station 1 since changes in
this parameter affect how the energy is partitioned between
the subcritical and supercritical energy. Because of its loca-
tion outside of the influence of direct-path energy, Station 2
was considered a good site for inversion of both parameters;
however, a strong interferer present during this period sig-
nificantly degraded the matched-field correlation, rendering
inversions difficult. Consequently, the results at Station 2
will not be reported here. Station 3 proved to be useful for
the inversion of sediment parameters because of high signal-
to-noise conditions present at this time. However, because
mudstone-interacting energy is highly attenuated, inversion
for mudstone properties is difficult at this range.

For all bottom-property inversions, the maximum corre-
lation in a small window of the ambiguity surface containing
the true source location was selected to be the optimization
metric. The windows used in determining the maximum ex-
tended in range from 1.5 to 2.5 km for Station 1 and from 5.3
to 6.3 km for Station 3; the depth extent of the windows was
from 60 to 100 m for all stations. In all cases, the optimal
bottom-phone height of 8.5 m, obtained previously, was
used.

1. First-iteration sediment and mudstone attenuation
inversion

To gain an initial understanding of the sensitivity of
matched-field performance to variations in bottom attenua-
tion, a coarse-grid search was first performed at Station 3.
Matched-field ambiguity surfaces were calculated using the
Bartlett estimator in Eq.~1! for all combinations of candidate
sediment and mudstone attenuations. Attenuations consid-

ered consisted of values in the original replica model (a
50.015 dB/km Hz at top of sediment layer,a50.02
dB/km Hz in mudstone layer! and repeated doublings of
those values. No FFT averaging was performed for this
analysis. Figure 13 plots the maximum correlation in the
small window of the ambiguity surface containing the true
source location as function of the sediment and mudstone
attenuation. Note that the attenuation axes are on a log2

scale. The black dot in part~a! marks the data point of the
original replica model, while the gray dot marks the point of
maximum correlation. At low values of the mudstone attenu-
ation, the correlation is seen to be optimized along the sedi-
ment attenuation direction at 0.24 dB/km Hz, a value greater
that ten times that in the original replica model. In the mud-
stone attenuation direction, however, the correlation does not
peak, but continues to rise with increasing mudstone attenu-
ation. The large mudstone attenuations~.0.2 dB/km Hz! to-
ward which the optimization appears to be approaching are
known to be nonphysical for this environment, thus illustrat-
ing the caution which must be exercised in interpreting in-
version results. Incorrect estimates of parameters may effec-
tively maximize correlation if the effects of variations in
those parameters are of the same nature as other parameters,

FIG. 12. Bottom-property inversion
stations along source-tow track. Place-
ment of VLA relative to sound speed
profile and nonbottom-reflected en-
ergy at each station is indicated ap-
proximately. Station 1: time515.0
min, source range52.0 km, source
depth584 m. Station 2: time535 min,
source range53.9 km, source
depth584 m. Station 3: time554.6
min, source range55.76 km, source
depth585 m. All times are from start
of track.

FIG. 13. Station 3 coarse-grid sediment and mudstone attenuation inversion
results. Attenuation axes are log2 scales. Time554.6 min from start of track.
Source range55.76 km. Source depth585 m. Black dot marks the result for
the original replica model while gray-shaded dot marks the point of maxi-
mum correlation. Correlation values range from 0.65~sediment attenuation
50.015 dB/km Hz, mudstone attenuation50.04 dB/km Hz! to 0.95 ~sedi-
ment attenuation50.12 dB/km Hz, mudstone attenuation52.56 dB/km Hz!
over the entire surface.

1311 1311J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Baxley et al.: Matched-field replica model optimization



or if other important parameters have been neglected from
the model. Based on this coarse-grid study, it was concluded
that sediment attenuations below about 0.4 dB/km Hz and
mudstone attenuations below about 0.2 dB/km Hz~based on
known physical limits! need only be considered in the at-
tenuation inversions. The latter value is a rough estimate
based on available geoacoustic data for this environment.

Having established the limits of the attenuation search, a
finer-grid search was then performed for the three stations in
Fig. 12. For these optimizations, sediment attenuations were
allowed to vary from 0.02 to 0.40 dB/km Hz at 0.02-dB/
km Hz increments, while mudstone attenuations were al-
lowed to vary from 0.02 to 0.20 dB/km Hz at 0.02-dB/km Hz
increments. The maximum correlation in the small window
of the ambiguity surface containing the true source location
is plotted as function of the sediment and mudstone attenu-
ation for Station 3 in Fig. 14. A maximum correlation of 0.91
occurs for a sediment attenuation of 0.20 dB/km Hz and a
mudstone attenuation of 0.20 dB/km Hz~indicated by the
gray dot!. Clearly, the correlations are highly sensitive to
changes in sediment attenuation, but nearly constant with
changes in mudstone attenuation. This suggests that the VLA
is primarily sensing strong sediment-interacting energy, with
the mudstone-interacting energy being nearly eliminated at
this range. Since correlations only vary between 0.90 and
0.91 with changes in mudstone variation for a sediment at-
tenuation fixed at 0.2 dB/km Hz, a determination of an opti-
mal value for the mudstone attenuation is not possible. Ig-
noring the slight changes with mudstone-attenuation
variation, the optimal sediment attenuation occurs at around
0.2 or 0.22 dB/km Hz. Since the correlations vary little be-
tween these two values, the lower value was selected as the
inversion estimate at this station.

The value of 0.2 dB/km Hz for the sediment attenuation
agrees well with predictions based on Hamilton’s48,49 semi-
empirical models. These predictions are obtained from
curves fit to intrinsic attenuation~in units of dB/km Hz! at
the top of the sediment layer,a(0), versus mean grain size
data measured off the coast of San Diego. The mean grain
size is inf units, defined asf5210 log2 ~grain diameter in

mm!. Bachman41,42,50 has provided estimates of the mean
grain size along the range-independent source-tow track,
with values varying from about 5.00 up to nearly 5.25. By
taking a linear fit to Hamilton’s compilation of data over a
regime containing these grain sizes, the appropriate equation
for Hamilton’s sediment attenuation prediction isa(0)
51.206 8520.197 851 7f. The range-averaged value off
between the array and the station range was 5.14, which
yields a value fora(0) of 0.19 dB/km Hz when substituted
in the above equation fit to Hamilton’s data.

It should be noted that an inversion performed at Station
2 yielded a sediment attenuation estimate of 0.18 dB/km Hz,
in close agreement with that obtained for Station 3, with a
mudstone attenuation estimate of 0.06 dB/km Hz. However,
the correlations were much lower overall~maximum level
was 0.64!, because of the presence of the interferer, and the
correlation difference between a mudstone attenuation of
0.06 and 0.02 dB/km Hz was insignificant. For this reason,
the mudstone attenuation of the original replica model,
namely, 0.02 dB/km Hz, was retained for the sound-speed
inversions to follow.

2. Sediment and mudstone sound-speed inversion

Inversions for the sediment and mudstone sound speeds
were next performed with sediment and mudstone attenua-
tions fixed at the best estimates obtained in the previous
section. The sediment sound-speed search was restricted to
values producing critical anglesuc at the water-sediment in-
terface roughly between 10° and 25°. This decision was
based on an observation in the data that the vertical beam
response drops sharply as vertical arrival angle is increased
past approximately 25°, which approximates the critical
angle. The sound speed at the top of the sediment layer was
hence allowed to vary from 1514.37 m/s (uc510.06°) up to
1654.37 m/s (uc525.67°) at 10-m/s increments. The limits
for the mudstone sound-speed search are less obvious, since
a distinct change associated with the critical angle at the
sediment-mudstone interface is not observable because of the
low levels of mudstone-interacting energy. The sound speed
at the top of the mudstone layer was therefore arbitrarily
allowed to vary from 1781.0 m/s up to 1941.0 m/s at 10-m/s
increments, with the higher values being more representative
of those based on the geoacoustic models of Bachman.41,42

The 10-m/s grid spacing for both searches proved to be ad-
equate to produce smooth surfaces.

The maximum correlation in a small window of the am-
biguity surface containing the true source location is plotted
as function of the sediment and mudstone sound speed at the
top of their respective layers for the Station 1 in Fig. 15.
Matched-field correlations are observed to be significantly
sensitive to variations in bottom layer sound speeds, for rea-
sons already noted. The structure of the surface, however, is
not as smooth as may be desired for accurate parameter es-
timation. Several ambiguous peaks possess nearly the same
correlation ~;0.92! in a region between mudstone sound
speeds of 1671 and 1721 m/s. The multiple peaks in this
region implies that the critical angle on one interface may be
compensating for an inaccurate critical angle at the other
interface.

FIG. 14. First-iteration Station 3 sediment and mudstone attenuation inver-
sion results. Time554.6 min from start of track. Source range55.76 km.
Source depth585 m. Gray-shaded dot marks the point of maximum corre-
lation. Correlation values range from 0.66~sediment attenuation50.02 dB/
km Hz, mudstone attenuation50.06 dB/km Hz! to 0.91 ~sediment
attenuation50.20 dB/km Hz, mudstone attenuation50.20 dB/km Hz! over
the entire surface.
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The sound-speed inversion results for Station 3 in Fig.
16 reveal a distinct ridge of maxima along the 1574.37-m/s
sediment-sound-speed line at the higher mudstone sound
speeds. As mudstone sound speed in decreased, however, the
ridge breaks up and maxima tend toward higher sediment
sound speeds, in a fashion similar to that observed at Station
1. The highest peaks, which occur in both the high and low
mudstone regions, possess a correlation of approximately
0.96, significantly higher than the value of 0.92 obtained
after the previous attenuation inversion.

The complicated structure of the surfaces in Figs. 15 and
16 precludes exact determination of the bottom sound
speeds. The similar correlation levels of the peaks suggest
that performance will not vary much for estimates based on
those peaks; this will be verified in Sec. V. However, Figs.
15 and 16 suggest a natural division of the problem into a
low ~,1771 m/s! and high~.1771 m/s! mudstone-sound-
speed regime. At short range~Station 1!, the low mudstone
sound speeds appear optimal, and any of the peaks in this
regime will enhance performance. At long range~Station 3!,
the high mudstone sound speeds appear optimal, since the
relative sensitivity with mudstone sound speed in this regime
is consistent with the previous observation that mudstone
energy has been greatly attenuated at this range. For the

high-mudstone-sound-speed regime, the optimal sediment
sound speed is 1574.37 m/s, the value along the high-
correlation ridge. Since a cluster of maxima occur near this
value for the low-mudstone-sound-speed regime, 1574.37
m/s was selected as the inverted sediment sound speed for
both regimes. This value is also agrees best with the predic-
tion of 1550.0 m/s by Richardson and Briggs.51 This predic-
tion is based on an expression for the ratio of sediment sound
speedcb1

to bottom water sound speedcw given bycb1
/cw

51.18020.034f10.0013f2, wheref is the grain size inf
units. Since performance is insensitive to variation in mud-
stone sound speed in the high-mudstone-sound-speed re-
gime, the mudstone sound speed was set at 1861 m/s, a value
based on borehole measurements in 90-m water west of San
Diego.52 For the low-mudstone-sound-speed regime, how-
ever, the mudstone sound speed was set at 1691 m/s, which
is the value for the largest peak among the cluster of maxima
near the lower sediment sound speeds. This mudstone esti-
mate is observed to be 170 m/s lower than that predicted by
the borehole measurement. However, it should be noted that
the borehole measurement was made in much shallower wa-
ter, and the actual sound speed at the sediment-mudstone
interface was extrapolated using trends measured at a greater
depth~measurements were not recorded in the upper 250 m
of the mudstone layer!.

Since the correlation levels are similar for either choice
of mudstone sound speed, the value of 1691 m/s will be used
in the remaining inversion to follow. The difference between
using 1691 m/s and 1861 m/s will be investigated further in
the performance evaluations of Sec. V.

3. Second-iteration sediment and mudstone
attenuation inversion

To complete the inversion cycle, sediment and mudstone
attenuation inversions were repeated with the sediment and
mudstone sound speed fixed at 1574.37 m/s and 1691 m/s,
respectively, as determined in the previous section. The re-
sults for Station 3 are presented in Fig. 17. The correlation

FIG. 15. Station 1 sediment and mudstone sound-speed inversion results.
Time515.0 min from start of track. Source range52.00 km. Source
depth584 m. Black dot marks the results for the original replica model.
Correlation values range from 0.58~sediment sound speed51514.37 m/s,
mudstone sound speed51921.0 m/s! to 0.92 ~sediment sound speed
51624.37 m/s, mudstone sound speed51671.0 m/s! over the entire surface.

FIG. 16. Station 3 sediment and mudstone sound-speed inversion results.
Time554.6 min from start of track. Source range55.76 km. Source
depth585 m. Black dot marks the results for the original replica model.
Correlation values range from 0.78~sediment sound speed51514.37 m/s,
mudstone sound speed51671.0 m/s! to 0.96 ~sediment sound speed
51584.37 m/s, mudstone sound speed51641.0 m/s! over the entire surface.

FIG. 17. Second-iteration Station 3 sediment and mudstone attenuation in-
version results. Time554.6 min from start of track. Source range55.76 km.
Source depth585 m. Gray-shaded dot marks the point of maximum corre-
lation. Correlation values range from 0.84~sediment attenuation50.02 dB/
km Hz, mudstone attenuation50.06 dB/km Hz! to 0.96 ~sediment
attenuation50.22 dB/km Hz, mudstone attenuation50.02 dB/km Hz! over
the entire surface.
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levels are higher overall than those observed for the first-
iteration attenuation inversions in Fig. 14, since optimal
sound speeds are now used in the bottom layers. The sensi-
tivity to changes in sediment attenuation, and the near insen-
sitivity to changes in mudstone attenuation, observed in the
initial inversion results at Station 3 are seen to be preserved
in Fig. 17. The general shape of the correlation surface has
remained the same, although the drop in correlation at the
low sediment attenuations has become less drastic. A maxi-
mum peak of 0.96 occurs for a sediment attenuation of 0.22
dB/km Hz and a mudstone attenuation of 0.02 dB/km Hz;
however, the performance is nearly the same for all mud-
stone attenuations. Closer examination of Fig. 17 reveals that
the maximum in the sediment attenuation direction shifts to
0.20-dB/km Hz sediment attenuation at the higher mudstone
attenuations, an effect also observed in Fig. 14. The sediment
attenuation estimate at this range is therefore concluded to be
0.20–0.22 dB/km Hz, while the mudstone attenuation is in-
determinate, which is in agreement with the initial inversion
results.

Since the performance at all stations was little affected
by changes in mudstone attenuation, the original value of
0.02 dB/km Hz was selected for the mudstone attenuation.
Since sediment attenuation tended toward 0.22 at the low
mudstone attenuations, this value was selected as the optimal
value for this parameter in the optimal replica model. In
summary, the final estimates for the sediment and mudstone
attenuation are 0.22 dB/km Hz and 0.02 dB/km Hz, respec-
tively.

As already noted, the sediment attenuation estimate
above is in good agreement with predicted values of
Hamilton.48,49 However, several of the more recent
studies53–56 record attenuations an order of magnitude lower
than the inverted estimate. Anderson and Blackman,54 for
instance, report values of 0.015 dB/km Hz in terrigenous tur-
bidite sediments and 0.030 dB/km Hz in calcareous sedi-
ments. Measurements like these provided the basis for the
use of 0.02 dB/km Hz in the original replica model~Table I
and Fig. 4!. The inversion analysis presented here, however,
concludes that the low end of Hamilton’s data~see Fig. 3 of
Ref. 48! more accurately represents this environment.

The fact that the first and second attenuation inversions
are in general agreement suggests that the inverted sound
speed and attenuation values are reasonable. A combined
simultaneous four-parameter~sound speed and attenuation in
each layer! search is required to determine if they indeed
correspond to the global optimum. Nevertheless, results in

Sec. V indicate that the inverted values significantly enhance
localization performance.

4. Sediment attenuation and sound-speed inversion

It is clear from the preceding discussions of inversion
results that the bottom parameters having the greatest impact
on matched-field performance are those in the sediment
layer. This is because energy reaching the mudstone is
higher-angle~or higher-mode! supercritical energy which has
already been greatly attenuated by its passage through the
sediment. It is therefore instructive to examine an inversion
result for a search over attenuation and sound speed in the
sediment layer alone. Figure 18 presents such a result of a
two-parameter search for sediment attenuation and sound
speed at Station 3, which provided the best overall estimates
in the preceding inversion. For this case the mudstone at-
tenuation and sound speed were set equal to those obtained
in the previous sections~namely, a 0.02-dB/km Hz attenua-
tion and a 1691.0-m/s upper sound speed!. A distinctive peak
of 0.96 occurs at a sediment attenuation of 0.22 dB/km Hz
and a upper sediment sound speed of 1574.37 m/s, in agree-
ment with the values obtained in previous sections.

5. Optimal replica model using inversion estimates

The optimal parameters obtained via the preceding in-
versions were used to define the optimal inverted replica
modal in Table III. Layer densities and profile gradients are

FIG. 18. Station 3 sediment attenuation and sound-speed inversion results.
Time554.6 min from start of track. Source range55.76 km. Source
depth585 m. Gray-shaded dot marks the point of maximum correlation.
Correlation values range from 0.69~sediment attenuation50.02 block/dB/
km Hz, sediment sound speed51544.37 m/s! to 0.96~sediment attenuation
50.22 dB/km Hz, sediment sound speed51574.37 m/s! over the entire sur-
face.

TABLE III. Bottom properties for the inverted optimal replica model.

Depth
~m!

Compressional
wave
speed
~m/s!

Shear
wave
speed
~m/s!

Density
~g/cm3!

Compressional
wave

attenuation
@dB/km Hz#

Shear
wave

attenuation
@dB/km Hz#

Bottom
type

198.0 1574.37 0.0 1.76 0.22 0.0 sediment
228.0 1595.02 0.0 1.76 0.24 0.0
228.0 1691.0 0.0 2.06 0.020 0.0 mudstone

1028.0 3055.80 0.0 2.06 0.020 0.0
1028.0 5200.00 0.0 2.66 0.020 0.0 basement
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the same as those used in the original replica model of Table
I. The mudstone attenuation is also the same as that in the
original replica model, since inversion for this parameter was
unsuccessful, and 0.02 dB/km Hz is the value predicted by
Mitchell and Focke.53

D. Synthesized modal decomposition using inversion
estimates

If the primary bottom parameters impacting the number
of propagating modes have been included in the inversion
process, the inverted optimal replica model should predict a
number of propagating modes in agreement with those pre-
dicted by the modal-sum-limit optimization approach. This
can be checked via an examination of the modal content of
the inverted-parameter replica model via a synthesized
modal decomposition for a fictitious VLA which spans the
full water column and extends into the bottom~to ensure
orthogonality!. For a VLA, the energyEm(r ) in modem ~or
modal coefficients! at ranger may be obtained using

Em~r !5(
i 51

N
p~r ,zi !fm~zi !

r~z!
Dz,

wherep(r ,zi) is the pressure at thei th phone at depthzi ,fm

is the modem mode function,Dz is the phone spacing,r(z)
is the density, andN is the number of phones. Synthesized
modal power (10 log10Em

2 ) using the inverted-parameter op-
timal replica model of Table III for the four tonals is pre-
sented in Fig. 19 as a function of source range. The fictitious
array used for the simulation contained 1025 elements, ex-
tending from a depth of 1 m down to 1025 m~1-m spacing!,

which is 3 m above the subbottom. The source depth was
fixed at 84 m, the average depth of the source during the
source-tow, in all cases. The power scales in Fig. 19 are from
20 dB below the maximum level up to the maximum level,
which is normalized to be 0 dB at each range. While higher-
order modes are observed to be present at short range, a
distinctive feature of the modal distributions for all four
tonals is the presence of bands of low-order modes that pre-
dominate over all ranges. These bands identify the propagat-
ing modes. The high-end cutoff of these bands represent a
modal-sum-limit which can be compared to the results of the
modal-sum-limit optimization technique. From Fig. 19,
modal-sum-limits of 7 for the 70-Hz tonal, 7 for the 95-Hz
tonal, 12 for the 145-Hz tonal, and 17 for the 195-Hz tonal,
are observed. These are in good agreement with the predic-
tions obtained by modal-sum-limit optimization in Table II.
A similar analysis performed for the original replica model
of Table I results in modal-sum-limits of approximately 13
for the 70-Hz tonal, 19 for the 95-Hz tonal, 27 for the
145-Hz tonal, and 35 for the 195-Hz tonal.

V. PERFORMANCE COMPARISONS

In this section, the performance of each optimization
technique is evaluated and compared to the performance of
the original replica model as a function of time for the entire
source-tow track. The quality of the performance is mea-
sured by the maximum correlation of the ambiguity surface,
and the accuracy of the source location~range and depth!
estimate corresponding to that maximum correlation, at each
time. The accuracy of the source location estimate is judged

FIG. 19. Synthetic modal decompositions using inverted optimal replica model in Table III. Modal distributions versus range for~a! 70-Hz tonal,~b! 95-Hz
tonal, ~c! 145-Hz tonal,~d! 195-Hz tonal. Obtained for a fictitious VLA spanning the water column and bottom layers. Distributions are normalized at each
time so that the maximum power50.0 dB.
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via a comparison to the known source-tow location. For all
analyses, 21 FFT samples were averaged~for a total averag-
ing time of 54.6 s! with 50% overlap, resulting in 176 aver-
aged samples separated by 27.3 s. Matched-field ambiguity
surface samples were generated for each sample using the
Bartlett estimator in Eq.~1!.

While performance analyses were performed for each of

the four tonals, only the results for the 70-Hz and 195-Hz
tonals will be presented as representative of high- and low-
frequency regimes. Results for the 95-Hz and 145-Hz tonals
essentially demonstrate a smooth transition of performance
between these regimes. Figures 20 and 21 plot the maximum
correlation in the ambiguity surface samples, and the range
and depth at which this maximum occurs, as a function of

FIG. 20. Comparison of 70-Hz MFP ambiguity surface maxima, range at maxima, and depth at maxima versus time during source-tow track using various
replica models. Replica models used in Bartlett processor are~a! original replica model, and optimal replica models obtained by~b! modal-sum-limit
optimization, ~c! modal-sum-limit optimization with array position optimization,~d! bottom-property inversion,~e! replica model in part~d! with upper
mudstone sound speed increased to 1861 m/s, and~f! replica model in part~d! with mudstone attenuation increased to 1.28 dB/km Hz.
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time. Figure 20 is for the 70-Hz tonal while Fig. 21 is for the
195-Hz tonal. In both of these figures, part~a! corresponds to
the original replica model, part~b! to the optimal replica
model obtained by the modal-sum-limit optimization without
APO, part ~c! to the optimal replica model obtained by
modal-sum-limit optimization with APO, and part~d! to the
optimal replica model obtained by bottom-property inversion

with APO in Table III. Part~e! corresponds to the inverted
optimal replica model of part~d! with the mudstone profile
shifted so that the upper mudstone sound speed is 1861 m/s,
instead of 1691 m/s. This part has been added to investigate
the difference in performance between the high and low
mudstone sound-speed regimes discussed in Sec. IV. Part~f!
corresponds to the inverted optimal replica model of part~d!

FIG. 21. Comparison of 195-Hz MFP ambiguity surface maxima, range at maxima, and depth at maxima versus time during source-tow track using various
replica models. Replica models used in Bartlett processor are~a! original replica model, and optimal replica models obtained by~b! modal-sum-limit
optimization, ~c! modal-sum-limit optimization with array position optimization,~d! bottom-property inversion,~e! replica model in part~d! with upper
mudstone sound speed increased to 1861 m/s, and~f! replica model in part~d! with mudstone attenuation increased to 1.28 dB/km Hz.
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with the mudstone attenuation increased from 0.02 dB/
km Hz to 1.28 dB/km Hz. This part has been added to ob-
serve the effective performance optimization which may be
obtained by a higher, but nonphysical, value for this param-
eter. In all figures, the solid line in the range versus time and
depth versus time plots represents values for the known true
source track, and the maximum correlation versus time in
part ~a! is redrawn in parts~b!–~f! as a dashed line to indi-
cate correlation enhancement.

It is first observed in Figs. 20~a! and 21~a! that the maxi-
mum peak seldom occurs at the known source location using
the original replica model. While peaks do occur at the
proper location~see Fig. 9!, mismatch has caused them to
drop below sidelobe levels. For all tonals, the use of the
optimal replica model obtained by modal-sum-limit optimi-
zation without APO increases the maximum correlation@part
~b!# at all times, thereby increasing the frequency at which
the maximum peak occurs at the known source location. The
localization improvement for the higher frequencies~195
Hz!, however, is largely restricted to shorter ranges~or
times!. Inclusion of APO in Fig. 21~c! greatly improved lo-
calization in both range and depth at the higher frequencies
over the majority of the source-tow. Improved localization
was also observed for the lower frequencies~70 Hz!, al-
though to a lesser extent because of the lower impact of array
geometry mismatch at the lower frequencies. The maximum
peaks are seen to closely follow the true source track in Figs.
20~c! and 21~c!. In particular, note how the maximum peaks
follow the depth excursions at the beginning of the track,
caused by changes in the speed of the tow-ship as it began its
course. It is also remarkable that the small increases in maxi-
mum level observed in going from part~b! to part ~c! are
enough to cause the peaks at the true source locations to
become the maxima over the entire surface.

A comparison of part~d! with part ~c! in Figs. 20–21
reveals that the localization performance for the bottom-
property-inverted optimal replica model with APO is of
comparable quality to that for the modal-sum-limit optimiza-
tion with APO, although the latter is generally superior. In
particular, the depth of the maximum peak disagrees with the
true depth more often when using the inverted optimal rep-
lica model. The superior performance of the modal-sum-
limit optimization is expected since this technique is based
on an optimization of the total attenuating effect of the geoa-
coustic properties. The inability to include all possible
mechanisms in the inversion technique renders the accurate
determination of geoacoustic parameters which yield that to-
tal effect difficult, resulting in slightly poorer performance.

The performance obtained using a mudstone sound
speed of 1861 m/s is observed to differ little from that ob-
tained with the lower value of 1691 m/s at 195 Hz@compare
Fig. 21~e! with Fig. 21~d!#. This was also observed to be the
case for the 95- and 145-Hz tonals. From this it is concluded
that the precise value of the mudstone sound speed is of little
consequence at the higher frequencies. For the 70-Hz tonal,
however, localization performance is significantly affected
by the value of this parameter. While the low-mudstone-
sound-speed model@Fig. 20~d!# has generally good localiza-
tion performance over the full track, performance is slightly

better at the shorter ranges~at times less than 40 min from
the start of the track!. The performance for the high-
mudstone-sound-speed model@Fig. 20~e!#, on the other hand,
appears better at the long ranges. This is in agreement with
the observation of a high and low mudstone-sound-speed
regime in Sec. IV. The reason for this difference may be the
deviation from the range-independent assumption as the
source moves away from the VLA. Figure 3 indicates that
sediment thickness varies along the source-tow track. In ad-
dition, the composition of the bottom layers may vary later-
ally. Figure 20~d! and ~e! suggests that the environment at
ranges less than 5 km is best modeled by the low-mudstone-
sound-speed model, while that at ranges greater than 5 km is
best modeled by the high-mudstone-velocity model. It is pos-
sible that the mudstone ridge near a range of 5 km from the
VLA, as seen in Fig. 3, may be stripping out modes present
at closer ranges, or that bottom properties on either side of
this ridge differ substantially. The small differences in cor-
relation between Fig. 20~d! and~e! renders determination of
the exact cause for the difference in performance extremely
difficult.

It will be recalled from the coarse-grid attenuation in-
version of Fig. 13 that large matched-field correlations could
be realized if the mudstone attenuation was increased to val-
ues greater than those thought to be realistic for this region
~.1 dB/km Hz!. Such values therefore do not represent valid
inversion estimates for the mudstone attenuation, but rather
are values of this parameter which ‘‘effectively’’ optimize
performance. To study this effect, parts~f! of Figs. 20 and 21
present the performance results using the inverted optimal
replica model with the mudstone attenuation increased from
0.02 dB/km Hz to 1.280 dB/km Hz. A comparison of Fig.
21~f! with Fig. 21~c! and Fig. 21~d! reveals that for the
higher frequencies~195 Hz!, the localization performance for
the model with a 1.28 dB/km Hz mudstone sound speed re-
sembles that of the modal-sum-limit optimization with APO
@Fig. 21~c!# more closely than that for the inverted optimal
replica model with APO@Fig. 21~d!#. In essence, any energy
penetrating the mudstone is highly attenuated, effectively
producing the same result as a truncation of all modes which
extend below the sediment-mudstone interface. At the lower
frequencies~70 Hz!, the source-localization performance in
Fig. 20~f! appears to exceed that in Fig. 20~c!, particularly at
the shorter ranges.

Previous studies3,4,32–34,36 have demonstrated that
matched-field localization can be significantly improved by
taking the incoherent average of the ambiguity surfaces ob-
tained for individual frequencies. Figure 22 presents perfor-
mance results for ambiguity surfaces incoherently averaged
over the four tonals. Figure 22~a! corresponds to the original
replica model, Fig. 22~b! to the optimal replica model ob-
tained by modal-sum-limit optimization with APO, and Fig.
22~c! to the optimal replica model obtained by bottom-
property inversion with APO in Table III. It is observed that
the source is tracked extremely well in both range and depth,
even with the significant mismatch inherent in the original
replica model@Fig. 22~a!#. This is a result of the fact that
sidelobes in the matched-field signal function occur at differ-
ent locations for different frequencies, which results in sig-
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nificant sidelobe reduction when the ambiguity surfaces are
summed. Consequently the competition between the side-
lobes and the main peak for the maximum value is removed.
Most of the deviations from the true source track are elimi-
nated, and the maximum correlation in the surface enhanced,
when either the modal-sum-limit-optimized replica model
with APO @Fig. 22~b!# or the inverted optimal replica model
with APO @Fig. 22~c!# is used. The main deviation from the
known source track occurs at times beyond 70 min, in which
the maximum averaged peak occurs at slightly shallower
depths and slightly shorter ranges than those for the known
source-tow track. This deviation is caused by the break down
of the range-independence assumption for the bathymetry;
Figs. 1 and 3 indicate that the depth of the seafloor increases
substantially near the end of the source-tow track. The mag-
nitude of these errors is consistent with that predicted by
D’Spain et al.32–34using adiabatic normal mode theory. The
performance for the other replica models considered in Figs.
20–21 is essentially identical. While it is remarkable that
exceptional source localization performance can be realized
using frequency averaging without any replica model optimi-
zation, it should be noted that the enhanced correlations pro-
vided by such optimizations provide significant advantages
for the detection problem. In addition, the agreement be-
tween the source location estimates and the true track sug-
gests that the neglect of water mass fluctuations is reason-
able.

While not presented here, localization data like that pre-
sented in Fig. 22~c! were obtained for the case in which a
single bottom parameter~such as water depth or sediment
thickness, density, sound speed, or attenuation! was varied
from the value in the inverted replica model in Table III. In

all cases, the best performance~highest correlation and best
tracking! occurred at all ranges when the parameter coin-
cided with the value of the inverted replica model. This is
strong evidence that the inverted parameters~sediment sound
speed and attenuation! are near-optimal, and that the nonin-
verted parameters~water depth, sediment thickness, and den-
sity! were originally good estimates and could validly be
treated as known.

Since the difference in the maximum correlation level
for the various optimization schemes is difficult to observe
visually in Figs. 20–22, Fig. 23 compares the range-averaged
~over the entire source-tow track! maximum correlation level
for each scheme with that for the original replica model in
bar-chart form. These results are also tabulated in Table IV.
It is clear from these summaries that the all optimal replica
models @including the modified forms for~e! and ~f!#, on
average, substantially increase the maximum correlation
above that for the original replica model for all tonals and
their average. The improvement is seen to increase with in-
creasing frequency; correlation enhancements between 6.5%
and 8.2% at 70 Hz increase to between 23.1% and 27.8% at
195 Hz. This behavior is reasonable since impact of mis-
match is greatest at the higher frequencies. For the modal-
sum-limit techniques@~b! and ~c!#, the inclusion of APO~c!
has the greatest influence at the higher frequencies, as ex-
pected, but its contribution to the overall correlation increase
is still relatively small compared to that caused by the
modal-sum-limit optimization alone~b!.

It is interesting to note that the range-averaged maxi-
mum correlation for the four-tone average is in all cases less
than the average of the maximum correlations shown for the
individual tones. In fact, the four-tone average values for the

FIG. 22. Comparison of four-tone frequency-averaged MFP ambiguity surface maxima, range at maxima, and depth at maxima versus time during source-tow
track using various replica models. Replica models used in Bartlett processor are~a! original replica model, and optimal replica models obtained by~b!
modal-sum-limit optimization with array position~c! bottom-property inversion.
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original replica model~a!, and the modal-sum-limit opti-
mized model without APO~b!, are below those for the
highest-frequency tonal. The only possible explanation for
this behavior is that, at a given time, the location of the main
peak varies with frequency, causing a degradation in the av-
erage. That this is indeed the case is demonstrated in Fig. 24,
which plots the range and depth error~relative to the known
true location! of the main peak versus time and frequency for
the original replica model@part ~a!#, the modal-sum-limit-
optimized model @part ~b!#, and the modal-sum-limit-
optimized and array-position-optimized model@part ~c!#. In
these plots, the closed circles are for the 70-Hz tonal, the
open circles for the 95-Hz tonal, the plus signs for the
145-Hz tonal, and the open triangles for the 195-Hz tonal. It
is observed that the location of the main peak for the original

replica model exhibits substantial scatter. However, because
each peak possesses a thickness in both the range and depth
directions, the peaks overlap. The average of these peaks will
therefore be significantly lower than the average obtained if
the peaks were coincident, but not totally destroyed because
of the overlap. The scatter of the main peak location is seen
to be reduced for the modal-sum-limit-optimized model,
causing the four-tone average in Fig. 23 to increase to a
value closer to the theoretical average which would be ob-
tained for coincident peaks. The addition of the APO causes
the main peaks for each tonal to move closer together, fur-
ther enhancing the four-tone average. This accounts for the
larger increase in going from~b! to ~c! for the four-tone
average, than for the individual tonals, in Fig. 23. In theory,
the value of the four-tone average should approach the value
obtained if the peaks were coincident as mismatch and noise
are eliminated. Even while localization performance using
the original replica with frequency averaging was seen to be
nearly as good as that for the optimal models~Fig. 22!, Fig.
24 clearly demonstrates that the use of optimal replica mod-
els greatly increases correlation and hence detection perfor-
mance.

The range-averaged maximum correlation for the opti-
mal replica model obtained via bottom-property inversion
with APO ~d! is generally, with the exception of the 95-Hz
tonal, less than that obtained via modal-sum-limit optimiza-
tion with APO~c!. As indicated previously, this is because of
the inability to account for all parameters in the inversion
process. The modal-sum-limit optimization, on the other
hand, implicitly includes effects of these parameters by ef-
fectively optimizing over the total effective attenuation. The
effect of increasing the upper mudstone sound speed to 1861
m/s ~e! is seen to have little overall effect on the maximum
correlation, the greatest effect~a degradation! is observed for
the 70-Hz tonal, consistent with the previous discussions on
this matter. And finally, it is interesting to note that the in-
verted optimal model with the mudstone attenuation in-
creased to 1.28 dB/km Hz~f! produces a maximum correla-

FIG. 23. Summary of range-averaged MFP maximum correlation using
various replica models. Replica models used in Bartlett processor are~a!
original replica model, and optimal replica models obtained by~b! modal-
sum-limit optimization,~c! modal-sum-limit optimization and array position
optimization, ~d! bottom-property inversion,~e! replica model in part~d!
with upper mudstone sound speed increased to 1861 m/s, and~f! replica
model in part~d! with mudstone attenuation increased to 1.28 dB/km Hz.
Categories~a! through~f! correspond to parts~a! through~f! of Figs. 20–21.

TABLE IV. Range-averaged maximum correlation for various replica models. Replica models:~a! original; ~b!
obtained by modal-sum-limit optimization without APO;~c! obtained by modal-sum-limit optimization with
APO; ~d! obtained by bottom-property inversion with APO;~e! same as~d! but with upper mudstone sound
speed increased to 1861 m/s;~e! same as~d! but with mudstone attenuation increased to 1.28 dB/km Hz. The
above labels correspond to the parts in Figs. 20–21. Parenthetical values represent the percent increase above
the value for the original replica model.

Replica
model

Range-averaged maximum correlation

70 Hz 95 Hz 145 Hz 195 Hz
Frequency

average

~a! 0.728 0.606 0.548 0.485 0.440
~b! 0.781 0.677 0.665 0.603 0.591

~17.3%! ~111.7%! ~121.4%! ~124.3%! ~134.3%!
~c! 0.788 0.682 0.684 0.620 0.644

~18.2%! ~112.5%! ~124.5%! ~127.8%! ~146.4%!
~d! 0.775 0.683 0.663 0.600 0.633

~16.5%! ~112.7%! ~121.0%! ~123.7%! ~143.9%!
~e! 0.764 0.677 0.659 0.597 0.627

~14.9%! ~111.7%! ~120.3%! ~123.1%! ~142.5%!
~f! 0.788 0.698 0.681 0.612 0.658

~18.2%! ~115.2%! ~124.3%! ~126.2%! ~149.5%!
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tion closer to, and sometimes above~at 95 Hz and the four-
tone average! that for the modal-sum-limit optimization with
array position optimization. This implies that this high mud-
stone attenuation model is effectively accomplishing the
same effect as the modal-sum-limit optimization; namely the
elimination of modes not present in the data.

VI. CONCLUSIONS AND RECOMMENDATIONS

The overall objective of this study has been to optimize
MFP performance in the shallow-water SWellEX-1 environ-
ment via the determination of an optimal replica model. Hav-
ing determined that an initial estimate for a replica model
used in previous studies predicted a number of propagating
modes in excess of that actually present in the data, two
optimization approaches were implemented to correct for
this mismatch. Since the number of propagating modes de-
pends on the nature of the bottom interactions of the acoustic
energy, these techniques involve attempts to determine rep-
lica models that best model these interactions. The first tech-
nique, termed modal-sum-limit optimization, seeks the
model which best models the total ‘‘effective’’ modal attenu-
ation by explicitly determining the number of modes present

in the data. The second technique for replica model optimi-
zation is to invert for the major bottom parameters thought to
be responsible for the modal-sum-limit error, via repeated
solutions of the forward problem for combinations of these
parameters.

Both techniques for replica model optimization greatly
improved correlation levels and localization performance at
all frequencies. For the 70-Hz tonal, maximum correlations
of 0.96 were achieved during very high signal-to-noise ratio
periods. The degree of correlation enhancement increased
with increasing frequency, since mismatch effects are greater
at higher frequencies, increasing from around 7% to 8%
~relative to the original replica model! at 70 Hz up to 24%–
28% at 195 Hz. In most cases, the performance for the
modal-sum-limit optimized model was superior to that for
the inverted model, suggesting that the inverted bottom prop-
erties account for most, but not all, of the mismatch con-
tained in the original replica model. This superior perfor-
mance, coupled with an inherent computational simplicity,
renders the modal-sum-limit approach an attractive choice
for practical problems, and may be conducive to optimiza-
tion automation. The performance enhancement obtained via

FIG. 24. Ambiguity surface main peak range and depth error~relative to known true location! versus time during source-tow track and tonal frequency.
Replica models used in Bartlett processor are~a! original replica model, and optimal replica models obtained by~b! modal-sum-limit optimization, and~c!
modal-sum-limit optimization with array position optimization. Closed circles: 70-Hz tonal. Open circles: 95-Hz tonal. Plus signs: 145-Hz tonal.Open
triangles: 195-Hz tonal. Main peak location determined by finding the maximum correlation in a window~1-km wide in range, 40-m wide in depth! centered
on the true source location at each time.
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array position optimization is greatest at the higher frequen-
cies, as expected.

In performing the bottom-property inversion, it was
noted that inversion for sediment properties was more easily
accomplished than for mudstone properties, because of the
small effects with variation in mudstone attenuation. Appar-
ently, mudstone-interacting energy has simply been too
highly attenuated at the inversion stations considered to yield
reliable results for mudstone attenuation. While the effects of
mudstone sound-speed variation were more dramatic, esti-
mates for this parameters were highly ambiguous. At the
higher frequencies~95, 145, and 195 Hz! MFP performance
was essentially identical using either the low~1691 m/s! or
the high~1871 m/s! mudstone sound-speed estimate. At 70
Hz, the value of 1691 m/s produced better localization per-
formance at the shorter ranges~,5 km!, while the value of
1861 m/s produced better performance at the larger ranges
~.5 km!. It is surmised that a significant deviation from the
range-independence assumption for the sediment-mudstone
interface may be responsible for this behavior; further study
into the reason for this effect is warranted. As for the sedi-
ment property inversions, best results were generally ob-
tained at the inversion station at a range of 5.76 km from the
source, beyond the influence of the direct path energy and
the unknown interferer.

The quality of the inverted replica model was validated
is several ways. First, extremely high correlations~0.96!
were obtained during periods of high signal-to-noise ratio.
Second, a synthetic modal decomposition as a function of
source range using the inverted replica model and a fictitious
array spanning the water column and bottom layers indicates
that modal power drops significantly at mode numbers close
to those predicted by the modal-sum-limit optimization.
Third, estimates for the sediment attenuation are observed to
be in agreement with those predicted by Hamilton.48 The
general enhancement at all frequencies, obtained using an
attenuation estimate~in dB/km Hz! at one frequency~70 Hz!,
also supports Hamilton’s assumption that attenuation varies
as the first power of frequency. Last, while not presented
here, recent work by Hodgkisset al.35 has shown that the use
of a replica model close to the inverted model obtained in
this study, results in good high-resolution localization perfor-
mance of the MFP minimum-variance distortionless re-
sponse~MVDR! estimator, which is much more sensitive to
mismatch errors than the Barlett estimator in Eq.~1!.

It has also been demonstrated that MFP performance
optimization may be accomplished using replica models
known to be nonphysical. MFP localization performance and
correlation enhancement was observed to be excellent, agree-
ing more consistently with the results of the modal-sum-limit
optimization, when an unrealistic value of 1.28 dB/km Hz
was used for the mudstone attenuation. This implies that it
may be possible to find a replica model with a simple bottom
structure~such as a single continuous half-space! with pa-
rameters which provide very good MFP performance. It is
believed that a study of such an approach might prove ben-
eficial for practical applications of MFP.

Incoherently averaging the ambiguity surfaces for the
four tonals greatly enhanced localization performance via the

reduction of signal sidelobes. This was even the case for the
nonoptimized original replica model. However, optimized
models greatly enhanced the correlation levels of the main
peak, thus increasing the detection of the signal. Compared
to the frequency-averaged results for the original replica
model, maximum correlations were on average 46.4%
greater for the modal-sum-limit approach and 43.9% greater
for the bottom-property inversion.
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A new approach for the inversion of travel-time data is proposed, based on the matching between
model arrivals and observed peaks. Using the linearized model relations between sound-speed and
arrival-time perturbations about a set of background states, arrival times and associated errors are
calculated on a fine grid of model states discretizing the sound-speed parameter space. Each model
state can explain~identify! a number of observed peaks in a particular reception lying within the
uncertainty intervals of the corresponding predicted arrival times. The model states that explain the
maximum number of observed peaks are considered as the more likely parametric descriptions of
the reception; these model states can be described in terms of mean values and variances providing
a statistical answer~matched-peak solution! to the inversion problem. A basic feature of the
matched-peak inversion approach is that each reception can be treated independently, i.e., no
constraints are posed from previous-reception identification or inversion results. Accordingly, there
is no need for initialization of the inversion procedure and, furthermore, discontinuous travel-time
data can be treated. The matched-peak inversion method is demonstrated by application to
9-month-long travel-time data from the Thetis-2 tomography experiment in the western
Mediterranean sea. ©2000 Acoustical Society of America.@S0001-4966~00!00203-4#

PACS numbers: 43.30.Pc, 43.30.Bp, 43.60.Lq@DLB#

INTRODUCTION

Ocean acoustic travel-time tomography was introduced
by Munk and Wunsch1,2 as a remote-sensing technique for
monitoring the ocean interior over large sea areas using low-
frequency sound waves. Measuring the travel times of pulsed
acoustic signals propagating through the water mass over a
multitude of different paths, and exploiting the knowledge
about how travel times are affected by the sound-speed~tem-
perature! distribution in the water, the latter can be obtained
by inversion.

Various modeling approaches have been used for estab-
lishing functional relations~model relations! between sound-
speed and travel-time variations, based on the notion of ray
arrivals,3,4 modal arrivals,3,5 or peak arrivals.6,7 Assuming
small perturbations of the ocean, the model relations are usu-
ally linearized about a single background state permitting the
rapid computation of arrival times directly for any given
sound-speed profile. By replacing the single background
state through a discrete set of background states, the linear-
ization approach can be extended to cover cases where the
initial model relations exhibit significant nonlinearity, either
due to the extent of ocean variability~e.g., large variations!
or due to the particular propagation conditions.8,9

Before addressing the inversion problem in travel-time
tomography, the peak identification problem has to be
solved, i.e., the model peaks must be associated with the
observed ones.10,11 Traditionally this problem is solved by
first obtaining observed peak tracks~tracking problem!
which are then associated with model peaks~identification
problem!. Various automatic tracking and identification ap-
proaches have been developed based on adaptive
filtering,12,13 statistical decision theory,14,15 or using addi-

tional arrival-angle information.16,17 More recently, unified
model-based approaches were proposed treating the peak
tracking and identification problem in close relation to the
inversion problem.7,18,19

A common feature of the automatic tracking and identi-
fication algorithms is that identification/inversion results
from previous receptions are used to constrain the set of trial
identifications in the current reception. Although this ap-
proach in general works well in the case of low-noise recep-
tions with stable and well-separated peaks, in cases of noisy
data with peaks fading in and out or in case of nonsmooth
evolution of arrival times, from reception to reception, track-
ing may become ambiguous and misidentifications are prob-
able. In such cases, a misidentification in a particular recep-
tion may become fatal for the inversions in the subsequent
receptions, which may lose track of the correct peaks.19

A matched-peak inversion approach is proposed here
which bypasses the explicit solution of the identification
problem and the above inherent difficulties. Using the linear-
ized model relations between sound-speed and arrival-time
perturbations, about a set of background states, arrival times
and associated model errors are calculated on a fine grid of
model states discretizing the parameter space. Each model
state can explain~identify! a number of observed peaks in a
particular reception lying within the error intervals of the
corresponding predicted arrival times. The model states that
explain the maximum number of observed peaks are consid-
ered as the more likely parametric descriptions of the recep-
tion; these model states can be described in terms of mean
values and variances providing a statistical answer~matched-
peak solution! to the inversion problem. This approach can
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be considered as an extension of the matched-field/waveform
approach20–22 to the case of travel-time data. An advantage
of the proposed method is that each reception can be ana-
lyzed independently of the previous receptions, i.e., no con-
straints are posed using results from the previous recep-
tion~s!. This has an important consequence that there is no
need for initialization of the inversions, i.e., no need for ad-
ditional initialization data, whereas it enables the treatment
of discontinuous~gapped! data.

The contents of the work are organized as follows: Sec.
I deals with the parametrization of the sound-speed profile,
the model relations between the sound-speed parameters and
the peak arrival times, as well as with the linearization of the
model relations. Section II describes the matched-peak ap-
proach starting with the discretization of the parameter
space. An association between observed and model peaks is
proposed, taking into account the discretization error as well
as the observation/model error. In Sec. III the proposed
method is applied to 9-month-long tomography data from the
Thetis-2 experiment conducted from January to October
1994 in the western Mediterranean sea. Finally, in Sec. IV
the main features of the method are discussed and conclu-
sions are drawn.

I. MODEL RELATIONS

A tomographic setting is considered with a broadband
source and a receiver at fixed locations in a range-
independent ocean. The variability of the sound-speed profile
c(z) within the water column can be represented parametri-
cally through a modal expansion of the form

c~z!5c0~z!1(
l 51

L

q lf l~z!, ~1!

wherec0(z) is a basic reference profile and$f l(z)% is a set
of sound-speed modes, e.g., planetary modes or empirical
orthogonal functions~EOFs! for the area of interest. The
parameter vectorq5$q l% takes values from the domainQ
spanning the anticipated sound-speed variability.

The solution of the direct problem in ocean acoustic
travel-time tomography leads to a set of model relations

t i5gi~q!, i 51,2,...,I , qPQ, ~2!

nonlinear in general, between the parameter vectorq and the
arrival timest i , i 51,2,...,I . Arrival times may be defined in
various ways, using ray theory~ray arrival times!,1,4 normal-
mode theory~modal arrival times!,3,5 or a unified peak-
arrival approach6,7 able to cope with either ray- or wave-
theoretic modeling approaches. The precise form of Eq.~2!
depends on the definition of arrival times and the propaga-
tion modeling used. The selection of one or the other defini-
tion and approach relies on the ability to resolve the particu-
lar model observables in the measured arrival patterns.

For small sound-speed variations, the relations~2! are
usually linearized about a mean background stateq5q(b),
t i

(b)5gi(q(b))

t i~q!5t i
~b!1(

l 51

L
]gi~q~b!!

]q l
@q l2q l

~b!#. ~3!

The derivatives]gi /]q l , called influence coefficients, can
be expressed and calculated in terms of background quanti-
ties and sound-speed modes.4–6 Equation~3! can be used as
a basis for linear inversions of travel-time data.

Replacing the single background state with a set of
background states, the above linearization approach can also
be extended to cover cases where the initial model relations
exhibit significant nonlinearity, either due to the extent of
ocean variability~e.g., large variations! or due to the particu-
lar propagation conditions. The superscriptb is considered as
a variable index in this case,bPB, from the background set
B. The set of background statesq(b), bPB, divides the ini-
tial parameter domainQ into a number of local subdomains
Q (b), as shown in Fig. 1~for the two-dimensional case!, over
which the linearized model relations~3! can be used. In this
way, the initial nonlinear model relations~2! are replaced by
a set of linear ones.

Ocean acoustic tomography aims at obtaining the range-
averaged ocean properties from a single source–receiver
pair. In this connection, the model relations~2! and ~3! de-
scribe the functional dependence of arrival times on varia-
tions of the sound-speed profilec(z) for the range-
independent case. Nevertheless, the effects of range
dependence, which is present either in the medium~e.g., me-
soscale eddies! or at the boundaries~e.g., sea-surface rough-
ness!, are contained in the received signals and their
description/modeling is necessary in order either to correct
or to invert for them. Previous studies have shown that the
effects of range dependence on the arrival times are prima-
rily of second order.23–25 In the following, it is assumed that
the main range-dependence effects have been either cor-
rected for~cf. Sec. III A and Ref. 19! or taken into account as
part of the observation error.

II. MATCHED-PEAK INVERSION

The matched-peak solution to the inversion problem
consists of finding the population of model states that inter-
pret ~identify! the maximum number of peaks in each recep-
tion. For this purpose the parameter domain is discretized
into a finite set of model states. Using the linearized model
relations, arrival times are predicted for each model state and
compared with the observed ones seeking to maximize the
number of matched peaks.

A. Parameter-domain discretization

Besides the grid of background states, a finer grid of
model states is introduced with resolution defined bydu l ,

FIG. 1. A schematic diagram of the discretization of the parameter domain
for the two-dimensional case.
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l 51,...,L, as shown in Fig. 1. The discrete model states
within each local parameter domainQ (b) are denoted by
q̃(b,k), wherebPB is the background index andkPK is a
local grid index. The linearized model relations can be used
within each local parameter grid to calculate the correspond-
ing arrival times

t̃ i~b,k!5t i
~b!1(

l 51

L
]gi~q~b!!

]q l
@q̃ l~b,k!2q l

~b!#. ~4!

Due to the finite resolution of the model grid, certain toler-
ances~discretization errors! have to be accounted for when
associating model arrivals and observed peaks. Considering
the influence area of each discrete model state to extend half
the way to the neighboring model states—cf. Fig. 1, i.e., over
the domain described by the Cartesian product
P l 51

L @q̃ l(b,k)2dq l /2,q̃ l(b,k)1dq l /2#, and exploiting the
linearized model relations about the corresponding back-
ground state, an estimate for the upper bound of the discreti-
zation error can be obtained

di~b,dq!5
1

2 (
l 51

L U]gi~q~b!!

]q l
dq lU. ~5!

The discretization error depends on the particular model
peak, the background state, and the discretization step. If a
larger step size, i.e., a coarser model grid, is used, the dis-
cretization error increases. With decreasing step size~finer
model grid!, the discretization error decreases accordingly.

Apart from the discretization error, the predicted arrival
times are also subject to a modeling error~e.g., due to lin-
earization or range-dependence effects!, whereas the arrival-
time observation is subject to an error as well. Denoting by
ni the cumulative observation and modeling error, the total
tolerance that has to be allowed for when matching predicted
arrival times, corresponding to the discrete model states,
with observed travel-time data is given by the sum

« i~b,dq!5di~b,dq!1ni . ~6!

B. Peak matching

The observed arrival timest j
obs, j 51,...,J are allowed to

associate with the model arrival timest̃ i(b,k), i 51,...,I cor-
responding to the discrete model stateq̃(b,k), where b
PB, kPK, if their time difference is smaller than the toler-
ance« i . Accordingly, an association set can be built for each
model peak and each discrete model state

J~ i ;b,k!5$ j P$1,...,J%:u t̃ i~b,k!2t j
obsu,« i~b,k!%, ~7!

describing the identifiable observed peaks by the particular
model peak and model state. Since the search windows may
overlap each other, the setsJ( i ;b,k) may also partially or
totally overlap each other. The number of peaks that a par-
ticular model state (b,k) can explain~identify! can be ob-
tained through successive inspection of all association sets
by assigning the first available~i.e., not already assigned!
observed peak in each association set to the corresponding
model peak. This recursive process can be formulated as
follows: Assign the first observed peak fromJ(1;b,k) to the

first model peak. A zero denotes empty window, i.e., no
assignment

j a~1;b,k!5min~J~1;b,k!ø$0%!. ~8!

For each subsequent setJ( i ;b,k), i 52,...,I assign the first
available~not already assigned! peak to the corresponding
model peak. A zero denotes no assignment, either due to an
empty window or due to the assignment of all peaks within
the particular window to previous model peaks.

j a~ i ;b,k!5min~$ j PJ~ i ;b,k!: j . j a~ i 21;b,k!%ø$0%!,

i 52,...,I . ~9!

The number of identified~assigned! peaks can be calculated
by introducing a binary counterm( i ;b,k) for each model
peak, which is 0 if the peak is not identified in the data and
1 if the peak is identified

m~ i ;b,k!5H 1, for j a~ i ;b,k!Þ0,

0, for j a~ i ;b,k!50.
~10!

The number of peaks identified by the particular model state,
called matching index, is given by the sumM (b,k)
5( im( i ;b,k). M is an integer number corresponding to
each discrete model state and offers a measure of how well
the particular observation can be interpreted in terms of iden-
tified peaks. The matching index can be calculated very sim-
ply and rapidly using the above algorithm. In contrast, auto-
matic identification algorithms have to build up the set of all
possible associations between model and observed peaks,
which is a computationally intensive procedure since the
number of possible combinations may be very large.

In the matched-peak approach, the model states with the
largest matching indices, i.e., interpreting the maximum
number of observed peaks, are considered the more likely
parametric descriptions of the reception

Q5$~ b̂,k̂!PB3K:M ~ b̂,k̂!5max
b,k

M ~b,k!%. ~11!

C. A posteriori statistics

The populationQ of the more likely model states can be
statistically described in terms of the mean value of the
sound-speed parameters

q̄ l5
1

N (
~b,k!PQ

q̃ l~b,k!, ~12!

and the corresponding covariance matrix

Dqq,ll5
1

N (
~b,k!PQ

~q̃ l~b,k!2q̄ l !~q̃l~b,k!2q̄l!, ~13!

whereN is the cardinality of the setQ, i.e., the number of
selected model states. Using the parametric expression~1!
for the sound speed, the mean sound-speed profilec̄(z) can
be calculated from the mean parameter vectorq̄. Further, the
sound-speed variance^dc2(z)&5^@c(z)2 c̄(z)#2& can be ex-
pressed as

^dc2~z!&5diag@f8~z!Dqqf~z!#, ~14!
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wheref(z)5$f l(z)% is the vector~column matrix! contain-
ing the values of the sound-speed modes at depthz, andDqq

is the covariance matrix calculated in~13!. The variance for
the depth-averaged sound speed~over a particular depth
layer! is given by^d c̄2&5f̄8Dqqf̄, where the overbars de-
note depth-averaged quantities.

III. APPLICATION TO THETIS-2 DATA

The matched-peak inversion method is applied in the
following to the Thetis-2 experiment conducted from Janu-
ary to October 1994 in the western Mediterranean sea.26,27

Figure 2 shows the experimental site and geometry. The to-
mographic array contained seven moored transceivers all de-
ployed at a nominal depth of 150 m. A low-frequency
~HLF-5! acoustic source, marked byH in Fig. 2, of central
frequency 250 Hz and effective bandwidth 62.5 Hz, insoni-
fied the basin at 8-h intervals. The remaining six sources
(W1 –W5 and S!, transmitting six times per day, were of
Webb type with central frequency 400 Hz and effective
bandwidth 100 Hz. The receiver parts ofW1 –W5 were
modified to listen to both the 400-Hz and 250-Hz signals.
Along the sectionW3 –H an expenddable bathythermograph
~XBT! verification line was occupied every 2 weeks using a
commercial vessel connecting Marseilles~France! to Skikda
~Algeria!. In particular, the positions ofH and W3 were
aligned with the ship’s route to allow detailed comparisons
between tomographic inversions and XBT data. Tomography
data from this particular transect~receptions atW3 from H!
spanning the period from 24 January to 16 October 1994
~yeardays 24.4–289.4! are analyzed in the following.

A. The data

Figure 3~a! shows the sequence of acoustic receptions at
W3 from H over the 9-month duration of the experiment,
after correlation ~matched-filter! processing, clock-drift
correction, mooring-motion correction, and offset
calibration.19,26 A 3-day sliding average has been applied,
i.e., for each calendar day the arrival patterns measured from
the preceding to the following day have been incoherently
averaged. Finally, the arrival patterns in Fig. 3~a! are normal-
ized with respect to the noise rms level. The parts of each
reception lying higher than 2.5 times the rms noise level are
considered as containing useful signal and they are used for
the calculation of the signal-to-noise ratio~SNR! shown in
Fig. 3~b!. It is seen from both Fig. 3~a! and~b! that there are

two periods, from yearday 37 to 51 and from 96 to 105,
characterized by particularly low SNR; over these two peri-
ods the transmissions are practically interrupted. A threshold
to separate meaningful and poor receptions is 10 dB.

In the first half of most receptions five to six arrival
groups can be distinguished which can be associated with
particular ray groups corresponding to steep propagation
angles. The remaining intermediate and late arrivals are dif-
ficult to interpret in terms of ray arrivals because ray groups
overlap each other in this interval. To exploit the maximum
of information contained in the intermediate and late part of
the arrival patterns, the peak-arrival approach6,7 is used for
describing the observables, combined with normal-mode
propagation modeling.

Figure 4 shows the observed peak arrival times corre-
sponding to the receptions of Fig. 3~a!. The horizontal axis
of this figure represents yeardays of 1994 and spans the pe-

FIG. 2. The geometry of the Thetis-2 experiment in the western Mediterra-
nean.

FIG. 3. The acoustic receptions atW3 from H. ~a! The arrival patterns
~3-day incoherent averages! after clock-drift, mooring-motion correction,
and offset calibration.~b! The signal-to-noise ratio of the receptions.

FIG. 4. Measured acoustic arrival times atW3 from H. The cutoff peaks are
denoted by heavier dots.
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riod of the experiment, whereas the vertical axis measures
arrival time. The 55–60 more-significant peaks in each re-
ception are shown through dots. The location of the cutoff
peaks, defined as the last of the five highest peaks in each
reception, is shown through heavier dots.

In Fig. 5 the first three empirical orthogonal functions
~EOFs! for the western Mediterranean basin are shown along
with the basic reference profile. The rms values of the EOF
amplitudes are q1,rms518.48, q2,rms52.88, and q3,rms

50.96. EOF-1 accounts for the bulk of the seasonal variabil-
ity taking place close to the surface, and this explains the
large rms value of the corresponding amplitude, whereas
higher-order EOFs extend to increasingly deep layers. The
first three EOFs explain 99.6% of the total variance.

Figure 6~a! shows variations of the reference profile~up-
per 300 m! in the direction of the first EOF over theq1

interval @250,50#, covering 2.5 standard deviations of the
corresponding amplitude and spanning the gross seasonal
variability expected. Large negative values forq1 corre-
spond to winter conditions~upward-refracting profile! and
large positive values to summer conditions~channeled pro-
files!.

Figure 6~b! shows the predicted peak-arrival times cor-

responding to the differentq1 values for 33 model peaks,
from the early arrivals to the final cutoff peak, which could
be traced throughout the range of variability. A clear nonlin-
ear behavior can be seen, caused by the passage from
surface-reflected propagation in winter to refracted propaga-
tion in summer. This passage takes place at differentq1

values for the different peaks, corresponding to sound-speed
values at the surface equal to the values at the different turn-
ing depths. For an efficient description of the nonlinearity, a
fine discretization of theq1 axis is required.

The set of background states is defined in the following
as EOF-1 variations of the basic reference profile over theq1

interval @250,50#, covering 2.5 standard deviations of the
corresponding amplitude, with a step equal to 2. The influ-
ence coefficients]gi /]q l are calculated for the 33 peak ar-
rivals of Fig. 6~b! at each background state using a
KRAKEN28-based normal-mode code.

A time-variable parameter domain~search interval! is
considered forq1 , 610 about the historical mean value of
q1 for each day of the year; the anticipated maximum stan-
dard deviation from historical data29 is 1.9. The restriction of
the parameter domain forq1 significantly reduces the com-
putational burden by avoiding calculations for unnatural
model states which lie outside the anticipated variability
range for each season. For the remaining two EOFs the pa-
rameter domains are taken to cover62.5 standard deviations
of the corresponding amplitudes, i.e., the interval@27.5,7.5#
for q2 and@22.5,2.5# for q3 . The discretization steps are set
to dq152/3, dq250.75, anddq350.25.

An observation error of 10 ms is used for all peaks ex-
cept for the cutoff peak, which is subject to a significant
range-dependence effect caused by the large-scale warming
trend from north to south. It was shown in a previous study19

that this causes a cold bias~time delay! to the cutoff peak
depending on the background state—the effect is weaker in
winter than in summer. In accordance with that study a
variable-time correction, linearly varying from 70 ms atq1

5250 to 150 ms atq1550, is applied to the cutoff peak to
account for range dependence; after the correction, the
observation/model error is set to 50 ms for that peak.

B. Inversion results

Figure 7 shows the distribution of discrete model states
identifying the maximum number of peaks in each daily re-
ception. The population density is denoted by the gray scale
increasing from white~zero density! to black ~maximum
density!. The gross seasonal trend is seen in the evolution of
the first EOF amplitude. The other two EOFs exhibit no ma-
jor seasonal behavior except for the second one in summer.
Also, their probability masses lie away from the boundaries
of the search intervals, confirming the proper definition of
these intervals. In Fig. 8 the mean values and standard de-
viations ~error intervals! of these distributions are shown.
The time-variable search interval forq1 is also shown in this
figure. These estimates for the parameter vector have been
obtained from the observed travel-time data without having
provided any explicit solution to the identification problem.

The number of peaks matched in each reception is
shown in Fig. 9. On the average, 28–30 peaks out of the 33

FIG. 5. ~a! The basic reference sound-speed profile, and~b! the three most
significant empirical orthogonal functions~EOFs! for the western Mediter-
ranean basin.

FIG. 6. ~a! The sound-speed profiles corresponding toq15250,
225,0,25,50.~b! The predicted peak arrival times as functions ofq1 .
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model peaks can be identified. In a few receptions the
scheme could match as much as 33 peaks, i.e., associate all
model peaks with observed ones. During the two periods of
low SNR receptions, a lower number of peaks is matched;
the drop in the matching index is a warning for possible
irrelevance of the selected peaks.

The a posteriori distribution of the predicted peak ar-
rival times corresponding to the population of the selected
model states for each reception is shown in Fig. 10. The
tracks of the 33 model arrivals are recognized in this figure.
Nevertheless, these are predicted arrival times corresponding
to the more likely model states for each reception and not the
identified peaks of each reception. The two periods of low
SNR receptions are recognized through systematic disconti-

nuities in the tracks of Fig. 10 pointing to the irrelevance of
the selected peaks.

Figure 11 shows the distributions of the depth-averaged
temperatures over three layers: a surface layer from the sur-
face down to 150 m, an intermediate layer from 150 to 600
m, and a deep layer from the surface down to 2000 m, rep-
resenting the total heat content of the water column. A depth-
dependent conversion relation, based on historical tempera-
ture and salinity data, has been used for obtaining
temperature profiles from sound-speed profiles.19 The gray
scale in Fig. 11 represents the population densities of the
temperatures corresponding to the more likely model states
for each reception. XBT data and also data from
conductivity-temperature-density~CTD! measurements dur-
ing the deployment/recovery cruises are shown in Fig. 11 as
crossed circles and squares, respectively. Finally, the dashed
lines represent the historical mean temperatures for each day
of the year.

From Fig. 11 it is seen that the gross seasonal changes
are limited in the surface layer. The observed variability in
the intermediate layer, below 150 m, is mainly due to me-
soscale activity. The surface layer also determines the evo-
lution of the heat content over the entire water column, rep-
resented by the 0–2000-m layer, as shown in the lower panel
of Fig. 11. The populations of model states selected using the
matching principle give a satisfactory description of the ac-
tual evolution described by the XBT data in all three layers.

FIG. 7. The distributions of the EOF amplitudes corresponding to the dis-
crete model states identifying the maximum number of peaks in each recep-
tion.

FIG. 8. The mean values and standard deviations~error intervals! of the
EOF amplitudes corresponding to the populations of Fig. 7. The dash–
dotted lines describe the time-variable parameter domain forq1 .

FIG. 9. The number of peaks matched in each reception.

FIG. 10. The distribution of the predicted peak arrival times corresponding
to the population of the selected model states for each reception.
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The increased spread of the populations in the intermediate
and shallow layers, compared to the deep layer, is due to the
larger ambiguity in the identification of the intermediate and
late arrivals~cf. Fig. 4!, associated with these two layers,
compared to the well-separated early arrival groups associ-
ated with the deep layer.

A clearer picture of the recovered depth-averaged tem-
peratures over the three layers is shown in Fig. 12 in terms of
mean values and standard deviations~error intervals! of the
distributions of Fig. 11. The results have been smoothed us-
ing a five-reception sliding average, whereas the results cor-
responding to receptions with SNR lower than 10 dB have
been ignored. It is seen that the recovered mean temperatures
give a satisfactory description of the actual conditions, the
XBT data lying in most cases within the estimated error
limits. A comparison of the inversions with the climatologi-
cal data shows that there are deviations from the climatologi-
cal mean conditions in all three layers and this is also con-
firmed by the XBT data. The amplitude of the seasonal
signal in the surface layer is 10%–20% larger in the obser-
vations than in the historical data.

Figure 13 shows a comparison of the XBT temperature
profiles in the upper 300 m with the corresponding inversion
results ~averaged over the time window of each XBT
sample! and associated standard deviations~error bars!. A
fair agreement between the inversion results and the XBT
profiles is seen, the observed deviations lying within the in-

version error bars in most cases. The inversion results under-
lying the left-most profile fall within the first low-SNR pe-
riod. The seasonal temperature variability spans about 12 °C
at the surface and nearly disappears below 150-m depth. It is
also seen that deviations between XBT data and inversions
are in general larger in the surface layer than in the deeper
layers, and this is consistent with the inversion errors shown.
The physical reason for the reduced tomography sensitivity
near the sea surface lies in the particular temperature and

FIG. 11. The distribution of depth-averaged potential temperatures in the
0–150, 150–600, and 0–2000-m layers, corresponding to the discrete model
states identifying the maximum number of peaks in each reception, com-
pared with CTD data from the deployment/recovery cruises, with indepen-
dent XBT data, and also with mean temperatures from the climatology.

FIG. 12. The mean values and standard deviations~error intervals! of the
potential temperatures in the 0–150, 150–600, and 0–2000-m layers, cor-
responding to the populations of Fig. 11, compared with CTD data from the
deployment/recovery cruises, with independent XBT data, and also with
mean temperatures from the climatology.

FIG. 13. Comparison of the XBT temperature profiles~deviations from
13.03 °C—light lines! with the corresponding inversion results~heavy lines!
and inversion errors.
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sound-speed conditions in the Mediterranean, which give
rise to either surface-reflected propagation in winter or chan-
neled propagation with a shallow axis in summer. In both
cases a very small fraction of the propagation time is spent in
the near-surface layer, resulting in a poorer acoustic sam-
pling of smaller depths.

IV. DISCUSSION AND CONCLUSIONS

An inversion approach for travel-time data was proposed
which bypasses the explicit solution of the identification
problem. This approach uses the linearized model relations
between sound-speed and arrival-time perturbations about a
set of background states, to calculate arrival times and asso-
ciated model errors on a fine grid of model states discretizing
the sound-speed parameter space. The corresponding model
peaks~arrivals! are allowed to associate with observed peaks
if their time distance is smaller than a tolerance which de-
pends on the particular peak, the background state, and the
discretization step. Accordingly, each discrete model state
can explain~identify! a number of peaks in a particular re-
ception. The model states that explain the maximum number
of observed peaks are considered the more likely parametric
descriptions of the particular reception. Their population
forms the matched-peak solution of the inversion problem.

The matched-peak method can be considered an exten-
sion of the matched-field approach to the case of travel-time
data. The use of the linearized model relations between
sound-speed and arrival-time variations accelerates the cal-
culations significantly.

Since the method is based on the number of peaks iden-
tified by each model state rather than on inversions for all
possible peak identifications in each reception~as is the case
in the approaches simultaneously addressing the inversion
and identification problem!, there is no need to set up the
identification space, i.e., the set of all trial identification
functions for each reception. The calculation of the number
of peaks identified by each model state is a much easier
computational task than the setup of the identification space.

A significant advantage of the matched-peak approach is
that each reception can be analyzed independently of the
previous receptions, i.e., no constraints are posed using iden-
tification or inversion results from the previous reception~s!.
This has an important consequence that there is no need for
initialization of the inversion procedure, i.e., no need for
additional initialization~commonly hydrographic! data, and
also that acoustic data with gaps can be treated. Even though
previous-reception results are commonly used in existing
methods to assure a smooth evolution of the peak tracks and
the inversion results, this strategy may cause errors in a num-
ber of cases~e.g., complicated track geometry, peaks fading
in and out, discontinuities in the data, or low SNR recep-
tions!. In this connection the independent treatment of each
reception may result in a nonsmooth evolution of the inver-
sion results, but at the same time it adds to the robustness of
the analysis.

The matched-peak inversion approach was initially de-
vised as a simple means to obtain first inversion results from
tomography travel-time data, offering an automatic alterna-
tive to the usual tracking–identification–inversion approach

and also avoiding the difficulties and possible uncertainties
associated with the simultaneous solution of the identifica-
tion and inversion problem ~automatic identification/
inversion scheme!. Despite its simplicity, the application to
9-month-long travel-time data from the Thetis-2 experiment
provided very satisfactory results. The inversion results from
a particular section (W3 –H) were presented here for which
systematic XBT observations exist, permitting detailed com-
parisons.

The robustness of the matched-peak approach has
proven particularly valuable in cases of problematic evolu-
tion of arrival patterns, either due to nonsmooth evolution of
arrival times or due to missing receptions. Such cases were
encountered inW3 –H and the other Thetis-2 sections, and
quite a few of them could not be handled at all by the auto-
matic identification/inversion scheme. With the matched-
peak approach all sections—13 in total —have been auto-
matically processed; the systematic results will be published
elsewhere.

The matched-peak inversion approach provides no ex-
plicit solution for the identification problem. If the solution
of this problem is of interest, the matched-peak approach can
still provide a means to build up the identification space—the
set of all possible identification~association! functions—in a
model-based fashion, independently of previous-step con-
straints.
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The transmission of Lamb waves across adhesively bonded lap joints is investigated using finite
element analysis. The studies consider three modes for excitation and reception,s0 , a0 , anda1 ,
applied to lap joints consisting of parallel aluminum sheets bonded with an epoxy adhesive.
Transmission coefficient results for a two-dimensional range of bond thicknesses and bond overlap
lengths are presented for all three modes. The transmission coefficients are calculated from the
spectra of the received and transmitted signals using an approach which is insensitive to the
presence of multimode signals and reverberated signals, and which approximates to a power
transmission coefficient. Detailed analysis is then performed for one of the modes in order to
investigate the nature of the mode conversion in the overlap region of the joint. It is found that the
relative amplitudes of the different modes which propagate in the overlap region can be estimated
reliably and simply from the properties of the incident wave mode. As well as demonstrating the
physics of the mode conversion behavior, the study provides a basis for the selection of modes for
nondestructive evaluation~NDE! of the bond region and for measuring the bond dimensions.
© 2000 Acoustical Society of America.@S0001-4966~00!01603-9#

PACS numbers: 43.35.Cg@HEB#

INTRODUCTION

The transmission of Lamb waves across adhesively
bonded joints has important industrial relevance. There is a
clear need for the development of techniques for the inspec-
tion of adhesively bonded metal and composite joints which
are in ever increasing use in safety-critical applications such
as those found in the aerospace and automotive industries.
Lamb waves, which could be transmitted in the plate on one
side of a joint and received in the plate on the other side,
appear to offer the potential for cheap and convenientin situ
inspection.

There are two areas of need for inspection. First, in mass
production industries in which automated assembly methods
may be used, it is important that the dimensions of adhered
joints, such as adhesive layer thickness and overlap length,
are within tolerance and are measurable. Second, there is a
need in all industries which use adhesive joints to detect
defects such as voids in the adhesive or local separation of
the adhesive from one of the adherends. Conventional tech-
niques to measure the dimensions or detect defects rely
mainly on the use of normal incidence scanning which is
performed over a two-dimensional area containing the over-
lap region. This technique is time consuming and access to
the joint area is a prerequisite. Lamb wave techniques have
the potential for greatly increased speed of inspection of
large regions of material because each measurement inspects
along a line rather than just at a single point. Furthermore,

they have the added advantage that they do not require direct
access to the region.

A considerable amount of work has been carried out on
techniques for the inspection of adhesively bonded joints us-
ing ultrasonic reflection or transmission through the joints,
reported for example in Refs. 1–9. Comprehensive studies
into the science and technology of adhesive bonds can be
found in the texts by Lee and Neville10 and Kinloch.11

The fundamental behavior of Lamb waves in plate struc-
tures has been reported widely.12–14 Studies of waves in
more complicated plate systems have included composite
plates15–17 and bonded structures.18–26 Rokhlin26 has em-
ployed both analytical and experimental methods to look at
the interaction of Lamb waves with adhered metal lap joints.
He has also reported work on an important related topic, the
transmission of Lamb waves across spot-welded lap
joints.27,28 Because of the predominantly analytical nature of
Rokhlin’s work on the adhered joints, the number of differ-
ent cases investigated was limited to those with simple
boundary conditions~e.g., parallel overlapped sheets coupled
acoustically with a water layer!. This limitation can be over-
come by employing a numerical method such as the finite
element technique which has been used successfully to
model Lamb wave propagation in plates.29–33 Recently,
Challis et al.34 have demonstrated experimentally that the
principal bond dimensions of adhesively bonded T-joints can
be determined by careful processing of transmitted Lamb
wave signals.
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In this paper we apply the finite element modeling tech-
nique to study in detail Lamb wave transmission across an
adhered metal lap joint. The objective is to investigate the
physics of Lamb wave propagation across adhered joints,
and to predict the influence of the dimensions of the bond on
the transmission coefficients of the modes. The findings have
relevance to both the measurement of bond dimensions and
the detection of defects. All of the finite element modeling
was conducted using the general purpose programFINEL, de-
veloped at Imperial College.35 The program simulates, in the
time domain, the propagation of the waves and their interac-
tions at boundaries in the overlap region

We present the results of two studies. In the first study
we consider separately three modes:s0 , a0 , and a1 . Each
mode is excited in an aluminum plate~the transmitter plate!,
travels across an adhesive lap joint, and is then received in
the second aluminum plate~the receiver plate!, as shown in
Fig. 1. We predict the amount of energy in the received
mode as a function of the two key dimensions of the adhe-
sive layer: the overlap length and the bond thickness. In the
second study, we focus on one of these modes,s0 , and one
size of joint. We examine in detail the Lamb wave activity
within the overlap region, that is to say, the effects of mode
conversion. This provides evidence of the main factors
which govern the transmissibility of Lamb waves across ad-
hesive lap joints and consequently enables us to make deduc-
tions concerning the potential for the exploitation of the
modes.

I. DISPERSION CURVE CONSIDERATIONS: CHOICE
OF EXCITATION SIGNAL FOR s 0 , a0 , AND a1
MODES

The first task with any technique involving Lamb waves
is to decide on appropriate regimes on the dispersion curves
for exciting the required Lamb modes. We aim for two
ideals.36 ~1! a single mode should be excited, in order to limit

the complexity of the received signals;~2! the choice of fre-
quency should be such that the wave is relatively nondisper-
sive, so that signal shapes are retained as the wave packet
propagates.

Figure 2~a! and ~b! show the phase velocity and group
velocity dispersion curves for the first six Lamb modes in an
aluminum plate. These, and all the other dispersion curves
and mode shapes in this paper, were calculated using a gen-
eral purpose dispersion curve program,DISPERSE, which was
developed at Imperial College.37,38

From the group velocity dispersion curves, it can be
seen that dispersion of thes0 and a0 modes is relatively
small at about 1 MHz mm, and that operation above 1.5
MHz-mm could result in the spurious excitation of other
modes. Operation at very low frequency-thickness would re-
sult in the propagation of signals which are temporally~and
spatially! long and this could cause practical problems due to
reverberation and interference. A frequency-thickness of 1
MHz-mm would therefore seem to be reasonable for thes0

anda0 modes. In this work this corresponds to an excitation
center frequency of 625 kHz for aluminum plates of 1.6-mm
thickness.

It is convenient to excite thea1 mode at its maximum
group velocity because dispersion is kept to a minimum and
also at this point it is the fastest of all possible modes. This
means that it would be the first signal of a group of modes to
be received when several are mode converted. However, the
frequency at which this occurs is relatively close to the cutoff
frequency for thes1 mode, which has a wave number similar
to that of thea1 mode. This can be seen by the close prox-
imity of their phase velocities in the region of this frequency
in Fig. 2~a!. The implication of this is that it would be diffi-
cult to resolve the two modes in the wave number domain
and hence it would be virtually impossible to obtain trans-
mission coefficient results for thea1 mode alone. Decreasing
the frequency would reduce the excitation of thes1 mode, so
a frequency of 1.4 MHz was eventually chosen, correspond-
ing to a frequency-thickness of 2.24 MHz-mm; this gives a
working compromise between the avoidance of the excita-
tion of the s1 mode whilst achieving relatively low disper-
sion.

The signals which were used in the study consisted of
five cycles of the chosen center frequency, windowed by a
Hanning function. This choice was made in order to give a
good compromise between the needs for a narrow band-
width, for mode selectivity, and a short time duration to give
temporal separation of multiple signals.

FIG. 1. Schematic of a lap joint showing the concept of transmission of
Lamb waves from transmitter plate to receiver plate, principal dimensions,
and finite element monitoring locations.

FIG. 2. Dispersion curves for an alu-
minum plate: ~a! phase velocity;~b!
group velocity.
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II. DETERMINATION OF TRANSMISSION
COEFFICIENTS ACROSS AN ADHESIVE LAP JOINT

We started by performing a number of finite element
calculations, for each of the three modes in turn, to predict
the transmission coefficient of the given mode across a
bonded joint. By repeating the analyses for ranges of bond
thickness and bond length we could then express the trans-
mission coefficients as functions of these two parameters of
the joint. Thus the aim of each finite element analysis was to
propagate ans0 , a0 or a1 mode in the transmitter plate and
to measure the response of the same mode in the receiver
plate, expressing the ratio of their strengths as a transmission
coefficient.

A. Description of finite element models of joints

Figure 1 shows a schematic of the adhesive joint con-
figuration which was modeled. Four-noded linear elements
were used to represent the two-dimensional section in plane
strain. The elements representing the 1.6-mm-thick alumi-
num plates were each 0.2 mm square, so there were 16 ele-
ments through the thickness of each plate, and at least 12
elements per wavelength along the plate. This comfortably
satisfies the threshold of eight elements per wavelength
which the authors have found from experience to be a good
limit for accurate modeling. Sufficient lengths of plate were
modeled such that reverberations of the signals along the
lengths of the plates could be avoided. The mesh for the
epoxy layer was chosen to be of similar refinement to the
meshes for the plates, the number of elements through its
thickness varying according to the thickness being modeled.
Perfect bonding was assumed between the aluminum and the
epoxy. The following bulk material properties were assumed
for the aluminum and the epoxy, respectively: longitudinal
velocities 6120 and 2200 m/sec, shear velocities 3100 and
1100 m/sec, densities 2700 and 1000 kg/m3. All of the finite
element analyses assumed perfectly elastic materials, thus
neglecting any damping properties. The aluminum has neg-
ligible damping properties and is therefore accurately mod-

eled in this way. However, the adhesive material can damp
the sound significantly, and the effects of this will be exam-
ined later in this paper.

The excitation of each chosen input mode was achieved
by prescribing the displacements at the nodes across the
thickness of the remote end of the transmitter plate, over the
time period of the signal. According to the earlier discussion,
the signals that were used consisted of five cycles of the
target frequency in a Hanning window. In order to excite the
desired mode without exciting any other modes which could
exist at the same frequency, the amplitudes of the displace-
ments~in both in-plane and out-of-plane directions! at each
node across the thickness of the plate were scaled by the
amplitudes of the displacement mode shapes at the appropri-
ate depth in the plate. Furthermore, by performing this scal-
ing in the frequency domain, it was possible to account for
changes of the mode shape over the frequency bandwidth of
the signal.31,39 This method ensures reliably that only the
desired mode is excited. The input signal was the only
boundary condition which was applied to the models.

Explicit time marching was employed, assuming a diag-
onal mass matrix. The time step was chosen to satisfy the
stability limit L/C, whereL is the element length andC is
the wave speed of the fastest wave present.40 Preparatory
solutions using part of the model representing just one plate
were used to confirm that the idealization accurately pre-
dicted the expected propagation behavior of the dispersion
curves of Fig. 2.

B. Signal processing to extract modal information

Results of one of the simulations, for thes0 mode and a
joint with 2-mm bond length and 0.2-mm bond thickness, are
shown in Fig. 3~a!. The figure shows a signal received after
propagating across the joint. Specifically, the plot is of the
time record of the displacement component in the direction
normal to the plate, at one of the finite element nodes on the
top surface of the receiver plate. This received signal is
clearly rather different in shape from the incident windowed

FIG. 3. Predictions of transmitted signals across a lap
joint whens0 mode is incident:~a! time record for bond
length 2 mm and bond thickness 0.2 mm;~b! time
record for bond length 26 mm and bond thickness 1.4
mm; ~c! 2D-FFT of transmitted signal for second case
~length 26 mm, thickness 1.4 mm!.
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tone burst. We identify three phenomena which can be re-
sponsible for this:~1! in general, several possible modes can
propagate within the overlap region, interfering with each
other and each transmitting energy at a different velocity;~2!
the modes within the overlap region can reflect as well as
transmit at the ends of the overlap, so that they reverberate
over the length of the overlap region, emitting energy into
the receiver plate at each reverberation;~3! both s0 and a0

modes can be transmitted into the receiver plate by mode
conversion from the modes in the overlap region. Thus there
are several signals together in region ‘‘A’’ in the figure, cor-
responding to some combination of these effects. For this
particular case, in which the overlap length is short, the re-
verberations die away very rapidly. The signals in region
‘‘B’’ correspond to reflections from the remote end of the
receiver plate, are not of interest, and should therefore be
ignored.

Figure 3~b! shows the received signal for anothers0

case, that of a much longer bond, of length 26 mm, and a
thickness of 1.4 mm. Here it can be seen that the reverbera-
tions in the overlap length, marked region ‘‘C,’’ are of sig-
nificant amplitude and duration. Also, the first arrival of the
five-cycle signal can just be identified before the start of the
reverberations.

Since our interest is to predict transmission coefficients
for the same type of mode as that which is incident, it is
necessary to separate the multimode components in the re-
ceived signals. In the current example, in which thes0 mode
is incident, the aim therefore is to separate thea0 and s0

components in the receiver plate and retain only thes0 . This
can be done easily using a two-dimensional Fourier trans-
form ~2D-FFT!41 which decomposes the signal into its fre-
quency and wave number domains. Instead of monitoring the
received signal at just 1 node, 64 nodes at intervals of 0.4
mm were monitored on the receiver plate, as shown sche-
matically in Fig. 1. While performing the transform, a Han-
ning window was applied to the space domain.

Figure 3~c! shows a plot of the 2D-FFT of the results of
the second case@Fig. 3~b!#, clearly identifying separately the
transmission of the two modes. The 2D spectrum also exhib-
its extrema along the ‘‘ridges’’ of both modes; in the trans-
form of the input signal these ridges would be smooth. These
extrema are the result of the interference between the directly
transmitted mode~e.g.,s0! and those modes which are of the
same type (s0) which have arisen due to reverberations in
the overlap region. The plot therefore shows that the trans-
mitted amplitude is extremely sensitive to the value of fre-
quency.

C. Calculation of a transmission coefficient

A conventional approach for determining a transmission
coefficient for a mode would be to measure the amplitude of
a particular component of displacement in the receiver plate,
at a particular frequency, and then to divide this by the am-
plitude of the corresponding component in the transmitter
plate. Such an approach would yield transmission coefficient
values for any chosen frequency within the bandwidth of the
signal. However, as seen in the 2D-FFT plot, the received
amplitude of a mode varies dramatically with frequency be-

cause of interference between the directly transmitted signal
and the reverberating signal. The frequency values associated
with the interference extrema in the spectrum may in fact be
useful for the characterization of the joint, and indeed Challis
et al.34 have found that these features are particularly impor-
tant to the successful operation of an artificial neural network
~ANN! scheme to estimate bond dimensions from Lamb
wave signals that have traversed a joint. However, in the
present work we are interested in determining a single scalar
measure of the strength of transmission, without sensitivity
to a precise chosen value of frequency. We therefore prefer a
measure which depends on the whole spectrum of the signal
rather than a single frequency.

Alleyne and Cawley have shown41 that the frequencies
and wave numbers of positions on the ridge of a mode in the
2D-FFT plot correspond to locations on the dispersion curve
for the mode, and that the amplitude of the plot at any of
these positions may be used to determine transmission or
reflection coefficients at the given frequency-wave number.
Provided that the 2D-FFT is applied in the same manner to
both the received and the incident modes, the coefficient is
thus given by the ratio of the 2D-FFT amplitudes in the two
signals. The conditions of validity require that certain aspects
are identical for both the measured and the reference signals,
including the thickness and material of the plates, the com-
ponent which is monitored~typically a surface displacement
in a particular direction!, the mode, and the processing pa-
rameters and windows which are used for the 2D-FFT. For a
given mode and frequency, the power flow of the mode is
proportional to the square of its amplitude,14 the constant of
proportionality being a function of the mode, the properties
of the plate, the frequency, and the choice of the component
which is used to define its amplitude. Given the above con-
ditions which are placed on the 2D-FFT calculation, the con-
stant of proportionality is the same for both the incident and
the received signal at any chosen frequency. In this case the
square of the transmission coefficient at that frequency may
therefore be identified as the power transmission coefficient.

A simple procedure for calculating a scalar measure of
transmission over the full spectrum of the signal is to sum
values over the area~v and k! of the 2D-FFT plot which
represents the received signal, and then divide the total by
the value found in the same way for the incident signal. We
choose to sum the squares of the amplitudes in this manner,
thus yielding a transmission coefficient which is an approxi-
mate measure of the proportion of power transmitted. This is
not an exact power transmission coefficient, primarily be-
cause it neglects the variation with frequency of the constant
of proportionality between the square of the wave amplitude
and the power flow. However, the coefficients which are thus
calculated for our rather narrow band signals are likely to be
dominated by the terms around the center frequency. We
should also observe that this approach assumes that the shape
of the variation of the 2D-FFT plot with wave number, at
any particular frequency, is the same for both the incident
and the received signals; that is to say that the wave number
spectra of the two signals being compared differ only by an
amplitude scale factor. In fact this is the case because the
wave number spectrum at a particular frequency is deter-
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mined by the spatial sampling of the 2D-FFT which was
identical for both incident and received signals. Indeed, this
was also confirmed by numerical checks which were per-
formed on several of the results. Thus we take this approach
for its simplicity to implement, and recognize that it yields a
coefficient which approximates, for a narrow-band signal, to
the power transmission coefficient. For reference, and to dis-
tinguish this from the displacement transmission coefficient
which we will use in the detailed study later, we shall refer to
this as the power transmission coefficient. Formally, and ex-
pressed in dB, its definition is

power transmission coefficient5T'10 log
(v(kBvk

2

(v(kAvk
2 , ~1!

whereAvk is the amplitude of the 2D-FFT plot of the inci-
dent signal at frequencyv and wave numberk, Bvk is the
same for the received signal, and the summations are carried
out over all sampled points inv and k for the part of the
2D-FFT plot representing the chosen mode.

D. Transmission coefficient results

The simulations were repeated for each of the combina-
tions of bond length~L! and bond thickness (t), and for each
of the mode types, shown in Table I. Each analysis yielded a
single value of power transmission coefficient. The full sets
of transmission coefficients for the matrix of bond lengths
and thicknesses were then plotted.

Figure 4~a! shows a plot of the power transmission co-
efficient plotted against bond length and bond thickness for
thes0 mode. The plot shows that when the bond thickness is
small~below 1 mm!, the transmission coefficient is relatively
low. If the bond thickness is 1 mm or above, then the trans-
mission coefficient starts off low at small bond lengths and
rises relatively rapidly with bond length. For bonds whose
lengths are larger than 15 mm and thicknesses are larger than
1 mm the transmission coefficient is fairly constant at about
22 dB. Similar behavior in the variation of the transmission
coefficient with overlap length was observed by Rokhlin26 in
a numerical and experimental study of the Lamb wave trans-
mission coefficient between two metal sheets coupled to-
gether by a water layer. He obtained a maximum transmis-
sion coefficient of about24 dB. This is lower than the

TABLE I. Configurations of bonds analyzed using finite element analysis.

Bond thickness,
t ~mm!

Bond length,L ~mm!

2 6 10 14 18 22 26 30

0.2 s0 s0 s0 s0 s0 s0 s0 s0

0.4 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1

0.6 s0 s0 s0 s0 s0 s0 s0 s0

0.8 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1

1.0 s0 s0 s0 s0 s0 s0 s0 s0

1.2 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1

1.4 s0 s0 s0 s0 s0 s0 s0 s0

1.6 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1

1.8 s0 s0 s0 s0 s0 s0 s0 s0

2.0 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1 a0 , a1

FIG. 4. Transmission coefficient versus bond length and bond thickness for
~a! s0 mode;~b! a0 mode;~c! a1 mode.
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values obtained in this present work and could possibly be
attributed to the loss in transmission due to the water not
supporting transverse stresses.

Figure 4~b! shows a plot of the transmission coefficient
versus bond length and bond thickness for thea0 mode. It
can be seen that, apart from the case where the bond length
and bond thickness are very small, the transmission coeffi-
cient is consistently large, larger than210 dB. At large bond
lengths there appear to be maxima and minima in the bond
thickness direction.

Figure 4~c! shows a plot of the transmission coefficient
versus bond length and bond thickness for thea1 mode. The
transmission coefficient remains relatively high and constant
throughout the calculated range of bond lengths and thick-
ness, with just one shallow minimum.

III. INVESTIGATION OF PHYSICS OF TRANSMISSION
PHENOMENA

The power transmission coefficient results show the in-
fluence of the bond dimensions on the transmission of the
modes, but they give no understanding of the physics of the
transmission of the energy across the joint. As well as satis-
fying scientific curiosity, such an understanding is important
if reliable Lamb wave techniques are to be developed to
estimate bond dimensions and to detect bond flaws. In sup-
port of this aim, we now present results of further finite
element simulations to investigate the physics of the trans-
mission. The simulations include both propagating and eva-
nescent modes, but in the interests of clarity we have limited
our discussion of the physical phenomena to the propagating
modes alone. In any case the evanescent modes are likely to
be insignificant in all but the very shortest joints.

Having separated the target transmitted mode from any
other modes in the receiver plate, using the 2D-FFT, we are
still left with two phenomena which we have identified as
contributing to the transmission behavior: the possibility of
multiple modes in the overlap region, and reverberation of
these modes in the overlap region. We will consider these
effects sequentially. First we will examine the mode conver-
sion and the existence of modes in the overlap region, ne-
glecting any reverberation, leading to an understanding of
the direct transmission across the joint. Then we will con-
sider the way in which reverberations modify this behavior.

We consider a bond of 0.4-mm thickness, and restrict
the study to thes0 mode.

A. Mode conversion and ‘‘carrier modes’’ in the
overlap region

The wave in the transmitter plate may convert to one or
more modes at the location where it first meets the adhesive
layer, shown as location A in Fig. 1. These new waves which
then travel in the bonded region are the natural modes of the
three-layer system of aluminum-adhesive-aluminum. On ar-
rival at the end of the bonded region, shown as location B in
Fig. 1, further mode conversion takes place to the Lamb
waves which then travel in the receiver plate. The waves
which travel in the bonded region are referred to here as the
‘‘carrier modes,’’ signifying their role in carrying the energy
across the joint.

Figure 5 shows the phase and group velocity dispersion
curves for the three-layer plate consisting of a 0.4-mm-thick
layer of adhesive between two aluminum plates of thickness
1.6 mm. It can be seen that at the target frequency of 625
kHz, there are four possible modes, labeledA0 , S0 , A1 , and
S1 . The labeling system follows the conventional Lamb
wave labels for convenience, although strictly these waves
are not Lamb waves because the plate consists of three layers
rather than one. The capital letters for labeling are used here
to signify modes in the overlap region, to distinguish them
from the lower case letters used to denote the modes in the
transmitter and receiver plates. In general it must be assumed
that the incidents0 mode can mode convert in some propor-
tion to each of these four modes.

Figure 6~a! shows a schematic of a finite element model
which was used to predict the strength of the conversion to
each of the carrier modes. In most respects, including all the
discretization details, this model was the same as the models
of the full joint which were described earlier. However, a
sufficiently long bonded region was modeled such that the
mode converted waves could be received in the joint, and did
not continue to a receiver plate, as indicated. Ans0 mode
was generated at the remote end of the transmitter plate. The

FIG. 5. Dispersion curves for overlap region:~a! phase
velocity; ~b! group velocity.

FIG. 6. Schematic of finite element models used for study of mode conver-
sion. Plates are 1.6-mm thick, adhesive is 0.4-mm thick.~a! For mode con-
version from s0 to carrier modes;~b! for mode conversion from carrier
modes tos0 .
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four carrier modes were received separately, yielding the
strengths of transmission from thes0 mode in the transmitter
plate to each of the carrier modes in the overlap region.
Scattered bulk waves and nonpropagating modes at the dis-
continuity were neglected. The separate reception of each of
the carrier modes required particular attention because the
zero-order and first-order mode pairs~Fig. 5! each have very
similar velocities, so that they are not easily separated, even
using a 2D-FFT. An additional property, the modal symme-
try, was therefore exploited in addition to the 2D-FFT. A
series of 64 nodes was monitored along the center line of the
adhesive layer. A 2D-FFT of the in-plane displacements here
reveals only the two symmetric carrier modes~S0 and S1!,
which are well separated in velocity and therefore easily re-
solved by the 2D-FFT; similarly, a 2D-FFT of the out-of-
plane displacements reveals and resolves the two antisym-
metric modesA0 andA1 .

Figure 6~b! shows a schematic of a second finite element
model which was used to predict the mode conversion, this
time for conversion from the carrier modes in the overlap
region to thes0 mode in the receiver plate. Finite element
analyses were conducted to study incidence of each of the
four carrier modes. In each case, the carrier mode was ex-
cited in the overlap region, and a 2D-FFT was performed to
determine the strength of transmission to thes0 mode in the
receiver plate. Having predicted functions for transmission
from the transmitter plate to the overlap region, and from the

overlap region to the receiver plate, it remains just to com-
bine these results to show how much each of the carrier
modes contributes to the overall transmission. This was done
by multiplying the results of the two finite element models in
the frequency domain for each of the four carrier modes in
turn. The combination is shown in Fig. 7. The four curves
show the displacement transmission coefficients~the power
transmission coefficient approach is not needed here! for
each of the four carrier modes. Thus, for example, the curve
labeled ‘‘s0-A1-s0’ ’ shows the transmission coefficient for
s0 in the transmitter plate, toA1 in the overlap region, tos0

in the receiver plate. We emphasize again that the transmis-
sion coefficients are meaningful only because we are com-
paring like quantities in the transmitter plate and the receiver
plate: we record the normal displacement at the surface of
the plate, both plates are identical, and the incident and trans-
mitted signals are of the same mode.

B. Transmission across a joint if reverberations are
neglected

If reverberations are neglected then the overall transmis-
sion across the joint is given by some combination of con-
tributions from the four carrier modes which we have just
examined, in other words some combination of the separate
curves of Fig. 7. We examine here the contributions and how
these combinations are effected.

It can be seen in Fig. 7 that most of the energy is trans-
ported by the two first-order modes in the overlap region,
with transmission amplitudes at least an order of magnitude
larger than those for the zero-order modes. An insight into
why the first-order modes dominate in this case can be
gained by comparing the mode shapes of the input mode to
the mode shapes of the carrier modes. Figure 8~a! shows the
displacement mode shapes of thes0 mode in the transmitter
plate. Figures 8~b! to 8~e! show the displacement mode
shapes of theS0 , A0 , S1 andA1 modes, respectively, in the
overlap region. All of the mode shapes shown were calcu-
lated at a frequency of 625 kHz. Intuitively, we would expect
to excite modes in the overlap region if the mode shape in
the bottom layer of the overlap region~the part of the overlap
region occupied by the transmitter plate! is similar to the
mode shape in the transmitter plate. Indeed this is a sound

FIG. 7. Separate contributions from the four carrier modes to the transmis-
sion of s0 across the whole joint, calculated without considering reverbera-
tions.

FIG. 8. Displacement mode shapes of
~a! s0 mode in transmitter plate;~b! S0

mode in overlap region;~c! A0 mode
in overlap region;~d! S1 mode in over-
lap region;~e! A1 mode in overlap re-
gion.
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intuition, consistent with the logic of normal mode theory
published by Auld,14 and expressed also by Ditri42 when he
stated that a mode will not be excited if its field distribution
is orthogonal to the excitation field. Similarly we should ex-
pect that the carrier modes arriving at the end of the joint
will best convert to thes0 mode in the receiver plate if their
mode shapes in the top layer are well matched to those ofs0 .
TheS1 andA1 modes in either layer have very similar mode
shapes to thes0 mode in the single plate, whereas the mode
shapes of theS0 and A0 modes are totally different. It is
therefore not surprising to see that theS1 and A1 modes
dominate in the overlap region.

From these findings we propose that a simplified, yet
insightful, analysis of the transmission behavior may be
achieved by assuming that the energy from an incidents0

mode is transmitted through the overlap region solely by the
S1 and A1 carrier modes. Furthermore, these modes are
coupled to the incident and transmitteds0 waves according
to the parts of their mode shapes which match thes0 waves
at the ends of the overlap region. From similar arguments,
and utilizing knowledge of the mode shapes in Fig. 8, it
seems probable that we would also be able to predict the
dominant carrier modes for the other two incident modes of
interest,a0 anda1 . In both cases the displacements are an-
tisymmetric so theS0 andA0 modes should dominate. How-
ever, the detailed study of these other incident modes is not
pursued here.

The combination of theS1 and A1 contributions to the
total transmitted signal must take into account the different
speeds of these carrier modes in the overlap region and the
length of the overlap. This is because the two contributions
interfere, constructively or destructively, when they mode
convert to thes0 mode in the receiver plate. The nature of
the interference depends on the relative phases of the contri-
butions of the two carrier modes to thes0 mode at mode
conversion. The summation, incorporating the phases, can be
performed in the frequency domain using the expression

A5uAs1
ei ~vt2k1x!1AA1

ei ~vt2k2x!u, ~2!

whereA is the resultant amplitude of the combined mode in
the receiver plate,AS1

andAA1
are the amplitudes of thes0

mode due to theS1 and A1 carrier modes, respectively

~shown in Fig. 7!, k1 andk2 are the wave numbers of theS1

andA1 modes, respectively, andx is the length of the over-
lap. All of the amplitudes and the wave numbers are fre-
quency dependent. Each of the two contributions incorpo-
rates, with the harmonic exponent, a phase which varies in
both distance and time, and so the summation must be car-
ried out with complex quantities. The sum is then itself an
harmonic function and the resultant amplitudeA, which is
real valued, is expressed as its magnitude. It is assumed that
the mode conversion from thes0 mode to each carrier mode
takes place without phase delay of the components in the
lower layer, and similarly when considering the mode con-
version from the carrier modes to thes0 mode in the upper
layer; this is reasonable given the simplified description of
the mode conversion which has been adopted, as described
earlier. However, it is necessary to recognize that there can
be a phase difference between the components in the lower
and upper layers of the overlap region. For example, Fig. 8
shows that the in-plane displacement has the same sign in
both upper and lower plates forS1 , but has opposite sign for
A1 . Therefore, if both modes are generated equally such that
their displacements are in phase in the lower plate, their dis-
placements will be in opposite phase~at the same location on
the joint! in the upper plate. To account correctly for this, a
phase delay of 180 deg must be applied to theA1 mode when
performing the combinations calculations.

The first row of Table II shows power transmission co-
efficients for the 0.4-mm thick joint, for four different bond
lengths, predicted by combining the contributions of theS1

andA1 carrier modes according to Eq.~2!. It can be seen that
the strength of transmission increases markedly with the
bond length, just as was found in the full model results in
Fig. 4~a!. This variation can be explained using the results of
the combination of the carrier mode contributions. It was
shown in Fig. 7 that the amplitudes of the contribution from
theS1 andA1 carrier modes are approximately equal. It was
also argued that a 180-deg phase shift must be applied toA1

in addition to any phase difference associated with their dif-
ferent propagation speeds. It follows that for a zero length
overlap theS1 andA1 contributions should cancel~approxi-
mately!, but as the length of the overlap is increased the
interference should change gradually from destructive to

TABLE II. Power transmission coefficients, predicted by mode combination, ofs0 across a bond with 0.4-mm
adhesive thickness.

Power transmission coefficient~dB!

Signal composition
Bond length

10 mm
Bond length

30 mm
Bond length

100 mm
Bond length

500 mm

Direction transmission only
~no reverberations, no damping!

226 219 29.2 22.6

Direct transmission11 set of
reverberations~no damping!

222 216 27.6 22.1

Direct transmission12 sets of
reverberations~no damping!

220 215 26.4 21.7

Direct transmission1damping 227 220 211 29.9
Direct transmission11 set of
reverberations1damping

223 217 29.8 28.9

Direct transmission12 sets of
reverberations1damping

221 216 29.4 28.9
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constructive. Thus the transmission should vary from weak
to strong as the bond length is increased. The maximum
transmission coefficient should occur when the interference
is entirely constructive, when the overlap length is such that
one of the waves has traveled half a wavelength more than
the other. At 625 kHz, the wave numbers ofS1 andA1 are
0.1157 and 0.1170/mm, respectively, so the overlap length
would need to be about 400 mm for the maximum transmis-
sion ~neglecting damping!. The remaining information in
Table II will be introduced later.

We can consider also the variation of the transmission
coefficient with the bond thickness. The finite element mod-
els which were used to predict the transmission coefficients
from the transmitter plate to the overlap region and from the
overlap region to the receiver plate were modified and rerun
for three more different thicknesses of the adhesive layer.
The transmission coefficients for each of the two carrier
modes,s0-S1-s0 and s0-A1-s0 , were then calculated and
their values at 625 kHz are shown, together with the earlier
values for the 0.4-mm joint, in Table III. The table also
shows their combination, using Eq.~2!, for a bond length of
20 mm.

It is clear from these results that the transmission by the
individual carrier modes is rather insensitive to the bond
thickness. Yet the overall transmission coefficient increases
with bond thickness, consistent with the plotted function in
Fig. 4~a!. The reason for this is again the difference between
the wave numbers of theS1 andA1 modes and the resulting
interference between their contributions when mode convert-
ing to s0 in the receiver plate. The wave numbers of these
modes at 625 kHz are shown for the four bond thicknesses in
Table IV. It can be seen that the difference between the wave
numbers increases as the bond thickness increases. Conse-
quently, the change of phase between the modes after trav-
eling the 20-mm length of the bond also increases, as shown.
The change of phase reduces the destructive interference,
thereby increasing the transmission coefficient.

Thus the simple analysis using Eq.~2! demonstrates that

the strength of transmission is determined by the interference
of the contributions from the two carrier modes, and that the
two parameters which most strongly affect this interference
are the overlap length and the wave number relationship be-
tween the two carrier modes.

An additional finite element simulation of transmission
across a whole joint was conducted specifically for compari-
son with these combined mode predictions. This model dif-
fered from the previous models only in its use of a large
overlap length of 500 mm so that reverberation signals
would separate in time and could therefore be gated out
when monitoring the signal in the receiver plate.

The results of the combined mode analysis and of the
full finite element analysis are compared in Fig. 9. The figure
shows the amplitude frequency spectra of the transmitteds0

mode using the two methods, and also the spectrum of the
incident mode for reference, all plotted to the same scale. It
can be seen that the correlation between the two methods is
very good, implying that the combining model, although
simplified, is representative of the true behavior. The spectra
also show that at the center frequency~coincidentally! there
is almost perfect transmission of thes0 mode across the
joint, and that there are two frequencies within the band-
width at which the contributions due toS1 and A1 cancel,
resulting in null transmission.

Finally, a simplified prediction, using Eq.~2!, of the
power transmission coefficient for ranges of bond length and
bond thickness is presented in Fig. 10. In order to calculate
these coefficients, the transmission contributions ofA1 and
S1 were assumed to be equal and independent of frequency.
Their wave numbers were also assumed to be independent of
frequency and were fixed to the values at the center fre-
quency of 625 kHz. The prediction was therefore very much
simplified but had the attraction of not being reliant on any
of the numerical results of the finite element studies. The
figure illustrates again the increase in the strength of the

FIG. 9. Amplitude spectra of transmitteds0 mode across a joint with bond
length 500 mm, thickness 0.4 mm. Results shown for a finite element model
of the whole joint and prediction using mode combination. The reference
spectrum of incident mode is shown for comparison. Reverberations are
neglected.

TABLE III. Transmission coefficients ofs0 at 625 kHz for four bond thick-
nesses. Overall figure is predicted value without reverberations or damping
for a joint with a bond length of 20 mm.

Transmission coefficient~dB!
Bond thickness~mm! s0-S1-s0 s0-A1-s0 Overall

0.2 26.7 25.5 224.2
0.4 26.4 25.7 222.6
0.6 26.5 25.6 219.3
0.8 27.0 25.3 212.0

TABLE IV. Wave numbers of carrier modes at 625 kHz and changes of
phase between them after traveling 20 mm.

Bond thickness
~mm!

S1

wave number
~/mm!

A1

wave number
~/mm!

Change of phase
after 20 mm

~deg!

0.2 0.1121 0.1112 6.5
0.4 0.1170 0.1157 9.4
0.6 0.1185 0.1169 12
0.8 0.1238 0.1196 30
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transmission as either the bond length or the bond thickness
is increased. Furthermore, comparison with Fig. 4~a! shows
that the trends of this simplified prediction agree fairly well
with the full finite element modeling which represents wave
transmission across the whole structure with no decomposi-
tion into individual modes. The quantitative differences be-
tween the plots are due to the absence of reverberations in
the simplified analysis as well as the above assumptions.

C. Effects of reverberations and damping

So far the analysis of the phenomena has addressed only
the transmission in mode conversion at the ends of the over-
lap. However, reflection as well as transmission can take
place at both of these discontinuities, so that there can be
reverberation of the carrier modes along the length of the
joint between A and B~Fig. 1!. Thus the transmitted wave
which leaves the joint and propagates in the receiver plate is
followed by a succession of smaller signals from the rever-
berations, as seen earlier in the results of Fig. 3.

The consideration of reverberations is complicated by
the need to account for large numbers of combinations of
modes. In principle each mode can convert in various pro-
portions to all of the others on each occasion of incidence at
either end of the joint. For a single reverberation, which we
define as one extra round trip within the overlap region, there
are 64(543) possible combinations of modes contributing to
the final transmitted signal. For example, using the terminol-
ogy which we introduced earlier, one such single reverbera-
tion signal iss0-A1-S1-A1-s0 , in which theA1 carrier mode
is excited in the overlap region, mode converts toS1 on
reflection at the receiver end of the overlap, mode converts
back toA1 on reflection at the transmitter end, and finally
excitess0 in transmission on arrival back at the receiver end.
If double reverberations are considered, consisting of two
extra round trips in the overlap region, then there are 1024
(545) possible combinations.

The building block for the study of the reverberation
behavior is the reflection coefficient of a carrier mode at an
end of the overlap region. Finite element analyses, using the
models of Fig. 6, were used to predict the 16 coefficients
given by the four possible incident carrier modes and four

possible reflected carrier modes. Each reverberation combi-
nation could then be calculated by multiplying the relevant
coefficients. Considering the 64 single reverberations, it was
found that only 8 make a significant contribution. Not sur-
prisingly, bearing in mind the earlier findings of the direct
transmission, these are the eight combinations of theA1 and
S1 carrier modes. All eight of these have very similar trans-
mission coefficients, ranging from217 to 218 dB. After
these eight, the next largest has a transmission coefficient of
250 dB. Thus the single reverberations could be studied
sensibly using only eight combinations. Similarly, the double
reverberations could be studied using only 32 combinations.
Analyses of further reverberations involving more than two
round trips were not considered.

The overall transmission was again given by contribu-
tions of the combinations and their interference according to
Eq. ~2!. In calculating these it was necessary to take care of
phase reversals at the mode conversion and between the
symmetric and antisymmetric modes.

Comparisons between the results of the finite element
model of the whole joint, with 500-mm overlap length, and
of the mode combining model for single reverberations, are
shown in Figs. 11 and 12. Figure 11 shows the transmission
spectra for the reverberation signal on its own. The results
are very encouraging, showing good agreement and confirm-
ing the validity of the mode combination approach. Figure
12 shows the spectra when the directly transmitted signal is

FIG. 10. Predicted power transmission coefficient using simple mode com-
bination model.

FIG. 11. Amplitude spectra of transmitteds0 mode across the joint of Fig. 9,
showing contribution solely from first reverberation. Results shown for a
finite element model of the whole joint and prediction using mode combi-
nation. Reference spectrum of incident mode is shown for comparison.

FIG. 12. Amplitude spectra of transmitteds0 mode across joint of Fig. 9,
taking both direct and single reverberation signals into account. Results
shown for~a! finite element model of the whole joint,~b! prediction using
mode combination. Reference spectrum of incident mode is shown for com-
parison.
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also included. Here we can see the numerous local minima
which result from the spectral interference between the direct
signal and the reverberation signal. Good agreement between
the two methods is also demonstrated by the similarity be-
tween parts~a! and ~b! of the figure. Although not shown,
equally good agreement was found when the double rever-
berations were taken into account.

The second and third rows of Table II show the predic-
tions, using mode combination, for the single and double
reverberations. It can be seen that there is an increase in the
contribution to the transmission as each set of reverberations
is added. Both the first and second sets are therefore seen to
be significant. The results also show that the transmission
coefficient consistently increases as the bond length is in-
creased, as was found in the finite element predictions in Fig.
4~a!.

All of the modeling work so far has ignored any damp-
ing losses of the waves. This is a reasonable assumption for
the aluminum material but may not be for the adhesive layer.
If damping by the adhesive is significant, it will be particu-
larly influential on the reverberating modes because of their
additional distances of travel in the overlap region. It was
therefore considered to be useful to extend the analysis work
to incorporate some estimates of damping losses.

The attenuation of a carrier mode is in fact one of its
modal properties and it can be calculated if the bulk damping
properties of the materials are known. The bulk longitudinal
and shear attenuations in the adhesive material were taken to
be 1.3 dB wavelength and 2.4 dB/wavelength, respectively;
these are typical values for a hard epoxy such as Araldite
AV119, according to Challis and Cocker.8 When these were
included in the calculation of the modal solutions for theA1

and S1 modes it was found that moderate losses were pre-
dicted: at 625 kHz the amplitudes ofA1 andS1 are reduced
by about 10% and 15%, respectively, in 100 mm of travel.
The introduction of these attenuation properties in the adhe-
sive has a negligible effect on the wave numbers and veloci-
ties of the modes.

These attenuation values were introduced into the calcu-
lation of the transmission coefficients simply by reducing the
amplitudes of the carrier modes according to their distances
traveled. Overall transmission coefficients for thes0 mode,
calculated from the mode combination results, are given in
the last three rows of Table II. By comparing with the other
results in the table, it can be seen that the coefficients for all
cases are reduced by the damping in the adhesive layer, and
that, as should be expected, the damping has the greatest
influence when the joints have long bond lengths. It is also
evident that the damping reduces the relative contribution of
the reverberations to the overall transmission, in particular of
the second set. Indeed it seems that, with the exception of
very short bonds, the second set of reverberations makes
very little contribution. It is therefore improbable that third
or higher sets of reverberations would contribute signifi-
cantly in any realistic bonds.

IV. DISCUSSION AND CONCLUSIONS

One of the stated objectives of the work was to investi-
gate the sensitivity of the transmission of Lamb waves across

a lap joint to the dimensions of the joint. The motivation for
this is the possible development of a rapid technique for
performing quality checks on sheet metal bonding in-
process. Previous work published by Todd and Challis34 has
shown clearly that the dimensions of an adhesively bonded
T-joint have a significant influence on the transmission
across that type of joint. Their approach was to train a neural
network to categorize the joints from the very complicated
transmitted signals and they showed that the system could be
configured to make very reliable and rapid estimates of di-
mensions. The approach taken in this study of lap joints was
rather different, addressing the nature of the transmission
behavior in order to understand the factors which will affect
sensitivity and identify the most suitable testing conditions.
Having said this, however, the neural network may still re-
main the most appropriate technology for rapid in-process
inspection. The results of the finite element simulations,
shown in Fig. 4, demonstrate that the transmission is indeed
influenced by the two dimensions of the joint, bond length
and bond thickness. None of the modes shows an ideal
monotonic variation over the full ranges of the two param-
eters, but there are areas of sensitivity in all three graphs.
The appropriate selection for maximum sensitivity would de-
pend on the target dimensions of the joint being tested and
their expected variabilities. In general it is most likely that
the s0 mode will be the most sensitive, particularly for bond
lengths up to about 15 mm. The lowest sensitivity is pre-
dicted when the bond is both very long and very thick.

Turning to the practical exploitation of these results, it is
clear that it is not possible to extract both dimensions from
the measurement of a single transmission coefficient, but a
measurement of one dimension may be feasible in many
cases if the other is known. This could arise if the construc-
tion procedure results in a much more precise control of one
dimension than the other. Failing this, two other alternatives
are suggested. First, a separate thickness measurement could
be made, for example using a normal incidence ultrasonic
measurement, at a single point in the overlap region. The
thickness is a lot easier to measure than the length and could
be monitored in this way without reducing the speed of the
inspection process. Thus the joint would still be monitored
without recourse to area scanning. The second possibility is
the exploitation of two different Lamb modes to give both of
the dimensions. Indeed this is implicitly achieved when a
neural network is used with a multimode signal. A two-mode
approach may be possible for certain ranges of the param-
eters where two of the modes are sensitive to the dimensions,
but the sensitivity ofa0 and a1 is in general rather weak,
implying that the estimation may be poorly conditioned. In a
practical implementation it would also be necessary to con-
sider the influence of other parameters which have not been
considered in the work to date. These would include variabil-
ity of the material properties, the possibility of variations in
thickness over the overlap region, and the influence of ir-
regular details~cusps in the adhesive for example! at the
ends of the overlap region.

The study of the nature of the transmission of thes0

mode across the joint has revealed phenomena which are
both interesting and descriptive. The excitation of the ‘‘car-
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rier’’modes in the three-layer overlap region is governed by
the degree to which their mode shapes match the mode
shapes of the incident wave. In the case of thes0 mode
incident, this results in significant energy being propagated
only in the S1 and A1 carrier modes, each with approxi-
mately the same amplitude. The transmission in the receiver
plate is then initiated by the combination of these two modes
when they arrive at the end of the overlap region and mode
convert in transmission to thes0 mode. The strength of this
transmitteds0 mode is determined by the summation of these
two components, which can be destructive or constructive,
according to their relative phases when the mode conversion
takes place. The bond length affects this summation because
the modes travel at different speeds and the distance of travel
therefore determines the phase difference between them. The
bond thickness affects the summation because it affects the
difference between the speeds of the carrier modes. Finally,
it has been shown that the complete transmitted signal is
composed of a series of transmitted signals, due to reverbera-
tions of the carrier modes in the overlap region, in addition
to the directly transmitted component. The contributions due
to reverberations are in general significant, particularly if the
adhesive material has low damping properties.

The analysis of the carrier modes also suggests that it
may be feasible to use the transmission measurements to
detect defects in the adhesive bond. The mode shapes of the
carrier modes, plotted in Fig. 8, show that all four carrier
modes generate significant strain in the adhesive layer. Al-
though not studied in detail here, the implication is that per-
turbations of the properties of the adhesive layer and its ad-
hesion to the aluminum layers are likely to affect the modal
properties of the carrier modes. Therefore if the bond dimen-
sions are well known then it may be possible to detect
anomalies in the bond line from measurements of the trans-
mission coefficient. The antisymmetric modesA0 and A1

induce shear strain in the bond line and may therefore be
sensitive to disbonded regions or reduced shear stiffness of
the adhesive. The symmetric modesS0 andS1 induce com-
pression of the adhesive and could therefore be sensitive to
changes in the bulk modulus of the adhesive.

Finally, as products of this work, we propose the utility
of the techniques presented here for the study of transmission
across bonded joints. The mode combination procedure pro-
vides insight to the physics of the transmission, indicating
the carrier modes which dominate in the transmission of the
energy. It also allows for the estimation of the transmission
coefficient for ranges of bond dimensions without the need to
perform multiple simulations of the whole joint. The ap-
proach for calculating the transmission coefficient using the
2D-FFT may be useful in general for measuring the strength
of a chosen mode in a multimode signal without the adverse
effects of interference which are encountered in the usual
measurements of peaks in time or frequency.
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A two-frequency acoustic technique for bubble resonant
oscillation studies
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A two-frequency acoustic apparatus has been developed to study the dynamics of a single gas or
vapor bubble in water. An advantage of the apparatus is its capability of trapping a bubble by an
ultrasonic standing wave while independently driving it into oscillations by a second lower
frequency acoustic wave. For a preliminary application, the apparatus is used to study resonant
oscillations. First, near-resonant coupling between the volume and then53 shape oscillation modes
of air bubbles at room temperature is studied, wheren is the mode number. The stability boundary,
amplitude versus frequency, of the volume oscillation forms a wedge centered at the resonant
frequency, which qualitatively agrees with a theoretical prediction based on a phase-space analysis.
Next, the resonant volume oscillations of vapor bubbles are studied. The resonant radius of vapor
bubbles at 80 °C driven at 1682 Hz is determined to be 0.7 mm, in agreement with a prediction
obtained by numerical simulation. ©2000 Acoustical Society of America.
@S0001-4966~00!03703-6#

PACS numbers: 43.35.Ei, 43.35.Yb@HEB#

INTRODUCTION

Single bubble dynamics has been experimentally studied
using acoustic techniques for several decades. The tech-
niques involve trapping a bubble in a fluid host and driving it
into either a volume~radial! or shape oscillation mode. Trap-
ping of a bubble is accomplished by ultrasonic standing
waves generated in the fluid. The bubble is trapped at a pres-
sure antinode if its equilibrium radius,R0 , is smaller than
the resonant radius,Rres, or at a node ifR0 is larger than
Rres. For the bubble trapped at a pressure antinode, the time-
varying ultrasonic pressure field is used to directly drive the
bubble into oscillations.1,2 This technique does not allow for
the variation in the driving frequency, and is only practical
for small bubbles~typically R0,100mm) because of the
weakening trapping capability at longer wavelengths. For the
bubble trapped at a pressure node, modulation of the ultra-
sonic standing wave can be used to drive the bubble into
oscillations.3,4 This technique allows the variation of the
driving frequency, but it uses the modulated acoustic radia-
tion pressure to deform the trapped bubble; therefore, only
the shape oscillations can be induced directly. However, in
principle, the volume oscillation can be induced through
nonlinear coupling between the shape and volume oscilla-
tions. In light of these limitations associated with existing
techniques, we have developed an apparatus which employs
two separate acoustic waves to independently trap a bubble
at a node and drive it into volume and shape oscillations. In
this paper, we describe the apparatus and evaluate its basic
performances.

Volume and/or shape oscillations of gas or vapor
bubbles play a major role in phenomena occurring in nature
and in industrial processes. For example, part of ocean am-
bient noise originates from oscillating bubbles created by

natural processes. It is known that the efficiency of mass and
heat transports in industrial processes is enhanced by oscil-
lating bubbles in fluids. An improved understanding of the
fundamentals of bubble oscillations should contribute to bet-
ter predictions of natural phenomena and more precise con-
trol of industrial processes. An additional objective of this
study is to preliminary apply the present apparatus to verify
some theoretically predicted features of oscillating bubbles.
First, we consider the coupling between the volume and
shape modes, which occurs because the bubble dynamics are
intrinsically nonlinear. So far, this subject has mainly been
studied theoretically.5–8 Some of the predictions can be veri-
fied experimentally such as the existence of the two–one
resonant coupling and the threshold amplitude boundary for
near-resonant coupling. Next, the vapor bubble resonance,
which has unique features due to the interaction between
dynamic and thermal processes.9–12It has been predicted that
a vapor bubble has two resonant radii at the same frequency,
and that these radii are significantly smaller than the resonant
radius of gas bubbles at the same frequency.

I. EXPERIMENT

A. Apparatus

Figure 1 schematically depicts the apparatus. The cell is
a hollow cylindrical quartz tube whose outer diameter, wall
thickness, and length are 15, 1, and 73 mm, respectively. The
cell is approximately half-filled with water in which a bubble
is trapped. The bottom of the cell is directly cemented to the
hollow cylindrical transducer. This transducer is driven at
around 104 kHz to create an ultrasonic standing wave for
trapping a bubble at a node. The broadband audio speaker
placed above the cell is operable up to 10 kHz and is used for
driving the bubble into oscillations. The top section of the
cell is inserted into the loosely closed sound guide~cavity! of
the speaker without physically contacting it. The trappeda!Currently at the NASA Headquarters, Washington, D.C.
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bubble responds to the ambient gas pressure variation in the
cavity, and oscillates in either the volume or shape oscilla-
tion mode. For the vapor bubble trapping, the nichrome heat-
ers wound around the cell are used to raise the water tem-
perature which is measured by a thermocouple. A single air
bubble is introduced in the water with a hypodermic syringe,
and is trapped at a location between the two heaters, where
the vertical temperature gradient is minimal at elevated tem-
peratures. The content of the bubble is initially air but it
quickly become a mixture of air and saturated water vapor.
The trapped bubble is back illuminated by the strobe light
and its motion is monitored by the camera with a telescopic
lens. The images of the bubble are recorded at 30 frames per
second on videotape for later analysis.

B. Acoustic pressure estimation

We could not measure the ultrasound pressure because
of technical difficulties. The ultrasound pressure was much
higher than the driving acoustic pressure; however, the
bubble was trapped near a node of the ultrasonic standing
wave; therefore, the pressure variation at the bubble position
was expected to be small. The ultrasonic pressure could not
directly induce noticeable volume or low mode shape oscil-
lations because its frequency was too high. However, the
ultrasound pressure could sometimes produce the capillary
waves on the bubble surface.

The driving acoustic pressure generated by the audio
speaker was estimated at room temperature using a dummy
cell whose dimensions were exactly same as those of the
actual cell. The dummy cell was placed under the audio
speaker at exactly the same position as the actual cell and a
calibrated hydrophone was inserted into the water from the
bottom of the cell. There were two reasons to take this indi-
rect method to estimate the pressure. First, the hydrophone
could not be inserted into the water when a bubble was
trapped because its presence disturbed the stability of the
trapped bubble. Second, the magnitude of the driving audio
frequency pressure was significantly lower than that of the
ultrasonic pressure (;104 Pa) for bubble trapping, thus mak-
ing the measurement of the audio frequency pressure varia-
tions difficult, if not impossible. The driving pressure gener-
ated by the audio speaker was correlated to the preamplified

signal ~input voltage! which was fed to the speaker through
an amplifier.

C. Oscillation amplitude determination at the
threshold

The input voltage was directly correlated with the am-
plitude of the volume oscillation in the following manner:
We first measured the amplitude of the volume oscillation at
a predetermined input voltage, typically, 0.1 V. In some
cases, the shape oscillation was induced below 0.1 V, then a
reduced voltage was selected. Second, we gradually in-
creased the input voltage until the volume mode turned into
the a shape mode. Finally, the threshold amplitude was de-
termined by linearly extrapolating the value at 0.1 V to the
input voltage at the threshold.

D. Operation procedure

1. Mode coupling

Outgassed distilled water was first introduced into the
cell to a level about halfway to the top, then the ultrasonic
transducer was turned on. The frequency was selected at
around 104 kHz and then the water height was adjusted to
generate a standing wave in the water. An air bubble was
introduced in the water using a hypodermic syringe with a
thin-gauge needle. The mode of the standing wave was not
precisely known but bubbles could easily be trapped at sev-
eral locations. We chose one near the axial center of the cell
halfway to the surface. Once the bubble was stabilized, the
audio speaker was turned on to drive the bubble. When the
input voltage was low, the bubble was always driven in the
volume mode. The speaker was tuned to the frequency,f 0 ,
which approximately satisfiesf 052 f n , where f n was the
resonant frequency of the shape oscillation with the moden.
Then, the input voltage was gradually increased until the
volume mode turned into a shape mode to determine the
upper threshold value. Next, the input voltage was gradually
reduced until the shape mode turned back to the volume
mode to determine the lower threshold. The apparatus could
generate a variety of the shape oscillation modes by varying
the driving frequency. Some of them were simple and could
be assigned to low order resonant modes. However, the ma-
jority displayed complicated and periodically changing
shapes. We decided to study coupling between the volume
and the axisymmetricn53 shape oscillations.

2. Vapor bubble resonance

Outgassed distilled water was first introduced into the
cell to a level about halfway to the top. The heater was
turned on and the temperature rise was monitored by an im-
mersed thermocouple. Once the temperature reached a pre-
determined value, the ultrasonic transducer was turned on
and the water height was adjusted to generate a standing
wave in the water. Then, the thermocouple was withdrawn
from the water because its presence disturbed the stability of
the trapped bubble. A bubble was introduced in the water
with a hypodermic syringe. The content of the bubble was a

FIG. 1. Schematic diagram of experimental apparatus showing the key
parts.
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mixture of air and saturated water vapor~roughly, 50/50 at
80 °C!. The audio speaker was then turned on to drive the
bubble in the volume oscillation.

Two methods were employed to find evidence of the
vapor bubble resonance in acoustic pressure fields. First, we
measured the growth rate of vapor bubbles under the as-
sumption that the growth rate increased as the bubble reso-
nated because the growth rate was proportional to the oscil-
lation amplitude. In order to determine the growth rate as a
function of the bubble radius, we drove vapor bubbles at
constant input voltage but various frequencies between 2.6
and 2.8 kHz depending on the bubble size. The images of the
oscillating bubble are recorded on videotape. Second, we
directly measured the oscillation amplitude of bubbles as a
function of radius at constant input voltage and driving fre-
quency. For this measurement, the driving frequency was
fixed at 1682 Hz. The input voltage was initially set at low
value and gradually increased to a predetermined value, 0.1
V or just below the threshold value when the volume mode
turned into the shape mode at the input voltage below 0.1 V.
The images of the bubbles in the volume mode at the thresh-
old were recorded on videotape to determine the amplitude
in later analysis.

For comparison with the observed resonant frequency,
the theoretical resonant frequency,f n of the shape oscillation
with the mode,n, is calculated by

~2p f n!25~n21!~n11!~n12!
s

rR0
3

, ~1!

wheres is the surface tension,R0 is the equilibrium radius,
andr is the fluid density.

E. Image analysis procedure

The images of the oscillating bubbles taken under con-
tinuous back illumination were used to determine the growth
rate of the vapor bubbles. On the other hand, the images
taken under strobe illumination revealed the volume varia-
tion in a slow motion. These images were used to determine
the oscillation amplitude. For the measurements, the video
tapes were reviewed and the images of bubbles were cap-
tured at a certain time interval and transferred into a com-
puter using a commercially available software program. The
2-D image of the bubble was distorted into an oblate shape
by the curvature of the cell wall in addition to the actual

deformation due to the acoustic pressure. Because the actual
deformation was minimal and the vertical length was not
optically distorted, we determined the actual radius of the
bubble from the vertical bubble length and the known mag-
nification of the image. The sequential images allowed us to
determine either the growth rate or the maximum and mini-
mum radii from which we calculated the amplitude of the
volume oscillation. The possible errors due to the finite num-
ber of pixels of the camera were considered when the radius
was measured.

II. RESULTS

Figure 2 shows an example of the driving pressure as a
function of the input voltage at three driving frequencies.
This example shows that the pressure is a function of both
the input voltage and the driving frequency. It was noticed
that the magnitude of the pressure was sensitive to the posi-
tion of the water surface; therefore, the measurement was
repeated at different surface positions near the surface posi-
tion in the actual cell. It is found that the pressure always
linearly increased as the voltage increased independent from
the surface position. The offset from the origin seen in the
figure is due to a minimum input voltage which is required to
drive the audio speaker.

Figure 3 shows the driving pressure as a function of the
driving frequency when the input voltage is maintained at
0.1 V. The peak at around 2 kHz is due to the cavity reso-
nance which intensifies the driving pressure. The open
circles are the average of the five measurements. The error
bars represent the standard deviation,s. To estimate the
pressure in the actual cell at different input voltages, the

FIG. 2. The driving low frequency pressure as a function of the input volt-
age at three driving frequencies, determined with the dummy cell.

FIG. 3. The driving low frequency pressure as a function of the driving
frequency when the input voltage is maintained at 0.1 V.

FIG. 4. The correlation between the input voltage and the relative amplitude
for three different bubbles, driven at 1682 Hz.
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average value at 0.1 V at a corresponding frequency in Fig. 3
was selected and linearly interpolated~extrapolated! to the
different input voltages. We did not use the driving frequen-
cies near the resonant frequency in order to avoid large un-
certainties involved in the pressure estimation.

To establish the correlation between the input voltage
and the relative amplitude, the amplitude was measured at
several input voltages. Figure 4 shows the correlation for
three different bubbles driven at 1682 Hz at room tempera-
ture. As it is seen in the figure, the relative amplitude linearly
increases as the input voltage increases. The offset from the
origin is negligible. Although, for these three bubbles, the
linear coefficient happens to be roughly the same, it should
be different depending on the bubble radius, but the linear
correlation is expected to be valid at small amplitudes for
any size of bubbles.

Figure 5 shows the images of the oscillating gas bubble,
R050.6 nm, in the axisymmeticn53 mode driven at 1083
Hz. The observed resonant frequency is 542~51083/2! Hz.
The theoretical resonant frequency is calculated to be 580 Hz
using Eq.~1! with the surface tension taken to be 72 mN/m.
The bright spot near the center of the images is the highlight
created by the back illuminating light. The images represent
one cycle of the shape oscillation. Note that the images are
optically distorted in the horizontal direction due to the cur-
vature of the cell wall.

Figure 6 shows the amplitude variations of the bubble in
Fig. 5, oscillating in the volume mode at slightly below the
threshold and in the shape mode at slightly above the thresh-
old. The time is a reduced scale whose unit is approximately
1.231024 s. The relative amplitude of the volume mode is
defined as the actual amplitude divided byR0 . For the shape
mode, the relative amplitude is given by the vertical length
between the top edge and the center of the image divided by
R0 . The figure reveals a significant magnitude difference
between the two modes at a similar driving pressure, and the
resonant coupling condition,f 0>2 f 3 , being satisfied. A
hysteresis effect is observed in the transition between the

volume andn53 shape oscillations. As a result, the upper
and lower thresholds are slightly different and they are de-
termined to be 0.078 V and 0.070 V, respectively, in terms of
the input voltage for this particular bubble. The experimental
threshold pressure is estimated to be roughly 33102 Pa us-
ing the value in Fig. 3.

Figure 7 shows the stability boundary, amplitude versus
frequency, of gas bubble,R050.44 mm, which is driven into
the n53 shape oscillation with the two–one resonant cou-
pling condition. The observed resonant frequency is 900 Hz.
The theoretical resonant frequency is calculated to be 925 Hz
using Eq.~1! with the surface tension taken to be 72 mN/m.
The open circles represent the measured threshold values.
The straight lines are drawn to construct the boundary. The
threshold amplitude at the resonant frequency is approxi-
mately 1.2%.

Figure 8 is a collection of typical results of the measured
radius as a function of time for bubbles oscillating in differ-
ent modes. Bubblesa, b, and e are in the volume mode.
Bubblec is in the shape mode. Bubbled is in the stationary
condition. As it is seen in the figure, the growth rate of
bubbles in the stationary condition or undergoing shape os-
cillations is practically zero. On the other hand, the growth
rate of the bubbles in the volume mode is positive and de-
pends on the bubble radius. The growth rate appears to be
linear and is determined by a linear regression method.

Figure 9 shows the measured growth rate as a faction of
the bubble radius. For this presentation, the growth rates of
the bubbles driven at the frequencies between 2.7 and 2.8
kHz are selected. The 95% confidence interval of each mea-
sured growth rate is shown by the bars. As seen, the growth
rate seems showing two peaks at approximately 0.4 and 0.8
mm. The peaks may be attributed to increasing in the oscil-
lation amplitude around these radii.

Figure 10 summarizes the results of the amplitude mea-
surement for both vapor and air bubbles driven at 1682 Hz.
The figure shows the relative amplitude as a function of the
bubble radius when the input voltage is maintained at 0.1 V.

FIG. 5. Images of oscillating bubble in then53 axi-
symmetric shape mode. The images are optically dis-
torted due to the curvature of the cell. The spot near the
center of the images is the highlight created by the il-
luminating light.

FIG. 6. The amplitude variation of bubble (R050.6 mm) oscillating in the
volume andn53 shape modes, driven at 1083 Hz. The calculated resonant
frequency is 580 Hz.

FIG. 7. The stability boundary, amplitude versus frequency, of the volume
mode for the bubble (R050.44 mm) driven into then53 shape mode. The
calculated resonant frequency is 925 Hz.
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The open circles represent the vapor bubbles at 80 °C. The
solid circles represent the air bubbles at room temperature. It
should be noted that for some vapor bubbles, the volume
mode could not be maintained at 0.1 V because it turned into
the shape mode. In that case, the amplitude was determined
at a reduced input voltage. Then the amplitude was extrapo-
lated to that of 0.1 V assuming the linear correlation. This
correction is reflected in the large error bars of some data.
Relatively large scattering of the vapor bubble data is par-
tially due to the spatial instability caused by fluid convection
around the bubble. As seen in the figure, the amplitude of the
air bubbles is relatively constant throughout the measured
size range. On the other hand, the amplitude of the vapor
bubble shows the peak centered at 0.7 mm, which can be
attributed to resonance.

III. DISCUSSION AND SUMMARY

We have developed a two-frequency acoustic apparatus
which traps a bubble in a liquid host with a fixed frequency
ultrasonic standing wave, and drives the bubble into oscilla-
tions with a variable low frequency sound wave. In order to
demonstrate its capability, the apparatus is used to verify
some theoretically predicted features associated with the
resonant oscillations of gas and vapor bubbles. The appara-
tus, or more precisely the diagnostic technique, will undergo
improvements to reduce experimental uncertainties. The
dummy cell technique produced a wide range scattering of
the acoustic pressures~see Fig. 3!. This wide range scattering
is partially due to the resonance of the cavity of the speaker,
which is not always reproducible. We discarded the data
which showed no resonance. For this reason, we presented
the acoustic pressure values simply as an estimate of order of
magnitude in this paper. An improvement of this technique is
necessary for a more reliable estimation. The current imag-
ing technique employs a standard video camera which has
limited spatial and temporal~30 frame/s! resolutions. The
implementation of a high speed camera or a laser scattering
method for sizing the bubbles will allow us to perform better
quantitative analysis.

We studied the so-called two–one near resonant cou-
pling between the volume and then53 shape oscillations of
the air bubbles. Feng and Leal7,8 theoretically studied the
two–one resonant coupling using a phase-space analysis

technique. They showed that the stability boundary of the
volume oscillation formed a wedge centered at the frequency
twice of the resonant frequency of then53 shape oscilla-
tion. The present result shows that the stability boundary
forms a similar wedge, in agreement with their prediction. At
this moment, it is not possible to verify other theoretical
predictions such as the threshold and wedge angle which are
functions of the bubble size and the mode of the shape os-
cillation. A more detailed study will be presented
elsewhere.13 The difference between the observed and calcu-
lated resonant frequencies is partially due to the frequency
shift caused by the drop deformation. One may doubt the
present comparison because the ultrasound pressure for trap-
ping the bubble is much higher than the driving pressure and
may affect the threshold value. In fact, on some occasions,
high frequency capillary waves were visible on the bubble
surface even when the low frequency driving pressure was
not present. Although these surface disturbances generally
tend to induce shape oscillations, it is not obvious how the
capillary waves interact with the volume oscillation in the
present experiment. Ultimately, this question can be an-
swered if the experiment is performed under negligible ultra-
sonic pressure, which can be realized in a microgravity en-
vironment.

We drove vapor bubbles into volume oscillation to study
resonance. First, we measured the growth rate of the oscil-
lating vapor bubbles and found two peaks on the plot of the
growth rate versus radius~Fig. 9!. These peaks are inter-
preted as the result of the harmonic~peak at;0.4 mm! and
subharmonic~;0.8 mm! radial responses. However, this re-

FIG. 8. The measured radius as a function of time for bubbles oscillating in
different modes. The growth rate, driving frequency, and the oscillation
mode of individual bubble are~a! 8.331025 mm/s, 2.63 kHz, volume,~b!
4.631024, 2.74, volume,~c! 0, 2.71, shape,~d! no driving pressure, and~e!
1.831024, 2.69, volume.

FIG. 9. The measured growth rate as a function of the bubble radius for the
bubbles driven at the frequencies between 2.7 and 2.8 kHz are selected. The
95% confidence interval of each measured growth rate is shown by the bars.

FIG. 10. The relative amplitudes as a function of the bubble radius for air
and vapor bubbles, driven at 1682 Hz when the input voltage is maintained
at 0.1 V.
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sult is based on the assumption of the growth rate being
proportional to the oscillation amplitude. In order to avoid
ambiguity related to the assumption, we employed the sec-
ond approach which directly measured the amplitude of the
volume oscillation. The result clearly shows a peak in the
amplitude, which suggests a resonant response~Fig. 10!. In
order to exclude the possibility that the peak was caused by
the apparatus characteristics, we also measured the oscilla-
tion amplitude of air bubbles under the same conditions ex-
cept that the water was at room temperature. As it is seen in
the figure, the air bubbles do not show the peak. Hao and
Prosperetti12 carried out a numerical study of vapor bubble
resonance to examine the predictions of earlier analytical
studies, such as the existence of two resonant radii. A rel-
evant result of their study for comparison with the present
result is the larger resonant radius of vapor bubble at 80 °C.
They predict that the resonant radius of vapor bubble at
80 °C is 0.7 mm when the bubble is driven at around 1680
Hz. This prediction agrees with the present result which
shows that the amplitude of the volume oscillation has the
peak centered at 0.7 mm when the vapor bubbles are driven
at 1682 Hz. The resonance is relatively weak~small peak
height!, which is probably due to the significant presence of
the noncondensable gas~air! in the vapor bubbles. The rea-
son why some of the vapor bubbles whose radii are close to
0.7 mm do not resonate is not known, but we suspect the
presence of the ultrasonic pressure field which is much stron-
ger than the driving pressure field. The dynamic response of
the vapor bubble near the smaller resonant radius~,0.1 mm!
could not be tested because the minimum radius of bubbles
which could be studied with the present apparatus was ap-
proximately 0.2 mm.
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Modeling the ultrasound generated by a laser source is critical for using noncontact laser-generated
ultrasonic systems for the characterization of material properties. In this work, a laser line source
was modeled and verified experimentally by measuring the ultrasonic shear wave signal generated
in aluminum with a broadband laser generation/electromagnetic acoustic transducer
~EMAT!-detection system. Results of calculations and experiments show that the amplitude
directivity of a laser line source is identical to that of a point source in the plane perpendicular to
the line axis while the temporal dependence differs. ©2000 Acoustical Society of America.
@S0001-4966~00!02403-6#

PACS numbers: 43.35.Zc@HEB#

INTRODUCTION

The generation of ultrasound in metals by pulsed laser
irradiation has allowed noncontact methods to be developed
for the investigation of material properties.1,2 An understand-
ing of the generation mechanisms and resulting wave field
propagation is critical in interpretation of results, particularly
for nondestructive characterization of materials. Ultrasound
generated by a pulsed laser source can occur by various
mechanisms including the photothermoelastic effect, which
does not damage the surface.3 Generally, a point source has
been used for most practical applications.4,5 In certain cases,
it is advantageous to use a laser line source rather than a
point; for example, to enhance the wave directivity. In addi-
tion, the description of a laser line source is simplified since
the system model is two dimensional, thus eliminating some
associated mathematical complexity. Examples of applica-
tions which fall into this category are the study of ultrasonic
diffraction at a crack6,7 and modeling of seismic wave
fields.8

Two models for thermoelastically induced stress have
been used previously to represent a laser line source. The
first model, consisting of a single-sided stress, was used by
Hutchinset al.9 to produce longitudinal and shear directivity
patterns at the wave front. This model derives from examin-
ing the action of a single-sided mechanical radiator on a free
surface.10 Mourad et al.11 modeled a laser line source as a
cylindrical shear stress dipole. While directivity patterns
were not calculated, waveforms were predicted for two
angles, 0°~on epicenter! and 50°, which matched reasonably
well with experimentally obtained signals.

In this work, the displacements generated by a laser line
source are calculated using the shear-stress dipole model.
The in-plane results are assessed by measuring the shear
wave amplitude directivity pattern in an aluminum half-
cylinder as detected by an electromagnetic acoustic trans-
ducer ~EMAT!. An EMAT detector, which is sensitive to
velocity, was chosen over a contact transducer or an optical
detector for practical reasons. An EMAT does not require
extensive surface preparation for efficient detection as does

an interferometer. In addition, an EMAT can be used at rela-
tively high temperatures, without sacrificing sensitivity.
Other advantages include flexibility in coil design to allow
either narrow-band or broadband detection. In this work, a
broadband coil design was used in anticipation of signal fre-
quency analysis. The signal bandwidth was measured to be
about 10 MHz.

This work concentrates on in-plane shear waves for two
reasons. First, in the thermoelastic regime, a laser source
allots more energy to the shear wave than the longitudinal
wave.4 This means that thermoelastically generated shear
waves have greater amplitude than longitudinal waves. Sec-
ond, as will be shown, the shear directivity pattern has a
sharp peak in amplitude at a well-defined angle. In contrast,
the longitudinal directivity peak is very broad. Thus the
sharp peak in shear amplitude and its localization make it
more desirable for use in flaw detection systems.

I. THEORY: ULTRASONIC GENERATION WITH A
LASER LINE IN METALS

Generation of ultrasound in a bulk metal using a laser
line source can be modeled using techniques developed for
Lamb’s problem for a transient line load on a half-space.12

Under certain conditions, absorption of a laser pulse at the
surface of an opaque sample creates a thermoelastic stress in
the material. Representation of the thermoelastic stresses on
the surface comes from the geometric considerations of the
direction of thermally induced stresses on the surface and the
shape of the laser pulse. For this work, a simplified model is
used that assumes no thermal conduction or optical penetra-
tion below the surface of the sample. For practical applica-
tions, these effects are small and apply primarily to the gen-
eration of the longitudinal ultrasonic wave.5,13 Since this
work is concerned with the generation of shear waves, these
effects can be neglected.

It has been shown that a spherical source includes a
volume expansion that is equivalent to three mutually per-
pendicular dipoles.14 The volume expansion results from
thermal expansion of the material due to the localized heat-
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ing. The effect of the surface is to reduce the volume expan-
sion to two mutually perpendicular dipoles in the plane of
the surface. This representation forms the basis for the sur-
face center of expansion model for a laser point source.4 A
line source may be represented as a series of point sources,
thus in a similar way, we can define a surface line of expan-
sion represented by two equal and opposite stresses perpen-
dicular to the line direction, as shown in Fig. 1. Summing the
dipoles parallel to the line axis gives a net stress equal to
zero in that direction. The remaining stresses are mathemati-
cally equivalent to the derivative of a delta function in the
spatial variablex, d8(x), the shear stress dipole perpendicu-
lar to the line axis on the surface.

The time dependence of the laser pulse, or pulse shape,
can be represented by a range of functions characterized by a
rise time and a pulse duration.15 Typical pulse durations for a
Q-switched laser pulse are usually in the range of 10 to 50
ns. Considering the arrival time of an ultrasonic pulse in a
large specimen, for example 25-mm thick, the pulse duration
is relatively small. On this scale, the pulse shape can be
represented instead by a delta function in time,d(t). In fact,
assuming no heat conduction or dissipation of any kind in-
side the absorbing material, the resulting ultrasonic source
has a temporal dependence that can be modeled as a Heavi-
side step function in time,H(t).

Since a line source is infinite in a given direction, the
overall coordinate system can be reduced to two dimensions.
Assuming that the surface of the half-space on which laser
excitation occurs is specified by the planey50, and the sur-
face normal is specified as they-direction, the long dimen-
sion of the line source can be made parallel to thez-direction,
as is shown in Fig. 2. The stress boundary conditions on the
surface are

ty50, ~1a!

txy52Ad8~x!H~ t !, ~1b!

whereA is a constant amplitude factor related to the pulse
energy and the thermal and elastic properties of the material.
The initial conditions are homogeneous.

To calculate displacements associated with the given
boundary conditions, it is convenient to use a Helmholtz rep-
resentation for the displacements,

u5
]f

]x
1

]c

]y
, ~2a!

v5
]f

]y
2

]c

]x
, ~2b!

whereu and v are the displacements in thex and y direc-
tions. In ~2!, f andc represent the scalar and vector Helm-
holtz potentials, respectively. As such, bothf andc satisfy
the two-dimensional wave equations

]2f

]x2 1
]2f

]y2 5sL
2f̈, ~3a!

]2c

]x2 1
]2c

]y2 5sT
2c̈, ~3b!

wheresL andsT are the slownesses defined by the reciprocal
of the wave speeds,cL andcT .

The relevant stresses in terms of the potentials are given
by

ty5lS ]2f

]x2 1
]2f

]y2 D12mS ]2f

]y2 2
]2c

]x]yD , ~4a!

txy5mS 2
]2f

]x]y
2

]2c

]x2 1
]2c

]y2 D . ~4b!

Solutions to Eqs.~3a! and ~3b!, subject to the conditions
given in ~1!, can be found using Laplace methods. Equations
for the initial and boundary conditions are transformed using
a single-sided Laplace transformation int followed by a
double-sided Laplace transform inx. This development
largely follows that of Achenbach.12 Only the pertinent equa-
tions will be described here.

Using the transforms of Eqs.~1!, ~3!, and~4!, solutions
for the transformed potentials become

fC 5
A

mp2

2h2gT

R~h!
e2pgLy, ~5a!

cC 52
A

mp2

h~sT
222h2!

R~h!
e2pgTy, ~5b!

where

R~h!54gLgTh21~sT
222h2!2, ~6!

which is the Rayleigh function, and

FIG. 1. Absorption of the laser energy from the line source creates a shear
stress dipole at the surface.

FIG. 2. The long dimension of the laser line is aligned with thez-direction,
reducing the mathematical problem to a two-dimensional problem inx
andy.
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gL5~sL
22h2!1/2, ~7a!

gT5~sT
22h2!1/2. ~7b!

Equation~6! has two roots at6sR at the Rayleigh slowness,
or the reciprocal of the Rayleigh wave speed,cR . The pa-
rametersp and h are the transform variables int and x,
respectively.

The wave potentials are now substituted into the trans-
forms of Eqs.~2a! and ~b! so that

uC5
A

mp F2h3gT

R~h!
e2pgLy1

hgT~sT
222h2!

R~h!
e2pgTyG , ~8a!

vC5
A

mp F2
2h2gLgT

R~h!
e2pgLy1

h2~sT
222h2!

R~h!
e2pgTyG .

~8b!

These equations represent the transforms of the displace-
ments in thex andy directions. To express these solutions in
direct space and time, the Cagniard–de Hoop method is
used. The inverse double-sided Laplace transform inh is
written as follows:

ū5
A

m

1

2p i F EhL2 i`

hL1 i`S 2h3gT

R~h! De2p~gLy2hx!dh

1E
hT2 i`

hT1 i`S hgT~sT
222h2!

R~h!
De2p~hTy2hx!dhG , ~9a!

v̄5
A

m

1

2p i F EhL2 i`

hL1 i`S 2hgLgT

R~h! De2p~gLy2hx!dh

1E
hT2 i`

hT1 i`S h2~sT
222h2

R~h!
De2p~hTy2hx!dhG . ~9b!

The first term in each integral in Eqs.~9a! and~b! represents
the displacements in thex andy directions due to the longi-
tudinal wave. The second term represents the displacements
due to the shear wave.

In order to facilitate the second integration inp, the in-
tegration path is deformed so that for the first integral in~9a!
and ~b!,

hL52
t

r
cosu6 i sinuS t2

r 22sL
2D 1/2

~10a!

and for the second term,

hT52
t

r
cosu6 i sinuS t2

r 22sT
2D 1/2

, ~10b!

where the following substitutions were made forx andy:

x5r cosu and y5r sinu,

whereu is the observation angle, andr is the distance from
the source to the observation point.

For the integration in the complexh-plane, shown in
Fig. 3, the branch points between6sL and 6sT must be
considered. These singularities lie on the real axis. The inte-
gration path for the longitudinal branch remains between
6sL on the real axis so that no poles or branch cuts need be

considered in the integration as shown in Fig. 3~a!. The final
inversion for the first integral in Eqs.~9a! and ~9b! gives

uL5
A

mp
ImH F2h3gT

R~h! G
h5hL1

]hL1

]t J H~ t2sLr !, ~11a!

vL52
A

mp
ImH F2h2gLgT

R~h! G
h5hT1

]hT1

]t J H~ t2sTr !,

~11b!

whereuL andvL represent the displacements in thex andy
directions due to the arrival of the longitudinal wave.

For the second integral in Eqs.~9a! and~9b!, the point at
which the integration path,hT , crosses the real axis must be
examined more closely. If cosu,sL /sT , then the integration
path for the shear branch will not cross the branch cut be-
tween2sT and2sL , thus

uT52
A

mp
ImH FhgT~sT

222h2!

R~h!
G

h5hT1

]hT1

]t J
3H~ t2str !, ~12a!

vT52
A

mp
ImH Fh2~sT

222h2!

R~h!
G

h5hT1

]hT1

]t J
3H~ t2str !. ~12b!

FIG. 3. Cagniard integration paths for~a! the longitudinal branch and~b! the
shear branch, including the contribution from the head.
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If, however, cosu.sL /sT , then the path must be integrated
around the branch cut between2sT cosu and 2sL which
will add another term to the shear branch. This path, shown
in Fig. 3~b!, which represents the head wave, is integrated for
tTL,t,sTr , wheretTL is defined by

tTL5sL cosu1r sinu~sT
22sL

2!1/2. ~13!

Using the same methods, the displacement equations for the
head wave are given by

uTL5
A

mp
ImH FhgT~sT

222h2!

R~h!
G

h5hTL

]hTL

]t J
3@H~ t2tTL!2H~ t2sTr !#, ~14a!

vTL5
A

mp
ImH Fh2~sT

222h2!

R~h!
G

h5hTL

]hTL

]t J
3@H~ t2tTL!2H~ t2sTr !#. ~14b!

Note that the integration path in the complex plane will
never cross the real axis ath,2sT so that the pole at2sR

need not be considered sincesR,sT . This means that the
contribution from the Rayleigh wave will not be included in
the solution and must be calculated separately. Thus the
complete solutions for the displacements, not including the
contributions from the Rayleigh wave, can be expressed as

u5uL1uTL1uT , ~15a!

v5vL1vTL1vT , ~15b!

whereuL , vL , uT , andvT are given by Eqs.~11! and ~12!.
Using the method of wave front expansions,4 directivity

patterns for the shear and longitudinal waves can be shown
which vary in magnitude according to the observation angle.
These expressions are found by allowingt→sLr 1 for uL

and vL , and t→sTr 1 for uT and vT . At t5sLr and t
5sTr , the wave front amplitude appears as a singularity.
However, allowingt to approachsLr and sTr gives a mea-
sure of the wave front amplitudes. Substitution fort in these
expressions gives the following coefficients for the directiv-
ity patterns. For the longitudinal wave,

AL}
sT

3 cosu sin 2u~sT
22sL

2 cos2 u!1/2

4sL
3 cos2 u sinu~sT

22sL
2 cos2 u!1/21~sT

222sL
2 cos2 u!2 ,

~16!

and for the shear wave,

AT}
2sT

4 cos 2u sin 2u

sT
4~122 cos2 u!214sT

3 cos2 u sinu~sL
22sT

2 cos2 u!1/2,

~17!

using

AL5uL cosu1vL sinu,

AT52uT sinu1vT cosu,

which come from the relationship between the particle mo-
tion and the propagation direction of the wave mode. The
amplitude directivity patterns are shown in Fig. 4. Note that
if the line source is described as a series of point sources,
there will be a small epicentral displacement resulting from

the angular directivity of each summed point. However,
these displacements will arrive at a later time and are ac-
counted for in the temporal dependence of the wave front.
Thus they are not a factor in the amplitude directivities at the
wave front.

Comparison of Eqs.~16! and ~17! with those presented
by Rose4 show that both the longitudinal and the shear di-
rectivities for a line source are exactly the same as those for
a point source. The only difference between Eqs.~16! and
~17! and the results given by Rose is in the definition of the
propagation angle. Rose defines the angle from the surface
normal, rather than from the surface. Comparing~16! and
~17! to other line source models, Scruby and Drain2 state that
a single-frequency aperture function can be used to multiply
the point source models to produce a line source directivity.
They acknowledge that the longitudinal line source directiv-
ity should resemble that for a point source as shown by
Hutchins et al.9 However, unlike a point source, the shear
directivity given for a line source by Hutchinset al. contains
a significant amplitude in the epicentral direction, a result of
using a single-sided shear stress model at the surface.

II. EXPERIMENTS

A pulsed laser line source was used to generate an ul-
trasonic wave field in an aluminum half-cylinder (r
540 mm) in order to validate the results of the modeling.
The ultrasonic energy was detected around the circumference
of the half-cylinder using a broadband EMAT sensitive to
shear waves. The experimental setup is illustrated in Fig. 5.
The laser used to generate the ultrasound was aQ-switched,
pulsed Nd:YAG~1.064mm!. The laser beam was expanded
with a planoconcave spherical lens followed by a double

FIG. 4. ~a! Longitudinal and~b! shear directivity patterns for a laser line
source.
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convex lens, and focused to a line with a cylindrical lens
onto the center of the flat face of the aluminum half-cylinder.
The laser line was approximately 80 mm long, and 250mm
wide. Pulse duration was approximately 20 ns. The energy
incident on the surface of the aluminum was approximately 1
mJ or less. The EMAT footprint measured 25.4 by 3 mm
with the long dimension of the EMAT oriented along the
long dimension of the laser line. The differential signal re-
ceived from the EMAT was sent through a series of pream-
plifiers before being recorded by a digital oscilloscope. The
signals were transferred using LabView software to a com-
puter for storage and analysis. Time trace signals were re-
corded from 0 to 90° along the circumference of the cylinder
at 0.5° intervals.

III. RESULTS AND DISCUSSION

Several important features appear in both the calculated
and measured shear directivity patterns, shown in Fig. 6. The
first feature is the peak in amplitude at 30°. The second is the
minimal energy detected at 0°. In the calculated pattern, Fig.
6~a!, no energy is predicted to propagate on the epicenter and
very little is measured as shown in Fig. 6~b!. This is convinc-
ing evidence that a laser line can be modeled as a shear stress
dipole. The model used by Hutchinset al.,9 shown in Fig.
6~c!, predicts that a significant amount of laser energy propa-
gates in the epicentral direction. However, as shown by the
measured results, a single-sided shear stress model does not
correctly predict the directivity. In fact, Jilek and Ceverny8

calculated the directivity patterns for both radiating and
single-sided horizontal point forces. The directivity patterns
for the single-sided horizontal point force are identical to
those for the line source directivities presented by Hutchins
et al.9

Note, however, that in the measured pattern, Fig. 6~b!, a
significant amount of laser energy is measured at angles
greater than 30°. It would appear that the amplitude directiv-
ity at 30° is not as sharp when compared to the calculated
pattern. This apparent widening may be explained by two
related factors, the footprint size of the coil in the EMAT
detector and the subsequent detection of the head wave. At

the wave front, the contribution of the head wave should not
be significant. In reality, at the critical angle,uc

5cos21(cL /cT), and at angles near the critical angle, the head
wave is difficult to separate from the shear wave in time.
Several features of the EMAT allow the head wave to be
detected. The first is the finite width of the sensing coil. The
coil itself spans approximately 2°. The error is further com-
pounded by the ability of an EMAT to tolerate a small liftoff
from the surface, i.e., the face of the EMAT does not actually
need to be in contact with the surface to sense the ultrasonic
signal. Because the surface of the EMAT is flat relative to
the curve of the half-cylinder, the EMAT can detect energy
on either side of the detector contact point. Near the critical

FIG. 5. Experimental setup for measuring line source directivity with an
EMAT receiver.

FIG. 6. ~a! Calculated shear directivity pattern.~b! Measured shear direc-
tivity pattern.~c! Shear directivity as calculated by Hutchinset al. ~Ref. 9!.
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angle, the head wave follows just behind the shear wave.
Thus at certain angles, the EMAT is unable to separate the
shear wave arrival from the head wave. Figure 7 shows a
comparison of calculated and measured waveforms that illus-
trate the effect of the head wave at angles close touc for
aluminum (uc530°). The calculated signal at 35° clearly
shows the head wave arrival just ahead of the bulk shear
wave arrival. The signal content of the measured waveforms
is lower than the calculated waveforms because of the limit
in bandwidth sensitivity of the EMAT detector. The diffi-
culty in separating the head wave arrival from the bulk shear
wave arrival, combined with the limited bandwidth sensitiv-
ity of the EMAT, means that in practicality, the head wave
may be confused for the bulk shear wave as seen in the
measured waveform at 35°.

Consideration of the size of the detector and the role it
plays in the shape of the received signal may explain the
experimental results reported by Hutchinset al. If the foot-
print of the receiver spans a degree or more, the measured
amplitude can only be considered an average over the foot-
print area. It is likely that the earlier reported results coinci-
dentally matched the calculated directivity since the detector
behaved as an area receiver rather than as a point receiver.
Thus it is critical to determine the necessary resolution of the
measurement in relation to the size of the detector. Footprint
size must be considered carefully.

IV. CONCLUSIONS

As shown by the calculations in Sec. I and confirmed by
the experimental results, the shear directivity of a line source

can be modeled by a shear stress dipole. In addition, in two
dimensions, the amplitude directivity pattern produced by a
laser line source is identical to that produced by a point
source. These results were validated by shear wave experi-
ments in an aluminum half-cylinder. However, the temporal
dependence of the wave front arrival of the line source dif-
fers from that of the point source. For a point source, as
shown by Rose,4 the shape of the wave front can be de-
scribed by a delta function in time. Using the same wave
front expansion method, the shape of the wave front for a
line source is represented by a reciprocal square root singu-
larity. Thus the amplitude directivities for a point source and
a line source are the same; however, the shapes of the re-
spective waveforms in time will be different.
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The transfer matrix method is introduced into the analysis of ultrasonic flexural solid horns. The
frequency and magnification equations of a horn are derived by using the transfer matrix method.
Analyzed are the characteristics of three types of circular cross-section horns: exponent, cone, and
catenary. The results are partly verified experimently. ©2000 Acoustical Society of America.
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INTRODUCTION

High power ultrasonic techniques, such as ultrasonic
cleaning, ultrasonic welding, ultrasonic cutting, and ultra-
sonic motors, are all based on the ultrasonic vibration
system—the key part of any ultrasonic equipment. Ultra-
sonic solid horns, also called ultrasonic concentrators, are
very important in the vibration system of high intensity ul-
trasonic equipment. The horns act either as amplifiers, which
magnify vibration displacement or vibration velocity, or as
concentrators, which concentrate the ultrasonic energy onto a
small area. The ultrasonic longitudinal vibration horns have
been studied intensively and extensively. The results also
apply to ultrasonic torsional horns as the modeling equation
of torsional vibration of horns is of the same form as that of
the longitudinal vibration of horns. However, there are very
few studies on ultrasonic flexural vibration of horns.

In the range of ultrasonic frequency, the effects of rotary
inertia and shear deformation become very evident; the er-
rors are unacceptably large according to Bernoulli–Euler
theory. Therefore Timoshenko theory must be used.1 Based
on Timoshenko theory, Yuji Watanabe and Eiji Mori2 ana-
lyzed the step-type ultrasonic flexural horn. But no study was
made on other types of ultrasonic flexural horns. The main
reason is that the analytical solution is difficult to find for a
flexural vibration rod with arbitrary vari-cross-section. Thus
numerical and approximate methods, such as the finite ele-
ment method and Rayleigh–Ritz method, are used for ana-
lyzing nonuniform beams in engineering mechanics.

By dividing a nonuniform beam into a number of uni-
form element beams, Williams and Banerjee3 analyzed non-
uniform beams for natural frequency. In light of this idea, the
transfer matrix method is introduced into the vibration analy-
sis of ultrasonic flexural solid horn. Further, the characteris-
tics of several types such as exponential, conic, and catenary
of circular-cross-section horns, are analyzed. This study pre-
sents the theoretical fundamental for the application of ultra-
sonic flexural solid horns.

I. METHOD

Consider a beam of lengthl, having a uniform cross-
section. Let theX coordinate measure positions along the

beam, and theY coordinate the transverse displacements of
the beam from its normal configuration. According to the
Timoshenko theory, the transverse displacementVb due to
bending and the transverse displacementVs due to shear of a
uniform beam can be expressed as4,1

Vb5C1chn1X1D1shn1X1C2 cosn2X1D2 sinn2X, ~1!

Vs5F1@C1chn1X1D1shn1X#

1F2@C2 cosn2X1D2 sinn2X#, ~2!

where

F15

v2

Co2 1n1
2

Cs
2C

, F25

2
v2

Co2 1n2
2

Cs
2C

.

n15vMA211NA11a2/v2,

n25vMA11NA11a2/v2,

C5
A0r

EI
, a52 ACY S 1

CS
22

1

C0
2D ,

M5
1

A2
A 1

Cs
21

1

Co2 ,

N5
C0

22Cs
2

C0
21Cs

2 , Co5AE

r
, CS5AK8G

r
,

and E is the Young’s modulus,G the shear modulus,r the
mass density,I the moment of inertia of the cross-section,A0

the cross-sectional area, andK8 the shear coefficients.
The effect of distorting the beam is to produce bending

moments and shear forces in the beam. LetY, C, M, andF
denote the total transverse displacement, the rotational angle,
the bending moment, and the shear force, respectively
~Fig. 1!. Because Y5Vb1Vs , C5]Vb /]X, M
5EI(]2Vb /]X2), and F52K8A0G(]Vs /]X), from Eqs.~1!
and~2!, the vibration parameters of the beam can be written
in the following form:

Y5~11F1!C1chn1X1~11F1!D1shn1X

1~11F2!C2 cosn2X1~11f2!D2 sinn2X, ~3!

a!Corresponding address: Dept. of Research and Development, Shenzhen
Polytechnic, Shenzen 518055, Guangdong Province, P.R. China, electronic
mail: zhougp@szpt.edu.cn
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C5C1n1shn1X1D1n1chn1X2C2n2 sinn2X

1D2n2 cosn2X, ~4!

M5EI@C1n1
2chn1X1D1n1

2shn1X2C2n2
2 cosn2X

2D2n2
2 sinn2X#, ~5!

F52K8A0G@F1~C1n1shn1X1D1n1chn1X!

1F2~2C2n2 sinn2X1D2n2 cosn2X!#. ~6!

Let Y1 , C1 , M1 , F1 andY2 , C2 , M2 , F2 denote, respec-
tively, the vibration parameters at the left end and the right
end of the beam, from Eqs.~3! to ~6!, the following equa-
tions hold:

Y15a11Y21a12C21a13M21a14F2 ,

C15a21Y21a22C21a23M21a24F2 ,
~7!

M15a31Y21a32C21a33M21a34F2 ,

F15a41Y21a42C21a43M21a44F2 ,

where

a115
~11F1!n2

2chn111~11F2!n1
2 cosn2l

n1
2~11F2!1n2

2~11F1!
,

a125
n1F1~11F2!sinn2l 2n2F2~11F1!shn1l

n1n2~F22F1!
,

a135
~11F1!~11F2!~chn1l 2cosn2l !

EI@n1
2~11F2!1n2

2~11F1!#
,

a145
~11F2!n1 sinn2l 1~11F1!n2shn1l

K8A0Gn1n2~F22F1!
,

a215
n2n1

2 sinn2l 2n1n2
2shn1l

n1
2~11F2!1n2

2~11F1!
,

a225
F2chn1l 2F1 cosn2l

F22F1
,

a235
2n1~11F2!shn1l 2n2~11F1!sinn2l

EI@n1
2~11F2!1n2

2~11F1!#
,

a245
chn1l 2cosn2l

K8A0G~F22F1!
,

~8!

a315
EIn1

2n2
2~chn1l 2cosn2l !

n1
2~11F2!1n2

2~11F1!
,

a325
2EI~F2n1shn1l 1F1n2 sinn2l !

F22F1
,

a335
n1

2~11F2!chn1l 1n2
2~11F1!cosn2l

n1
2~11F2!1n2

2~11F1!
,

a345
2EI~n1shn1l 1n2 sinn2l !

K8A0G~F22F1!
,

a415
K8A0G@n2

2n1F1shn1l 2n1
2n2F2 sinn2l #

n1
2~11F2!1n2

2~11F1!
,

a425
K8A0G~cosn2l 2chn1l !F1F2

F22F1
,

a435
K8A0G@n1F1~11F2!shn1l 1n2F2~11F1!sinn2l #

EI@n1
2~11F2!1n2

2~11F1!#
,

a445
F2 cosn2l 1F1chn1l

F22F1
.

The matrix form of Eq.~7! is

F Y1

C1

M1

F1

G5F a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

GF Y2

C2

M2

F2

G , ~9!

where @ai j # is a 434 matrix which is dependent on the
material, the sizes, and the frequency of the beam.

A ultrasonic solid horn shown in Fig. 2 can be divided
into n uniform element beams.3 Let Yi , C i , Mi , Fi and
Yi 11 , C i 11 , Mi 11 , Fi 11 denote, respectively, the vibration
parameters at the left end and the right end of thei th element
beam. Then the vibration parameters satisfy the following
equation:

F Yi

C i

M i

Fi

G5F a11
i a12

i a13
i a14

i

a21
i a22

i a23
i a24

i

a31
i a32

i a33
i a34

i

a41
i a42

i a43
i a44

i

GF Yi 11

C i 11

Mi 11

Fi 11

G , ~10!

where@ai j
i # is the matrix ofi th element beam. Because of the

continuity of displacement and rotational angle and the equi-
librium of moment and shear force at the conjunction posi-
tion of any two adjacent element beams, it leads to

FIG. 1. Bending moment and shear force in a beam.

FIG. 2. Ultrasonic solid horn.
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F Y1

C1

M1

F1

G5FA11 A12 A13 A14

A21 A22 A23 A24

A31 A32 A33 A34

A41 A42 A43 A44

GF Yn11

Cn11

Mn11

Fn11

G , ~11!

where @Ai j # is the gross matrix of the horn. It equals the
product of the n element matrices, i.e.,@A#5@a1#
3@a2#¯@an#.

For a free–free ultrasonic solid horn, substituting
Mn115Fn115M15F150 into Eq.~11! leads to

UA31 A32

A41 A42
U5A31A422A41A3250, ~12!

which is the frequency equation of a ultrasonic flexural solid
horn.

The magnification of the horn is defined as

M p5UYn11

Y1
U.

From Eqs.~11! and ~12!, the magnificationM p can be
written as

M p5U A32

A11A322A12A31
U. ~13!

Based on the above method, the following results on
vibration analysis concerning the exponential, conic, and cat-
enary flexural solid horns are gained.

II. VIBRATION ANALYSIS ON FLEXURAL SOLID
HORNS

Accompanying the application of the ultrasonic longitu-
dinal vibration system, many types of solid horns have been
exploited to meet different engineering demands. Among
them, the simplest and most conventional ones are the expo-
nential, conic, catenary, and step types. The step-type solid
horn was treated in Ref. 2. The aim of this paper is to ana-
lyze the resonance characteristics and magnification of the
other three types of flexural solid horns, i.e., exponential,
conic, and catenary types.

In this study, it is assumed that the ratio of the maximum
diameter to the length of the horn is less than or equal to 1
for the first and the second mode, and that the ratio is less
than or equal to 0.5 for the third and the fourth mode. Such
a limitation is to assure the validity of Timoshenko theory.
Fortunately, most engineering applications conform to this
limitation.

The numerical computation method is employed and 45#

carbon steel is taken for samples in the study. The materials
parameters are as follows:E5210 GPa, G580 GPa, r
57.83103 kg/m3.

A. Resonant characteristics of the horns

Based on Eq.~12!, the relations between the resonant
frequency and the size parameters of the horns are analyzed.
The size parameters of a horn are the diameter of the large
endD1 , the diameter of the small endD2 , and the lengthL.

Let the coordinates of the large end and the small end be
X50 and X5L, respectively. Thus the diameters of the
cross-section for the three types of horns can be expressed as

exponential D5D1e2bx,

conic D5D1~12aX!,

catenary D5D2chr~L2X!,

where b5 ln(D1 /D2)/L, a5(D12D2)/(D1L), r
5arcch(D1 /D2)/L. When the horn is divided inton element
beams with uniform cross-section as in Fig. 2, accordingly,
the diameter ofi th element beam is

exponential Di5D1e2~bL/n!i ,

conic Di5D1S 12
aL

n
i D ,

catenary Di5D2chrLS 12
1

n
i D .

In the computation, the length of each element beam is taken
to be 0.5 mm.

For all the three types of horns, the computation shows
that the resonance frequency for a givenL increases when
D1 or D2 increases, and the resonance frequency for given
D1 andD2 decreases whenL increases. Figures 3 and 4 are
two examples of computation results. Figure 3 shows the

FIG. 3. Frequency vsD2 .

FIG. 4. Frequency vsL.
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relation between the frequency of the second mode andD2

whenL5150 mm andD1550 mm. ‘‘1,’’ ‘‘2,’’ and ‘‘3’’ de-
note the exponential, the conic, and the catenary type, re-
spectively. Figure 4 shows the relation between the fre-
quency of the first mode and the length of the horn when

D1540 mm andD2520 mm; ‘‘1,’’ ‘‘2,’’ and ‘‘3’’ have the
same meaning as in Fig. 3.

Further study on the relation between the resonance fre-
quencyf and the size parametersD1 , D2 andL of the horn
shows that for a certain type of horn if the ratio ofD1 to D2

is given, the relation betweenfL ~the product off andL! and
f D2 ~the product off andD2! is independent of the values of
D1 andD2 . Naturally, for different values ofD1 /D2 , there
exist different fL vs f D2 curves. These curves are called
resonance curves of the horn. Figure 5 shows the resonance
curves of a conic-type solid horn forD1 /D2 equals 1, 2, 3, 4,
and 5, respectively.~a!, ~b!, and ~c! represent the first, the
second, and the third modes, respectively. There exist similar
resonance curves for the exponential- and the catenary-type
horns, which are not plotted here for simplicity. These curves
can be used in designing of horns.

B. The magnification of horns

The magnification of the three types of flexural solid
horns is studied by using Eq.~13!.

It is found that the magnification of a horn operating at a
higher mode is greater than that at lower mode for certain
size parameters. Table I is an example of computation results
for an exponent-type horn.

For any type of horn, if the horn is kept operating at a
fixed frequency of a given mode and the value ofD1 /D2 is
constant, the magnification will vary with the values ofD1

and D2 . Table II shows an example for an exponent-type
horn.

In addition, the relation between magnificationM p and
N ~the ratio ofD1 to D2! is investigated. In computing, the
large end diameter of the hornsD1 is given. Figure 6 is an
example for an exponent-type horn withD1550 mm, N
from 1.1 to 5. It can be seen from Fig. 6 that the magnifica-
tion increases withN.

FIG. 5. Resonance curves of conic-type horn.~a! First mode,~b! second
mode, and~c! third mode.

FIG. 6. M p vs N curve of an exponential horn.

TABLE I. The magnification of an exponential horn at different modes.

Mode No. f ~kHz! M p

1 7.426 3.38
2 17.21 3.59
3 28.40 4.10

TABLE II. The relation between magnification and end diameters for expo-
nent horns.~The first mode, 15 kHz.!

D1 /D2 D1 ~mm! D2 ~mm! M p

2 50 25 2.69
2 40 20 2.61
2 30 15 2.54
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It is also found that for a given type of horn the above-
mentionedM p vs N curves for different modes and frequen-
cies are almost the same.

For comparing the magnification between different types
of horn, a great deal of computation was conducted for horns
with the end diameter ratio from 1.1 to 5 and a fixed value of
D1 . The computation results show that the magnification of
the catenary horn is the greatest and that of the conic horn is
the smallest in the three types of horn when the horns are of
the same end diameters. As an example, Fig. 7 shows the
magnification of the three types of horn whenD1550 mm
andN changes. ‘‘1,’’ ‘‘2,’’ and ‘‘3’’ have the same meaning
as in Fig. 2.

III. VERIFICATION

To verify the theoretical results, four solid horns are
manufactured. The size parameters of the horns are listed
below:

No. 1 conic, D1550 mm, D2510 mm,

and L5150 mm.

No. 2 conic, D1550 mm, D2520 mm,

and L5120 mm.

No. 3 exponential, D1540 mm, D2520 mm,

and L5130 mm.

No. 4 exponential, D1550 mm, D2520 mm,

and L5130 mm.

The measured results of the resonance frequency are
shown in Table III. It can be seen from the data that the
theoretical results agree with the measured ones well.

Limited by the experimental condition, the magnifica-
tion of horn was not verified experimentally. As a compari-
son, the results from both metrix method and finite element
method~FEM! are shown in Table IV. It is clear that both
results are in good agreement.

IV. CONCLUSIONS

Based on the study, the following conclusions can be
drawn:

~1! The transfer matrix method might be an efficient one for
analysing flexural ultrasonic horns;

~2! For certain length of horn, the resonance frequency of
exponential, conic, and catenary horns increases when
the large end diameter or the small end diameter in-
creases; For certain end diameters, the frequency de-
creases when the length increases;

~3! The relation between resonance frequency and size pa-
rameters of the three types of horns conform to the reso-
nance curves;

~4! For given end diameters, the magnification of the cat-
enary horn is greater than that of the exponential horn,
which is in succession greater than that of the conic
horn.

1Eiji Mori, ‘‘New bolt clamped flexural mode ultrasonic high power trans-
ducer with one dimensional construction,’’ Ultrasonics International 89
Conference Proceedings, pp. 256–261~1989!.

2Yuji Watanabe and Eiji Mori, ‘‘A Study on transducer-stepped type solid
horn for flexural mode ultrasonic high power transducer with one dimen-
sional construction,’’ Ultrasonics International 91 Conference Proceed-
ings, pp. 435–438~1991!.

3F. W. Williams and J. R. Banerjee, ‘‘Flexural vibration of axially loaded
beams with linear or parabolic taper,’’ J. Sound Vib.99, 121–138~1985!.

4Julius Miklowitz, ‘‘Flexural wave solution of coupled equations represent-
ing the more exact theory of bending,’’ J. Appl. Mech.20, 511–514
~1953!.

TABLE III. Measured results of resonance frequency.

Horn No. Mode No. Calculated~kHz! Measured~kHz! Error ~%!

1 1 6.200 6.397 23.18
2 13.549 13.650 0.75
3 22.376 22.501 0.56
4 31.807 32.079 0.86

2 1 9.656 9.846 21.97
2 20.955 21.253 21.42
3 33.237 33.805 1.71
4 44.080 44.750 1.52

3 1 6.891 7.047 22.25
2 16.350 16.520 1.04
3 27.511 27.824 21.14
4 39.064 39.580 1.33

4 1 7.426 7.184 3.26
2 17.206 17.399 21.12
3 28.402 28.605 20.71
4 39.441 39.750 20.78

TABLE IV. Comparison on the magnification computed in two methods.

Horn No. Mode No Matrix method FEM Error~%!

1 1 6.92 6.88 0.50
2 7.71 7.73 20.26
3 8.45 8.43 0.24
4 10.16 9.76 3.94

3 1 2.48 2.47 0.40
2 2.56 2.55 0.39
3 2.69 2.67 0.74
4 3.13 3.02 3.51

FIG. 7. Comparison of magnification.

1362 1362J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 G. P. Zhou and M. X. Li: Ultrasonic solid horns



Chirp response of an active-controlled thickness-drive
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The chirp response of a thickness-drive tunable transducer for wide range time-bandwidth and
sweep rates chirp signals is demonstrated experimentally and computationally. The computational
evaluation uses recursive digital-filter model based on thez-transform method. The model is limited
to simple lossless structure with no front and backing layers. The model and experimental results
show that there is no limit on the maximum sweep rate of the chirp signal but practically the limit
is determined by the limitation of the circuit that generates the control voltage that simulates a
variable electric load. ©2000 Acoustical Society of America.@S0001-4966~00!00703-7#
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INTRODUCTION

In long range sonar, a swept frequency signal or
‘‘chirp’’ is used to improve range resolution and signal-to-
noise ratio but the advances in this technique are limited by
the requirement of wide bandwidth transducers. For the effi-
cient transmission of sound, transducers are normally oper-
ated at a resonance, and are inherently narrow bandwidth.
The design of wide bandwidth transducers presents consid-
erable problems. The conventional methods of bandwidth
widening trades off between the sensitivity and the band-
width of the transducer.

Lately there has been considerable interest in designing
a wide-band transducer by controlling or tailoring the fre-
quency response by the application of active piezoelectric
adjacent layers.1–15 A tailored or controlled-response sonar
transducer may be defined as a piezoelectric ceramic trans-
ducer that employs additional adjacent active ceramic ele-
ments or stack of elements of modify the transfer function of
either a single ceramic element or stack of elements. The
purpose of controlling or tailoring can be to widen the band-
width of the original single element or stack of elements6–9

or to obtain a multiple-resonance transducer7,10,14,15 or to
tune it1–6,11–13by varying the resonance frequency continu-
ously across a wide range of frequencies. The tunable trans-
ducer, as the latter is called, has the advantage of a wider
operating frequency range11,13 than the conventional fixed
frequency, wide bandwidth transducer.

Generally a tunable transducer consists of two identical
ceramic elements as shown in Fig. 1. The two elements are
the ‘‘drive ceramic’’ and the ‘‘control ceramic’’ which are
mechanically coupled. The drive ceramic is driven electri-
cally by a voltage source called the ‘‘drive voltage source’’
Vd and therefore provides the acoustic power to the load.
The control ceramic varies or tunes the resonance frequency
of the drive ceramic. Two methods of ‘‘tuning’’ are ‘‘passive
control’’ 1–8 and ‘‘active control.’’1,2,3,9,10In passive control

the resonance frequency of the drive ceramic is varied by
applying either a capacitive or inductive load across the con-
trol ceramic. A change in this electric load changes the
acoustical characteristics of the control ceramic and this is
subsequently seen by the driving element as a change in the
acoustic impedance. It is the variation in the reactive part of
this acoustic impedance which causes the variation in the
resonance frequency of the driving element; the variation of
the resistive part only modifies the amplitude of the driving
element conductance. Figure 2~a! shows the driving element
conductances measured, with the transducer in water, for a
range of different inductances connected across the electrical
terminals of the control ceramic. These curves demonstrate
that the resonance frequency of the transducer is tunable be-
tween the first harmonic frequencyf 1s5210 kHz and the
second overtone frequencyf 3s5760 kHz obtained with 0
mH. Figure 2~b! shows the electroacoustic efficiencyj of the
transducer at each resonance frequency approximated by

j5S Gair2Gwater

Gair
D3100%, ~1!

whereGair and Gwater are the driving element conductances
measured with the transducer in air and water respectively.
Figure 2~b! shows that the efficiency with passive control is
between 15% and 80% over the tunable range of 550 kHz.

In active control as in Fig. 1, a voltage source called the
‘‘control voltage source’’Vc with predetermined values of
amplitudes and phases relative to those of the drive voltage
source replaces the passive electric load. The control voltage
source is driven in synchronism with the drive chirp signal
so that the transducer is always at resonance over the tunable
frequency range and this leads to the concept of a tunable
transducer. The efficiency of active-controlled tunable trans-
ducer is similar to the passive control transducer provided
that the voltage sourceVc accurately simulates the actual
inductances. Although active control is attractive, it is diffi-
cult to realize the equivalent pure variable inductance accu-
rately. The equivalent variable inductance obtained has large
series resistance which dissipates power from the drive ce-a!Corresponding author.
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ramic voltage source and therefore lowers the efficiency.
The tunable transducer has potential application in long

range sonar because it is always operated at resonance which
is required for a transducer to produce high-amplitude, low-
frequency signals. In this paper, it will be shown that it also
has the ability to be instantaneously switched between sev-
eral discrete frequencies to produce the chirp signals that is
commonly used in active sonars.

The results analyzed by Alwi11,13 give the steady-state
response of the transducer while in a practical application the
transducer may be driven and controlled by a swept-
frequency signal so as to generate a large time-bandwidth
product signal. This requires that the transient response be
investigated similar to the air-backed single-plate
transducer.11,16 As has been shown by Alwi,11,16 a chirp sig-
nal with a fast sweep rate can modify the response of a fixed
frequency transducer. The intention of this paper is to inves-
tigate the chirp response of the active-controlled tunable
transducer. This requires the procedure adopted by Challis17

and Alwi,11,16 that is the modeling of the ideal tunable trans-
ducer shown in Fig. 1~b! as a recursive digital-filter based on
z-transform method. Both the experimental and the modeling
results in this paper show that the active control tunable
transducer is a versatile transmitter for chirp signals with
wide bandwidth between 210 kHz and 760 kHz and sweep
durations between 1.15 s and 57ms. This corresponds to
sweep rates ranging from 0.47 MHz/s to 9600 MHz/s.

The viability of a similar structure as a chirp signal
transmitter has also been experimentally verified by
Hossack.9 In his work the front layer is treated as an active
matching layer to obtain a wide bandwidth transducer be-
tween the first harmonicf 1s and the second overtonef 3s of

the transducer when the front layer electrical terminals are
short-circuited. A different form of active control was em-
ployed by applying a suitable voltage across the front match-
ing layer. He managed to transmit a chirp signal with sweep
rate of 300 000 MHz/s from 1.5 MHz to 3 MHz over a 5-ms
interval or a time-bandwidth product TB57.5. The differ-
ences between the two transducers are that the tunable trans-
ducer is narrow bandwidth but tunable betweenf 1s and f 3s

while Hossack’s is a wide bandwidth transducer between
these two frequencies. Another difference is that Hossack’s
transducer is driven from the rear ceramic layer because the
front layer is considered a matching layer but for the tunable
transducer it is driven from the front layer.

I. THE DIGITAL-FILTER MODEL OF AN ACTIVE-
CONTROLLED THICKNESS-DRIVE TUNABLE
TRANSDUCER

The tunable transducer used in the experiment is shown
in Fig. 1~a!; it comprises two identical PZT4 plates coupled

FIG. 1. The ~a! real and~b! ideal tunable transducer with active-control
tuning.

FIG. 2. ~a! Measured conductances in water under passive control.~The
numbers by the curves indicate the values of inductancesL connected across
the control ceramic inmH.! ~b! The efficiency under passive control over the
tunable frequency range.

FIG. 3. Mason equivalent-circuit model of the ideal tunable transducer.
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together by a thin layer of glue. The plates’ diameters of 50.0
mm and thicknesses ofl 54.25 mm were carefully chosen to
avoid the coupling of other planar modes of vibration so that
the one-dimensional Mason equivalent-circuit model18 can
be safely used to predict the transducer characteristics. As
already indicated, the two plates are designated the drive
ceramic and the control ceramic. The drive ceramic is driven
electrically by a constant voltage sourceVd and radiates into
the water load through al/4 matching layer of Stycast-
magnesium composite. The control ceramic is positioned at
the rear of the drive ceramic and is in contact with it through
a thin bonding layer. At the rear of the control ceramic is a
passive layer of Stycast-fillite composite, which acts as a
low-impedance backing.

The mathematics in the modeling of the complex struc-
tures in Fig. 1~a! as a recursive digital-filter model is intrac-
table, hence, the transducer is treated as ideal, as shown in
Fig. 1~b!, with the following assumptions:11

~1! zero thickness for the bonds between the ceramics;
~2! zero thickness front-matching or coupling layer;
~3! an air-backing;
~4! the two ceramics are considered identical and lossless.

For the real transducer with a larger number of layers
included in the modeling, the model become numerically un-
stable too quickly, which limits the modeling to a very short
frequency range. Assumption~1! increases the resonance
frequencies13 while assumptions~2!, ~3!, and~4! increase the
Q value at each resonance frequency. A highQ resonance
causes resonance ringing visible in the modeling. As ex-
plained in Alwi,13 the losses in the ceramic limit the tunable
range between the first harmonicf 1s and the second overtone
f 3s . Hence, another effect of assumption~4! is to make the
ideal transducer tunable beyond those frequency limits.

The modeling is based on the Laplace transform of the
Mason equivalent-circuit shown in Fig. 3. Here,U1 , U2 ,
andU3 are the front-face, middle-face, and back-face veloci-
ties of the transducer faces, respectively;N is the electrome-
chanical transformation ratio;Ze is the reactance of the
clamped capacitanceC0 ; i d and i c are the currents at the
drive and control ceramics electrical terminals; andRL is the
water load. The impedancesZ1 and Z2 in the T-network
represent the ceramic as a losslss, mechanical transmission
line of lengthl, where

Z15 jZc tanS v l

2vc
D , ~2a!

Z25
2 jZc

sin~v l /vc!
, ~2b!

Ze5
1

j vC0
. ~2c!

Here,Zc is the mechanical impedance of the ceramic plates,
v is the radial frequency, andvc is the sound velocity in the
ceramic plates.

The discrete-time model of the transducer is realized by
taking the Laplace transform17 of the Mason equivalent-
circuit in Fig. 3. The Laplace transform of the Mason
equivalent-circuit is identical, but withZ1 , Z2 , and Ze as
functions of the Laplace variabless:

Z15
2Zc

esTp2e2sTp
, ~3a!

Z25
Zc~12e2sTp!

~11e2sTp!
, ~3b!

Ze5
1

sC0
, ~3c!

whereTp5 l /vc is the propagation time for an acoustic wave
to travel across the ceramic plate from one electrode to the
other.

By using conventional circuit analysis, the relationship
between the variables in Fig. 3 can be shown to be express-
able in matrix form:17

S RL1Z11Z2 Z1 0 NZe 0

Z1 2~Z11Z2! Z1 NZe NZe

0 Z1 Z11Z2 0 NZe

NZe NZe 0 Ze 0

0 NZe NZe 0 Ze

D S U1

U2

U3

i d

i c

D
5S 0

0
0
Vd

2Vc

D . ~4!

From this matrix equation the Laplace transform of the
front-face velocityU1 at the output terminals can be ob-
tained when an input voltageVd is applied withVc short-
circuited as:

U1~s!

Vd
5

NH 3N2Z2

sC0
1Z1Z222Zc

2J
H 4Z2N41RLN4

s2C0
2 1

~24N2Z2
224Z1N2Z222RLN2Z124RLN2Z2!

sC0
1RLZ1

212Z1Zc
212Z2Zc

212RLZc
2J . ~5!

Similarly, the Laplace transform of the front-face velocityU1 at the output terminals when an input voltageVc is applied
with Vd short-circuited is:
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U1~s!

Vc
5

NZ2H N2

sC0
2Z1J

H 4Z2N41RLN4

s2C0
2 1

~24N2Z2
224Z1N2Z222RLN2Z124RLN2Z2!

sC0
1RLZ1

212Z1Zc
212Z2Zc

212RLZc
2J . ~6!

Equations~5! and~6! are obtained from matrix Eq.~4! with the help of the Maple V~Release 2.0a! symbolic processor.
The Laplace transform Eqs.~5! and ~6! are arranged in negative powers ofs so that thez transform ofs21 is obtained from

s215
Tm

2

~11z21!

~12z21!
, ~7a!

s225
Tm

2

12

~1110z211z22!

~12z21!2 , ~7b!

whereTm5Tp /m is the sampling interval andm, an integer, is the number of samples per propagation timeTp .
The z-transform ofZ1 andZ2 are

Z15
2Zc

zm2z2m , ~8a!

Z25
Zc~12z2m!

~11z2m!
. ~8b!

The time delaye2STp, which is associated with transducer reverberation in Eqs.~3a! and ~3b!, can be represented in powers
of z by substituting

esTp5esmTm5zm. ~9!

Equations~8a! and~8b! are substituted into Eq.~5! to get thez-transform of the front-face velocityU1(z) due to the drive
voltageVd alone. Using the symbolic processor, factorization and expansion ofU1(z) were performed. Finally,U1(z) was
arranged such that it is collected on the same power ofz, zm:

U1~z!

Vd~z!
5

H a0z2m1a1z2m211a2z2m221a3zm1a4zm221a5zm211a6z0

1a7z211a8z221a9z2m1a10z
2m211a11z

2m221a12z
22m

1a13z
22m211a14z

22m221a15z
23m1a16z

23m211a17z
23m221a18z

24m1a19z
24m211a20z

24m22
J

H b0z2m1b1z2m211b2z2m221b3zm1b4zm211b5zm221b6z0

1b7z211b8z221b9z2m1b10z
2m211b11z

2m221b12z
22m

1b13z
22m211b14z

22m221b15z
23m1b16z

23m211b17z
23m221b18z

24m1b19z
24m211b20z

24m22
J , ~10!

where thea andb coefficients are given in the Appendix.
By dividing with the highest power ofz, in this case byz2m; the z-transform ofU1(z) is arranged in negative power of

z as

U1~z!

Vd~z!
5

H a01a1z211a2z221a3z2m1a4z2m211a5z2m221a6z22m

1a7z22m211a8z22m221a9z23m1a10z
23m211a11z

23m221a12z
24m

1a13z
24m211a14z

24m221a15z
25m1a16z

25m211a17z
25m22

1a18z
26m1a19z

26m211a20z
26m22

J
H b01b1z211b2z221b3z2m1b4z2m211b5z2m221b6z22m

1b7z22m211b8z22m221b9z23m1b10z
23m211b11z

23m221b12z
24m

1b13z
24m211b14z

24m221b15z
25m1b16z

25m211b17z
25m22

1b18z
26m1b19z

26m211b20z
26m22

J . ~11!

The significance of multiplication byz2n in thez-transform of Eq.~11! is to delay the time waveform byn sample periods,
thus Eq.~11! can be interpreted as a recurrence relationship between the sampled version of inputVd(n) and outputU1(n),
as

U1~n!5
1

b0
$a0Vd~n!1a1Vd~n21!1a2Vd~n22!1a3Vd~n2m!1a4Vd~n2m21!

1a5Vd~n2m22!1a6Vd~n22m!1a7Vd~n22m21!1a8Vd~n22m22!

1a9Vd~n23m!1a10Vd~n23m21!1a11Vd~n23m22!1a12Vd~n24m!

1a13Vd~n24m21!1a14Vd~n24m22!1a15Vd~n25m!1a16Vd~n25m21!
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1a17Vd~n25m22!1a18Vd~n26m!1a19Vd~n26m21!1a20Vd~n26m22!%

2
1

b0
$b1u1~n21!1b2U1~n2201b3U1~n2m!1b4U1~n2m21!

1b5U1~n2m22!1b6U1~n22m!1b7U1~n22m21!1b8U1~n22m22!

1b9U1~n23m!1b10U1~n23m21!1b11U1~n23m22!1b12U1~n24m!

1b13U1~n24m21!1b14U1~n24m22!1b15U1~n25m!1b16U1~n25m21!

1b17U1~n25m22!1b18U1~n26m!1b19U1~n26m21!1b20U1~n26m22!%. ~12!

Equation ~12! represents the transducer as a recursive
digital-filter which calculates thenth sample of the output
waveformU1(n) in terms of thenth and previous samples of
the drive voltage input waveformVd(n) acting alone and the
previously calculated samples of the output waveform. Equa-
tion ~12!, with differenta coefficients, shown in the Appen-
dix, also represents the recurrence relationship between
U1(t) and the sampled version of the control voltage source
Vc(t) acting alone, which is by replacingVd(t) with Vc(t).
The total response is then obtained by summation of the time
sampled responses from each source. The computations were
performed using Turbo C11 ~version 3.0!.

A. Chirp response of multiple-resonance transducer

The validity of the digital-filter model is demonstrated
by investigating the chirp response with the simplest excita-
tion, that is, with the control ceramic short-circuited. Under
such simple excitation the transducer behaves as a multiple-
resonance transducer. Chirp signals with a sweep rate of 100
MHz/s are considered with the number of samples per propa-
gation m53, which represents a sampling frequency of 3.2
MHz. According to the bilinear transformation, a good dis-
crete representation of analog frequencies can be obtained by
up to one-quarter of the sampling frequency. Hence the num-
ber of samplesm53 is sufficient for the frequency range
under consideration.

Figure 4~a! shows the envelope of the chirp response
obtained by evaluating the recursive digital filter Eq.~12!
twice to calculate the outputs due to the realR and imagi-
nary J parts of the input as

U1~n!5AR21J2. ~13!

Figure 4~a! shows the short-circuit resonance frequen-
cies which represent the first harmonicf 1s , the first overtone
f 2s , and the second overtonef 3s . The three resonances can
be seen in the conductance measurements of Fig. 2~a! with 0
mH. Switch-on transient and resonance ringings are visible in
the chirp responses of Fig. 4~a! because theQ values in the
modeling are higher than in the measured values due to as-
sumptions~2!, ~3!, and ~4! above. In addition, above about
500 kHz a small degree of ringing may be observed which
gradually increases in amplitude with increasing frequency.
This is due to numerical instabilities as explained in Sec. B.

B. Digital-filter modeling error

The cause of numerical instabilities is investigated by
looking at the impulse response with the control-ceramic
short-circuited shown in Fig. 4~b!. The impulse response di-
verges and this indicates numerical instability in the compu-
tation of the chirp responses in Fig. 4~a!. A sweep rate of 100
MHz/s, which corresponds to sweep duration of 7 ms, re-
quires the whole of the impulse response and the effect of the
diverging impulse response is seen as the high-frequency os-
cillations in the chirp response.

From this illustration, it is clear that the level of insta-
bility is less with faster sweep rates chirp signals because the
chirp signals take a shorter time to cover the frequency range
of interest. Figure 5 shows impulse responses withm equal
to 20 and 100 superimposed. The impulse response with the
larger m value, curve b, diverges at an earlier time, which
appears as a higher level of high-frequency oscillation in the
chirp responses. The conclusion is that there is a lower limit
to the sweep rate of chirp signals for a particular value ofm
for the digital-filter model to be accurate.

Although useful information on the chirp responses has
been obtained from this digital-filter model, it is only suit-
able for the ideal case only. For the real transducer with a
larger number of layers, the impulse response diverges at an
even earlier time which limits the modeling to a short fre-
quency range unless fast sweep rates are considered.

C. Chirp responses of active-controlled tunable
transducer

In active control the variable inductive load is simulated
by Vc . The required amplitude ofVc and its phase relation-
ship with the drive voltageVd to simulate a variable induc-
tive loads is shown in Fig. 6~a! and~b!, which were obtained
from steady-state analysis of Mason equivalent-circuit in
Fig. 3. This shows that the amplitude ofVc is nearly always
larger than that ofVd and its phase is very nearly always at
either 190° or 290° with respect toVd . Although Vc is
generally larger thanVd , which is the inherent disadvantage
of tunable transducer, no power is contributed byVc ; the
radiated acoustic power is contributed byVd alone.

By applying the variable control voltageVc simulta-
neously in synchronism withVd , a continuous curve in Fig.
6~c! is obtained. This curve represents the peaks of the reso-
nances at each frequency if a variable electric load is applied
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to the control ceramic such as to obtain a wide tunable fre-
quency range. The effect of assumption~4! can be seen in
Fig. 6~c! because the tunable range of ideal tunable trans-
ducer is not limited between the first harmonicf 1s and the
second overtonef 3s .

In this section the digital-filter model developed above is
applied to the active-controlled tunable transducer. A very
slow sweep rate is desirable to get the steady-state response,
but the aim of this paper is to investigate the ability to tune
the transducer at higher sweep rates and these are shown in
Fig. 7. The sweep rates of 7500 MHz/s and 9600 MHz/s
were simulated because they were the two highest sweep
rates that could be produced by the signal generator used. Its

envelope is similar to the curve in Fig. 6~c!. No computa-
tional instabilities are observed at high sweep rates because
the instabilities occur at higher frequencies than the frequen-
cies displayed. Even though the amplitudes and phases ofVc

used above were obtained from the steady-state response,
these results suggest that there is no limit on the maximum
rate of sweep, other than those set by practical limitations.

II. EXPERIMENTAL RESULTS

The circuit for replacing the variable inductive and ca-
pacitive loads by a variable voltage source,Vc , has been
realized by Steel.1–3 In this paper the work is extended to

FIG. 4. ~a! Chirp response withVc50 and~b! impulse response.

FIG. 5. Impulse responses withVc50 for ~a! m520, ~b! m5100.

FIG. 6. ~a! Magnitudes ofVc and~b! phases ofVc relative toVd required for
resonance at each frequency;~c! the envelope of the front-face velocity.
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determine the maximum rate of change of the tuned reso-
nance frequency. This necessitates modifications to the cir-
cuit by Steel such that the control voltageVc can be a swept
frequency source with a variable sweep rate.

In this work only the variable inductive loads were
simulated by the voltage sourceVc with the values of induc-
tances achieved shown as curve a in Fig. 8~a!. It is drawn
superimposed with the actual inductances to obtain reso-
nances at a particular frequency, and this is shown as curve
b. The variable capacitive loads were not required because
the tunable capacitive ranges are narrow,13 which for the real
transducer the resonances can be obtained by the short-
circuit harmonicsf 1s , f 2s , and f 3s . The actual inductances’
series resistances are very small and are drawn as curve b in
Fig. 8~b!. As a comparison, the equivalent series resistances
simulated byVc are large, approximately 100V to 120 V,
which are contributed by inaccuracy with theVc circuit in

determining its amplitudes and phases. Although active con-
trol is attractive, it is difficult to realize the equivalent pure
variable inductance even for the ideal tunable transducer.11

The large series resistance implies that some power fromVd

is lost in Vc and therefore lower the efficiency of the active-
controlled tunable transducer and lowers theQ value at each
resonance frequency.

The experimental setup is shown in block diagram of
Fig. 9. Both the PVDF hydrophone and the transducer under
test ~TUT! were immersed in a water tank. A pair of chirp
signalsVd andVc were applied simultaneously to the trans-
ducer and the radiated acoustic signal was detected by the
hydrophone. The output voltage of the hydrophone was then
amplified and envelope detected. The output voltage of the
envelope detector was then recorded by a spectrum analyzer
for later analysis.

The chirp signal generator~SG! with variable sweep rate

FIG. 7. The computed chirp waveform of the front-face
velocity for sweep rate.~a! 7500 MHz/s, ~b! 9600
MHz/s.
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drives a power amplifier~PA! for the drive voltageVd . SG
also drives a digital circuit~cct! which sets the phases and
amplitudes ofVc equal to the voltage across a passive induc-
tance. Another power amplifier~PA! is required to increase
the voltage level ofVc .

Figure 10~a! shows the envelope of the chirp responses
measured with sweep rate of 0.47 MHz/s which is slow
enough to be considered as a steady-state response. Curve a
is obtained withVc50 which shows the short-circuit reso-
nances at the natural harmonicsf 1s , f 2s , f 3s . From
Alwi 11,13 the tunable range of the real tunable transducer is
defined as between the first harmonicf 1s5210 kHz and the
second overtonef 3s5760 kHz which is a tunable range of
550 kHz.

Curve b of Fig. 10~a! is the envelope of the chirp re-
sponse under active control so that the transducer is always
at resonances betweenf 1s and f 3s . If f 1s and f 3s are consid-
ered as the half-power points of a fixed, wide bandwidth
transducer, the tunable transducer has equivalent bandwidth
of 550 kHz. If the time at these two harmonics, Fig. 10~a!,
are 0.280 and 1.456 s, the time-bandwidth product TB of the
active control chirp signal is 646 800.

In Fig. 10~b! to Fig. 11~d! are shown the chirp responses
for sweep rates of 5.05 to 9600 MHz/s. For the slow sweep
rates of lower than 88.89 MHz/s, Figs. 10~a!–~e!, the re-
sponses are shown as their envelopes. For rates faster than

1587 MHz/s, Figs. 11~a!–~e!, the actual waveforms are dis-
played.

From the chirp response measurements, the tunable
transducer under active control is capable of transmitting
chirp signals with the maximum sweep rates of 1587 MHz/s
in Fig. 11~a!. This is faster than the 351 MHz/s for the
single-plate transducer.16 For rates faster than 1587 MHz/s,
Figs. 11~b!–~e!, ringings above the second overtonef 3s

5760 kHz similar to the single-plate transducer are seen.
The ringing associated with thef 3s overtone becomes more
pronounced with faster sweep rates. The computation in Fig.
7 does not show the resonance ringings because the ideal
tunable transducer is tunable well beyond the tunable range
defined above, but for the real tunable transducer the losses
in the ceramic limit the tunable range betweenf 1s

5210 kHz andf 3s5760 kHz.11,13

The advantage of an active control tunable transducer is
that it is a good transmitter of fast sweep rates and large
time-bandwidth chirp signals which suggests that it has po-
tential application in long-range sonar. The sweep rates and
the corresponding time-bandwidth TB of the chirp signals
are tabulated in Table I.

III. CONCLUSION

The transient analysis that has been used in this paper
demonstrates that modeling based on a digital-filter is useful
although it has only been possible to apply it to the ideal
tunable transducer. The effect of numerical instabilities
which occur toward the high-frequency end of the response
is reduced by using faster sweep rates and smaller values of
m. The oscillations with slow sweep rate chirps and the cor-
responding diverging impulse responses seem to be inherent
in the z-transform method. The divergence is stronger with
higher m values. It can be concluded that there is a lower
limit to the sweep rate for particular value ofm for this
digital-filter model to be accurate.

The modeling shows that there is no limit to the maxi-
mum rate of sweep for the active-control tunable transducer
although the values of the control voltage were obtained
from the steady-state analysis apart from the limitations of
the voltage control circuitry. The experimental maximum
rate of sweep attained by active control was 1587 MHz/s
which is faster than the maximum sweep rates for the single-
plate transducer. The tunable transducer is a versatile trans-
mitter of chirp signals with large time-bandwidth and fast
sweep rates.

FIG. 8. Values of~a! variable inductance required for resonance at each
frequency,~b! the equivalent series resistance. Curve a is the experimental
values ofVc and curve b is the actual values of passive inductanceL.

FIG. 9. Block schematic diagram showing the experimental arrangement.
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FIG. 10. ~a! The envelope of the measured radiation with sweep rate 0.47
MHz/s, aVc50, b active control. For faster sweep rates~a! 0.47, ~b! 5.05,
~c! 49.38,~d! 88.89 MHz/s with active control.

FIG. 11. The actual chirp waveform of the radiation with sweep rate~a!
1587,~b! 4762,~c! 7500,~d! 9600 MHz/s with active control.
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APPENDIX: THE DIGITAL-FILTER MODEL OF A
TUNABLE TRANSDUCER

The coefficientsa of Eq. ~12! with Vc50 are on the left
while the coefficientsa of Eq. ~12! with Vd50 are on the
right in Table AI. The coefficientsb of Eq. ~12! for both
cases are:-
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TABLE I. Sweep rates and time-bandwidths of chirp signals for tunable
transducer.

Sweep rate~MHz/s! Time-bandwidth~TB!

5.05 57 620
49.38 6182
88.89 3487

1587 187
4762 62
7500 47
9600 35

TABLE AI. a coefficients of the digital-filter model.
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The measurement of structural mobilities of a circular
cylindrical shell
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Structural mobility is useful for the estimation of structural power flows in coupled systems.
Although the methods of measuring structural mobilities are easily found for one-dimensional beam
structures, few are available for cylindrical shells. In this paper, a new method is proposed for the
measurement of the structural mobilities of a circular cylindrical shell. A point force excitation is
used instead of circumferential modal forces which are difficult to implement in practice. This
method utilizes the least squares technique to obtain the transfer function components of different
circumferential modes from the measured data. Experiments were carried out on a circular
cylindrical shell with different end conditions excited by a point force to verify the feasibility of this
proposed method. ©2000 Acoustical Society of America.@S0001-4966~00!00603-2#

PACS numbers: 43.40.Ey, 43.20.Ye@CBB#

INTRODUCTION

Circular cylindrical shells are important elements of
many types of industrial and defense structures. For the con-
trol of noise and vibration in coupled cylindrical shell sys-
tems, it is necessary to characterize the structural wave field
and the vibrational energy transmission across structural
joints. This characterization can be made by using structural
mobility functions.1 The theoretical calculation of structural
mobilities of a circular cylindrical shell has been studied by
several authors.1–4 However, the experimental measurement
of the structural mobilities has received scant attention, per-
haps due to the difficulties in practically implementing a de-
sirable circumferential modal force or in experimentally de-
composing the wave components of different circumferential
modes. To date few methods are available for measuring the
structural mobilities of a circular cylindrical shell.

The structural vibration of a circular cylindrical shell
exhibits a two-dimensional modal pattern, presented by the
superposition of axial and circumferential modes. The vibra-
tional components of different circumferential modes are or-
thogonal to each other and are required to be decomposed in
the analysis. Jong and Verheij have proposed a method5 to
experimentally decompose the acceleration components of
n50,1,2 circumferential modes at frequencies below then
53 cutoff frequency in the wave field where the higher order
circumferential modal responses become insignificant. This
method utilizes the symmetrical nature of a circular cylindri-
cal shell and a group of phase matched accelerometers on the
shell surface to obtain the circumferential modal amplitudes
and phases. This method cannot be applied to the near wave
field or the frequencies above then53 cutoff frequency be-
cause higher order (n.2) circumferential modal responses
are significant and the simple addition and subtraction of the
signals measured on eight symmetrical positions cannot
eliminate the effect of the higher order (n.2) circumferen-
tial modal responses. Recently the authors6 have successfully
applied the method of least squares to decompose the vibra-

tion components of different circumferential modes. Theo-
retically this method has no frequency limit and can be ap-
plied to the case where the vibration is the superposition of
many circumferential modes. It has been demonstrated that
in the far wave field at frequencies below then53 cutoff
frequency, these two methods give comparable results.6

In this paper, a new method is proposed and its theoret-
ical basis is outlined for the measurement of structural mo-
bilities in a circular cylindrical shell. A point force excitation
is employed instead of a desirable circumferential modal
force excitation which is difficult to implement in practice.
Therefore, the response of the shell is the superposition of
different circumferential modes. This proposed method uses
an array of phase matched accelerometers to simultaneously
measure dynamical responses at several positions around the
cross section of interest in a circular cylindrical shell. Then
the method of least squares is used during the data process-
ing to decompose the transfer function components of differ-
ent circumferential modal accelerations to the input force. A
series of experiments was carried out under laboratory con-
ditions to verify the feasibility of this proposed method.

I. STRUCTURAL MOBILITIES

A. Prediction

Consider a circular cylindrical shell of thicknessh, ra-
dius a and lengthL. Let the shell be referenced to a cylin-
drical coordinate system (r ,u,x) wherex is taken in the axial
direction of the shell,u measures the angle in the circumfer-
ential direction, and ther axis is directed outward along the
radial direction, as shown in Fig. 1. If only a radial force per
unit area,F, acts on the shell surface and ifu, v and w
represent the displacement components of the shell middle
surface in the axial, tangential and radial directions, respec-
tively, the equation of motion~Reissner–Naghdi–Berry
theory! for an element of shell can be written as7,8
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wherem is the Poisson’s ratio,cp is the phase speed of an
extensional wave propagating in a thin plate,b25h2/12a2,
D25a2(]2/]x2)1]2/]u2 is a Laplacian type operator,B
5Eh/(12m2) is the extensional rigidity. At cross sectionx,
the effective transverse forceSx , the bending momentM x ,
the extensional stressNx and the effective shear stressTx can
be expressed as8
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where D5Eh3/(12(12m2)) is the bending rigidity of the
shell.

The displacement components of the wave propagating
in a finite circular cylindrical shell can be expressed in the
following forms:9
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whereun0 is a constant number representing the polarization
angle ofnth circumferential mode;v is the radian frequency;
n is the circumferential modal number;kns is the axial wave
number and subscripts corresponds to the axial wave num-
ber solutions. In general,un05nu10 does not hold. For a
single force excitation, however, this relation will hold. For
the breathing mode~n50!, the tangential component of dis-
placement is zero~actually the pure torsional wave exists but
is uncoupled with other wave components in circular cylin-
drical shells! and the characteristic equation of the system is
sixth order. Therefore, three pairs~m56! of axial wave num-
ber solutions exist for a finite circular cylindrical shell. Each
pair of solutions has the same magnitude but different phases
representing the axial waves simultaneously propagated
along cylindrical shells in both positive and negative direc-
tions. Forn.0, however, the characteristic equation of the
system is eighth order and four pairs~m58! of axial wave
number solutions are possible. A pure imaginary or complex
wave number corresponds to an evanescent wave which is
important at positions near the source but becomes insignifi-
cant at positions more than one wavelength away from the
source. Only the wave with a pure real wave number can
propagate along cylindrical shells. For eachn ands pair, the
coefficient ratios,auns5Uns /Wns and avns5Vns /Wns , can
be obtained by solving Eqs.~1a! and ~1b!.

Substituting Eq.~3! into ~2! gives the stress and moment
resultant vectors at the two ends,x50 andx5L, of the cy-
lindrical shell as

Qux505@Sx Mx Nx Tx#
Tux50

5 (
n50

`

Jn@Gn ,2Gn#An
0Xn ; ~4a!

Qux5 l5@Sx Mx Nx Tx#
Tux5L

5 (
n50

`

Jn@Gn ,2Gn#An
LXn , ~4b!

where Gn(1,s)52 ( iD /a3) ((knsa)31(423m)n2knsa1(2
2m)nknsaavns);

Gn~2,s!5
D

a2 ~~knsa!21mn21nmavns!;

Gn~3,s!5
B

a
~knsaauns1mnavns1m!;

Gn~4,s!5
12m

2

B

a
~nauns1~112b2!knsaavns

14nb2knsa! ~s51,2,3,4!;

FIG. 1. Coordinates for a circular cylindrical shell.
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Jn 5diag$cos(nu1un0), cos(nu1un0), cos(nu1un0), sin(nu
1un0)%, An

05diag$Em ,Bm%, An
L5diag$Bm ,Em% and Bm

5diag$exp(2ikn1L),exp(2ikn2L), . . . ,exp(2iknmL)% are di-
agonal matrices;Em is anm3m unit matrix (m53 for n50
and m54 for n.0!; X05@W01,W02, . . . ,W06#

T and Xn

5@Wn1 ,Wn2 , . . . ,Wn8#T (n.0). Xn can be determined by
solving the matrix equations resulting from the end boundary
conditions. For the calculation of structural mobilities of a
finite cylindrical shell, a free end condition is usually as-
sumed at the end ofx50 and a desirable external force vec-
tor is assumed to act on it. For example, for the calculation
of the radial force mobilities, only one external radial force is
assumed to act on the end ofx50 and this external force
vector may consist of many circumferential modal forces,
that is, F5(n50

` @Fn,0,0,0#T. The force equilibrium at the
end ofx50 gives a matrix equation,Qux505F. The bound-
ary condition at the other end (x5L) will depend on practi-
cal considerations. For a free end condition,Qux5 l50. For a
simply supported end condition,@Mx ,Nx , ]w/]x ,u#Tux5 l

50, whereMx andNx can be obtained from Eq.~4b!. For a
clamped end condition,@u,v,w, ]w/]x#ux5 l50. After Xn is
determined, all the components of displacement at any posi-
tion of the shell can be calculated and then the structural
mobilities can be evaluated from the ratios of the corre-
sponding velocity components at the desirable position to the
acting external circumferential force.

B. Measurement

It is difficult in practice to generate a force which only
excites a single circumferential mode. If a point force is ap-
plied to a circular cylindrical shell, the response of the shell
will be the superposition of different circumferential modal
components~n50,1,2, . . .!. This is because a point force is
the sum of different circumferential modal forces~theoreti-
cally the circumferential modal number ranges from 0 to
infinite!. For example, if a point forcef 0 acts at the position
(x50, u5u0), the radial force per unit area can be expressed
as

F5 f 0d~x20!d~au2au0!5 (
n50

`

Fn cos~n~u2u0!!, ~5!

where Fn5(1/Ln) f 0d(x20); Ln is equal to 2p for n50
andp for n.0.

By definition, the structural mobility of thenth circum-
ferential mode is the ratio of thenth circumferential modal
velocity to thenth circumferential modal force. For example,
the input radial force mobility of thenth circumferential
mode can be expressed as

Yn
wF5

ẇn

Fn
5

Lnẅn

iv f 0
5

LnHn
wF

iv
, ~6!

whereHn
wF is the transfer function of thenth circumferential

modal radial acceleration component to the input point force.
Similarly, the cross mobilityYn

vF , the ratio of the tangential
velocity component to the radial force component of thenth
circumferential mode, can be expressed as

Yn
vF5

v̇n

Fn
5

Lnv̈n

iv f 0
5

LnHn
vF

iv
, ~7!

whereHn
vF is the transfer function of the tangential accelera-

tion component of thenth circumferential mode to the input
point force. The above equations show that the measurement
of the structural mobility for thenth circumferential mode is
the measurement of the transfer function of thenth circum-
ferential modal acceleration component to the input point
force. In order to determine the structural mobility, it is nec-
essary to extract the corresponding transfer function compo-
nent of the desirable circumferential mode from the mea-
sured transfer function signal.

Since the accelerometer is attached on the shell outer
surface during the measurement, its output signal is not equal
to the acceleration component of the shell middle surface
unless the accelerometer main axis is lying along the radial
direction. The relationships between the measured transfer
function signals and the transfer function of the acceleration
components on the shell middle surface to the input point
force are given by7

Hm
uF5HuF2d

]HwF

]x
;

~8!

Hm
vF5S 11

d

aDHvF2
d

a

]HwF

]u
; Hm

wF5HwF,

whered is the distance between the main axis of the rota-
tional accelerometer and the shell middle surface;Hm

uF , Hm
vF

andHm
wF are the measured transfer function signals when the

main axis of the accelerometer is lying along the axial, tan-
gential and radial directions, respectively. To calculateHuF

and HvF, it is necessary to knowHwF and its first order
derivative first. The first order derivative ofHwF can be es-
timated from the data measured at two adjacent cross-
sections close to the cross-section of interest.

Substituting Eq.~3! into ~8! gives

Hm
uF5 (

n50

` S Hn
uF2d

]Hn
wF

]x D cos@nu1un0#

5 (
n50

`

Hmn
uF cos@nu1un0#; ~9a!

Hm
vF5 (

n51

` F S 11
d

aDHn
vF1

nd

a
Hn

wFGsin@nu1un0#

5 (
n50

`

Hmn
vF sin@nu1un0#; ~9b!

Hm
wF5 (

n50

`

Hn
wF cos@nu1un0#. ~9c!

Note that the modal transfer function components,Hmn
uF ,

Hmn
vF andHn

wF , are complex numbers and they are character-
ized by an amplitude and phase~or real and imaginary parts!.
When the structural wave field is dominated by several cir-
cumferential modes, the measured transfer functions will be
approximately equal to the sum of those dominating transfer
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function components~that is, the summations in the above
equations are taken by only considering these dominating
circumferential modes!. For a circular cylindrical shell at fre-
quencies below themth cutoff frequency, the responses of
the higher order (n.m) circumferential modes at the source
position do not display any resonance peak and they decrease
with increasing circumferential numbern. Therefore, the
measured transfer functions in a frequency range can be ap-
proximately decomposed into a finite number of dominating
circumferential modal components. In order to determinate
all three orthogonal modal transfer function components at
frequencies wherem circumferential modes dominate, it is
required to perform the measurements on at leastN52m @or
N52m21 if the breathing~n50! mode is included# posi-
tions ~for a single force excitation,un05nu10 holds,N will
reduces tom11) in the three orthogonal directions at the
cross-section of interest. The required minimum measure-
ment position number depends on the unknown coefficient
number of the circumferential modes of interest. It is also
noted that the separation distance between adjacent acceler-
ometers should be less thanpa/m to satisfy the Nyquist
spatial sampling criterion.10

Although theoretically a vector containingN unknown
quantities can be determined fromN experimental data, the
solution is usually unreliable because of measurement errors
and ill conditioned coefficient matrices due to the selection
of inappropriate measurement locations. A reliable solution
needs more thanN measurement positions.11 The method of
least squares11 can be used to extractHmn

uF , Hmn
vF and Hn

wF

from the measured real and imaginary parts ofHm
uF , Hm

vF and
Hm

wF at more thanN positions around a cross-section. For
example, at frequencies wherem circumferential modes
dominate, these dominating radial transfer function compo-
nents can be obtained from the minimization of its error
function ew

ew5(
i 51

N FHm,i
wF2(

m
Hn

wF cos~nu1un0!G2

, ~10!

where N(.(2m21)) is the total number of the measure-
ment positions on the cross section of interest andHm,i

wF is the
measured radial transfer function component at positioni. To
obtain a minimum value of the error function, bothHn

wF and
un0 need to be adjusted. The minimization ofew is divided
into two steps. The first step is to find optimalHn

wF for a

FIG. 2. Predicted magnitudes of the radial force mobilities@~a! YwF; ~b!
YuF; ~c! YvF] of a finite steel circular cylindrical shell under the free–free
end conditions for different circumferential modes:n50 ~- - - - -!; n51,4,6
~------!; n52,5,8 ~ — —! andn53,7 ~—–—-!.

FIG. 3. Predicted magnitudes of the radial force mobilities@~a! YwF; ~b!
YuF; ~c! YvF] of a semi-infinite steel circular cylindrical shell for different
circumferential modes:n50 ~- - - - -!; n51,4,6 ~------!; n52,5 ~— — —!
andn53 ~—–—-!.
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given un0 . The second step is to determine the optimalun0

by finding the minimum value of the errorew(un0). The final
result of the two minimizations gives rise to the modal am-
plitude of the transfer function and the true value of the
polarization angleun0 .

II. RESULTS AND DISCUSSIONS

A. Experimental setup

A 2.2-m-long steel circular cylindrical shell ofa532.5
mm andh51.7 mm was used in the experiment. Two types
of end conditions were chosen:~1! free–free end conditions;
~2! free-damped end conditions. For the case of free–free
end conditions, the cylindrical shell was supported~nearly
point contact! at positions 0.5 m away from both ends by two
piano wire fixed on a frame via two very soft foam pads. Due
to very low damping in the shell structure, light (1.6 kg/m2)
damping strips~Idikell! were attached to the shell outer sur-
face ~covering about 60% of the total surface area! to in-
crease the energy dissipation in the shell. The mass loading
of the damping strips is small~surface mass density ratio is
less than 8%! and the effect on the structural wave field

should be negligible. For the case of free-damped end con-
ditions, the shell was supported at a position 0.5 m away
from its free end by a piano wire with a very soft foam pad
and its another end was buried~0.5 m! in a dry sand filled
box which intended to provide an effectively absorptive ter-
mination for all circumferential modes and wave types. For
both cases, the~free! end of interest was driven in the radial
direction by a mechanical shaker fed with a pseudo-random
noise signal.

To measure the driving force, an impedance head was
mounted at the driving location. The shaker and the imped-
ance head were connected by a steel rod of 30 mm in length
and 1 mm in diameter to avoid possible axial and tangential
force excitations. Since the excitation was stable, the re-
sponses at different positions around the cross section of in-
terest were measured by one~B&K 4375! accelerometer at
different times. Therefore, the measured data should contain
no phase matching error. For the measurement of axial and
tangential acceleration components, an aluminum cube of 10
mm side dimensions was used to construct a rotational ac-
celerometer. The masses of the accelerometer and the cube
are 2.4 g and 2.7 g, respectively. The predicted normalized
mass loading errors of measured accelerations are negligible

FIG. 4. Measured~-------! and predicted~— — — –! real parts of the radial
force mobilities of a finite steel circular cylindrical shell under the free–free
end conditions forn51: ~a! Re$Y1

wF%; ~b! Re$Y1
uF%; ~c! negative values of

Re$Y1
vF%.

FIG. 5. Measured~--------! and predicted~— — — –! imaginary parts of the
radial force mobilities of a finite steel circular cylindrical shell under the
free–free end conditions forn51: ~a! Im$Y1

wF%; ~b! Im$Y1
uF%; ~c! Im$Y1

vF%.
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in the frequency range of interest. The transverse sensitivity
of the accelerometer was measured using a B&K 4294 Cali-
bration Exciter and an aluminum cube. Two points were
marked on the accelerometer in the two orthogonal trans-
verse axes, one of them has a minimum transverse sensitivity
reading. The transverse sensitivity components in the two
orthogonal transverse axes were 0.91% and 2.67%, respec-
tively, at 159 Hz. During the measurements, the two or-
thogonal transverse axes~or the marked points! were di-
rected along the axial, tangential or radial directions,
respectively, depending on which acceleration component is
of primary interest. The errors due to the presence of accel-
erometer transverse sensitivity were eliminated using the fol-
lowing equation during data processing:

F u

v

w
G5F 1 axu axr

aux 1 aur

a rx a ru 1
G 21F um

vm

wm
G , ~11!

whereaxu is the tangential component of the transverse sen-
sitivity of the accelerometer whose main axis is directed
along the axial direction; (um ,vm ,wm) are the measured ac-
celeration signals.

The frequency range of analysis was set up to 3 kHz
~from the Love–Timoshenko theory,8 the predicted cutoff
frequencies of then52,3 circumferential modes are 1079 Hz
and 3053 Hz, respectively!. In order to know the dominating
circumferential mode number at frequencies of interest and
then to determine the measurement position number at the
cross-section of interest, the magnitudes of low order cir-
cumferential modal mobility components are predicted, as
shown in Fig. 2 for a finite steel cylindrical shell with free–
free end conditions and in Fig. 3 for a semi-infinite steel
cylindrical shell. It can be seen that the mobility components
of n51,2,3 circumferential modes dominate at frequencies of
interest. The measured transfer functions in Eq.~9! should be
approximately equal to the sum of then51,2,3 circumferen-
tial modal components. Due to the point force excitation,
un05nu10 holds. Therefore, at least four unknown quantities
are required to be determined for the estimation of circum-
ferential modal mobility components at frequencies of inter-
est. To assess the effect of the summation number in Eq.~9!
on the measurement accuracy, different sets of circumferen-
tial modes ~n51,2,3; n51,2,3,4, n51,2,3,4,5 and

FIG. 6. Measured~--------! and predicted~— — — –! real parts of the radial
force mobilities of a finite steel circular cylindrical shell under the free-free
end conditions forn52: ~a! Re$Y1

wF%; ~b! Re$Y1
uF%; ~c! negative values of

Re$Y1
vF%.

FIG. 7. Measured~-------! and predicted~— — — –! imaginary parts of the
radial force mobilities of a finite steel circular cylindrical shell under the
free–free end conditions forn52: ~a! Im$Y1

wF%; ~b! Im$Y1
uF%; ~c! Im$Y1

vF%.

1379 1379J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Ming et al.: Mobilities of shells



n50,1,2,3,4,5! are considered in the date processing for es-
timating then51,2 circumferential modal mobility compo-
nents from the same measurement data. It is shown that all
the results agree well, especially at frequencies close to the
resonance frequencies. The results shown in the following
figures are obtained by considering 4~n51,2,3,4! circumfer-
ential modes only from data measured on 12 positions.
Twelve measurement positions were uniformly distributed
~the radial angle between the neighboring positions was 30°!
around the free end cross section. For the calculation of the
axial transfer function component, the first order derivative
of Hn

wF was estimated from the data measured around the
cross-section of the free end and that of 15 mm away from
the free end. Every measured transfer function signal~both
real and imaginary parts! was recorded in a dual-channel
real-time frequency analyzer.

B. Measurement of structural mobilities

For the cylindrical shell under test, the mobility compo-
nent of the breathing~n50! mode is quite small compared
with those ofn51,2 circumferential modes at most frequen-
cies, as shown in Figs. 2 and 3. The measuredn50 mobility
components were much higher than the predicted ones at

most frequencies and they were the residues. Therefore, the
measured mobility curves of the breathing~n50! mode will
not be shown in the following. Only the mobility compo-
nents ofn51,2 circumferential modes were considered in the
analysis.

Figures 4–7 show the comparisons of the measured and
predicted real and imaginary parts of the input and cross
radial force mobilities of the finite circular cylindrical shell
under the free–free end conditions forn51 and 2, respec-
tively. In Figs. 4~c! and 6~c! the negative values of the real
parts of the cross mobilityYn

vF are shown. It can be seen that
both the predicted and measured mobility curves show peaks
at the resonant frequencies. The predicted resonant frequen-
cies are slightly lower at all frequencies forn51 and at fre-
quencies above 1.82 kHz forn52 but little higher than the
measured ones at frequencies below 1.82 kHz forn52. The
measuredn52,3 cutoff frequencies are 1028 Hz and 2884
Hz which are slightly lower than the predicted ones. These
could result from the errors in the assumption of the shell
material properties in the predictions. At frequencies below
the n52 cutoff frequencies, the measuredn52 circumferen-

FIG. 8. Measured~-------! and predicted~— — — –! real parts of the radial
force mobilities of a finite steel circular cylindrical shell under the free-
damped end conditions forn51: ~a! Re$Y1

wF%; ~b! Re$Y1
uF%; ~c! negative

values of Re$Y1
vF%.

FIG. 9. Measured~-------! and predicted~— — — –! imaginary parts of the
radial force mobilities of a finite steel circular cylindrical shell under the
free-damped end conditions forn51: ~a! Im$Y1

wF%; ~b! Im$Y1
uF%; ~c! Im$Y1

vF%.
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tial modal mobility components do not agree well with the
predicted ones. This is because the residual effects of reso-
nances of then51 circumferential mode. At frequencies
above 2884 Hz, the measured curves shown in those figures
were not correct because the dominating circumferential
modes are different.

From Figs. 4 and 6, it can be seen that a large error
could be present in the measured mobilities at nonresonant
frequency, especially for cross mobilities. At some nonreso-
nant frequencies especially forYn

vF , the measured real parts
of the mobilities are in opposite signs with or much higher
than the predicted values~for clearness, the negative values
of Re$Yn

wF% and Re$Yn
uF% and the positive values of Re$Yn

vF%
are not shown in the figures!. This is because the measure-
ment accuracy of a translational acceleration is usually
higher than that of a rotational acceleration, and because the
dissipation loss factor of the shell was so small that the wave
field was very reactive at nonresonant frequencies. In a very
reactive wave field, the measured signals could contain large
errors. This indicates that in a reactive wave field, the axial
and tangential mobilities at the nonresonant frequencies may
not be accurately measured by using this proposed method.

Figures 8–11 show the comparisons of the measured

and predicted real and imaginary parts of the input and cross
radial force mobilities of the finite circular cylindrical shell
under the free-damped end conditions forn51 and 2, respec-
tively. Figures 8~c! and 10~c! show the negative real parts of
the cross mobilityYn

vF . It can be seen that the measured
mobility curves under the free-damped end conditions is
smoother than those under the free–free end conditions
shown in Figs. 4–7, even at the troughs, except for the fre-
quencies very close to the cutoff frequencies where a big
jump or fluctuation is observed. The reason is that the
damped end gave a very effectively absorptive termination.
Again, at frequencies above then53 cutoff frequency, the
mobility curves are not correct because of the same reason
for Figs. 4–7. The measured mobility curves fluctuate while
the predicted ones do not. The frequency averages of the
measured real parts of the mobilities are slightly smaller than
their predicted ones while those of the measured imaginary
parts of the mobilities are a little larger than their predicted
ones. This is because the predictions were made based on the
semi-infinite circular cylindrical shell model but this as-
sumed model does not accurately represent the actual cylin-
drical shell system. The damped end absorbed most but not

FIG. 10. Measured~-------! and predicted~— — — –! real parts of the
radial force mobilities of a finite steel circular cylindrical shell under the
free-damped end conditions forn52: ~a! Re$Y1

wF%; ~b! Re$Y1
uF%; ~c! negative

values of Re$Y1
vF%. FIG. 11. Measured~-------! and predicted~— — — –! imaginary parts of

the radial force mobilities of a finite steel circular cylindrical shell under the
free-damped end conditions forn52: ~a! Im$Y1

wF%; ~b! Im$Y1
uF%; ~c! Im$Y1

vF%.
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all of the incident energy. From these figures it may be con-
cluded that for cylindrical shells with free-damped end con-
ditions this proposed method gives accurate results.

III. CONCLUSIONS

A new method is proposed in this paper to measure the
structural mobilities of a circular cylindrical shell. This
method utilizes a point force excitation instead of circumfer-
ential modal forces which are difficult to implement in prac-
tice. The method of least squares is employed to obtain the
transfer functions of different circumferential modal accel-
eration components to the input point force. The outlined
theory has been experimentally verified on a steel circular
cylindrical shell of different end conditions. The measured
results show that this proposed method is successful in mea-
suring the structural mobilities of a circular cylindrical shell.
The measurement accuracy of this method, however, de-
pends on the acceleration components of interest and the
properties of structural wave field. A radial force mobility is
usually more accurately measured than the axial or tangential
ones because the measurement accuracy of a translational
acceleration is higher than that of a rotational one. The ab-
sorption in the nonexcitation end will reduce measurement
error especially at nonresonant frequencies. Although only a
radial force excitation was demonstrated in the experiment,
this new method can be applied in principle to the cases of
other force excitations such as axial force excitation or
acoustical source excitation.
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Free vibrations of a semi-infinite cylindrical shell, localized near the edge of the shell are
investigated. The dynamic equations in the Kirchhoff–Love theory of shells are subjected to
asymptotic analysis. Three types of localized vibrations, associated with bending, extensional, and
super-low-frequency semi-membrane motions, are determined. A link between localized vibrations
and Rayleigh-type bending and extensional waves, propagating along the edge, is established.
Different boundary conditions on the edge are considered. It is shown that for bending and
super-low-frequency vibrations the natural frequencies are real while for extensional vibrations they
have asymptotically small imaginary parts. The latter corresponds to the radiation to infinity caused
by coupling between extensional and bending modes. ©2000 Acoustical Society of America.
@S0001-4966~00!02602-3#

PACS numbers: 43.40.Ey@CBB#

INTRODUCTION

The phenomenon of the edge resonance has been thor-
oughly investigated for elastic plates and rods~Refs. 1–5 and
others!. It represents the special case of resonances related to
nonpropagating vibration modes localized near edges. The
associated frequencies are weakly dependent on body sizes.
These features of the edge resonance are of interest for the
structural design of prolonged waveguides which can often
be simulated as semi-infinite bodies.

In this paper we study free vibrations of a semi-infinite
circular cylindrical shell localized near the edge of the shell.
In contrast to Ref. 6 we do not use the term ‘‘edge reso-
nance’’ when dealing with free vibrations. The shell motion
is assumed to be described by the 2D equations of the clas-
sical Kirchhoff–Love theory of shells. Our analysis is based
on asymptotic techniques traditional in the theory of
shells.7–9

The problem considered is analogous to those for bend-
ing and extension of a semi-strip subjected to certain mixed
boundary conditions on its sides. For them, in contrast to the
boundary conditions corresponding to traction-free sides, we
can easily derive explicit formulas for edge eigenvalues
which form an infinite spectrum~see Appendices A and B!.
In addition, study of the mixed boundary conditions on the
sides of a semi-strip clarifies a link between edge-localized
vibrations and Rayleigh-type bending and extensional waves
propagating along a traction-free edge.

Three types of free localized shell vibrations are re-
vealed. Two of them become similar to bending and exten-
sional vibrations of a semi-strip as the wave number in the
circumferential direction increases. The natural frequencies
of bending shell vibrations are real ones while the natural
frequencies of shell extensional vibrations possess asymp-
totically small imaginary parts, corresponding to the radia-
tion to infinity because of coupling between bending and

extensional modes. In the latter case we start from the con-
cept of complex natural frequency widespread for the prob-
lems in acoustics involving radiation~e.g., see Refs. 10 and
11!. The third vibration type is associated with super-low-
frequency vibrations~their natural frequencies tend to zero!
occurring at relatively small wave numbers in the circumfer-
ential direction. They follow the semi-membrane asymptotic
behavior.7

Apart from the case of a traction-free edge, other bound-
ary conditions are considered. It is shown that free localized
vibrations exist under the following conditions:

~i! the edge of a shell is not clamped in the transverse
direction ~for bending vibrations!;

~ii ! the edge of a shell is not clamped in the longitudinal
and circumferential directions~for extensional vibra-
tions!; and

~iii ! the edge of a shell is not clamped in the transverse
and circumferential directions ~for super-low-
frequency vibrations!.

To the best of our knowledge only a few papers deal
with a semi-infinite cylindrical shell. Among them we men-
tion Ref. 12 in which the dispersion equation for the exten-
sional surface wave generalizing the classical Rayleigh one
is derived from the membrane theory of shells. The imagi-
nary parts of extensional natural frequencies and the bending
and super-low natural frequencies cannot be estimated using
membrane theory.

I. STATEMENT OF THE PROBLEM AND AN EXACT
ANALYSIS

Consider free vibrations of a semi-infinite circular cylin-
drical shell. Let the midsurface of the shell be referred to the
coordinates~s,u!, where s (0<s,`) is the meridian arc
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length andu (0<u,2p) is the angular coordinate. We also
introduce the dimensionless variablej5s/R (0<j,`),
whereR is the radius of the midsurface.

We start from the equations of the Kirchhoff–Love
theory of shells.7 After separating the angular coordinate by
the formulas

u~j,u!5u~j!sinnu, v~j,u!5v~j!cosnu,

w~j,u!5w~j!sinnu,

they become

d2u

dj22
1

4
n4n2u2

1

4
n1n

dv
dj

2n
dw

dj
1n2lu50,

1

4
n1n

du

dj
1

1

4
n4

d2v
dj2 2n2v1

1

3
h2Fn4

d2v
dj2 2n2vG2nw

1
1

3
h2nS n3

d2w

dj2 2n2wD1n2lv50, ~1!

2n
du

dj
1nv2

1

3
h2nS n3

d2v
dj2 2n2v D1w

1
1

3
h2Fd4w

dj4 22n2
d2w

dj2
1n4wG2n2lw50,

with

l5
rv2R2

E
, h5

h

R
, n152~11n!,

n2512n2, n3522n, n452~12n!,

whereu and v are the tangential displacements of the mid-
surface along the axesj andu, respectively,w is the trans-
verse displacement of the midsurface,l is the dimensionless
frequency parameter,v is the circular frequency,E is
Young’s modulus,n is Poisson’s ratio, 2h is the thickness,r
is the mass density,h is the small geometrical parameter,
andn50,1,2,... is the circumferential wave number.

We impose traction-free boundary conditions atj50.
They can be written as

du

dj
2nnv2nw50, ~2a!

nu1
dv
dj

1
4

3
h2S dv

dj
1n

dw

dj D50, ~2b!

2nnv1
d2w

dj2 2nn2w50, ~2c!

2n3n
dv
dj

1
d3w

dj3 2n3n2
dw

dj
50. ~2d!

The general solution is presented as

u~j!5(
i 51

4

Biuie
2r ij, v~j!5(

i 51

4

Biv ie
2r ij,

~3!

w~j!5(
i 51

4

Biwie
2r ij,

whereBi are arbitrary constants andr i is the i th root of the
characteristic equation

a0r 81a1r 61a2r 41a3r 21a450, ~4!

where

a05h1
2~11 4

3 h2!,

a1524h1
2n2S 11

1

3
h2D

1h1
2blS 11

4

3
h2

12n

32n D ,

a2511
4

3
h22lS 11

4

3
h2D16h1

2n4S 11
n2

18
h2D

23h1
2bn2lS 11

2

9
h2

n2

32n D1h1
2n1n2l2

22h1
2~42n2!n2,

~5!a352n2lS 11
1

3
h2

n222

12n D1~312n!l

3S 11
4

3
h2

1

312n D2bl2S 11
4

3
h2

12n

32n D
24h1

2n613h1
2bn4l22h1

2n1n2n2l2

18h1
2n424h1

2n2,

a452n4lS 12
1

3
h2

31n

12n D2n2lS 11
2

3
h2

1

12n D
1n1l21bn2l2S 11

2

3
h2

1

32n D2n1n2l31h1
2n8

2h1
2bn6l1h1

2n1n2n4l222h1
2n61h1

2n4

with h1
25h2 3n2 and b5(11n)(32n). To provide either

for the decay of the solution at infinity or to satisfy the ra-
diation condition, we choose roots with Reri.0 or Reri

50, Imri.0.
By substituting Eqs.~3! into boundary conditions~2! we

arrive at a linear system in the constantsBi . It can be written
as

ci j Bj50, i , j 51,4̄, ~6!

where the coefficientsci j are defined as

c1 j5r juj1nnn j1wj ,

c2 j5nuj2r jn j2
4
3h

2~r jn j1r jnwj !,

c3 j52nnn j1~r j
22nn2!wj ,

c4 j52r j@2n3nn j1~r j
22n3n2!wj #, j 51,4̄.

By equating the determinant of this system to zero we obtain
an equation for determining the natural frequenciesl. It is

det~ci j !50. ~7!

Inspection of numerical data shows that atn>2, Eq.~7!
has two roots corresponding to the sought after natural fre-
quencies of the localized vibrations of the shell. One of them
(L1) is real, while the second (L2) is complex valued with a
small imaginary part.
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To establish the asymptotic behavior of natural frequen-
cies as h→0 we utilize approximate forms of the
Kirchhoff–Love theory of shells. To this end we present the
parametersn andl as

n;h2q, l;h22a. ~8!

In doing so we suppose that the quantitiesq anda satisfy the
inequalities

0<q,1, a,1.

These inequalities define the range of applicability of the
Kirchhoff–Love theory of shells expressed in terms of a
wavelength~the first inequality! and a frequency~the second
inequality!.8 They state that a wavelength is much greater
than the thickness of the shell and the period of vibration
considerably exceeds the time that elastic waves propagate
the distance between the faces of the shell.

We investigate localization of bending, semi-membrane,
and extensional vibrations. Bending and extensional vibra-
tions are similar, in a sense, to those of a plate. Semi-
membrane vibrations are specific only for a cylindrical shell.
They are super-low-frequency ones, i.e., their natural fre-
quencies tend to zero as the relative shell thickness de-
creases.

Asymptotic analysis in Ref. 9~see also Ref. 8! yields the
following.
Bending vibrations(a52q21, 1

2<q,1):

Asymptotic behavior 1.1:
]

]j
;h2q, u;hq,

v;hq, w;h0,

Asymptotic behavior 1.2:
]

]j
;h2q, u;h2 23q,

v;h2 23q, w;h0.

Super-low-frequency semi-membrane vibrations(a52q21,
0<q, 1

2):

Asymptotic behavior 2.1:
]

]j
;h1/222q, u;h1/2,

v;hq, w;h0,

Asymptotic behavior 2.2:
]

]j
;h1/2, u;h1/2,

v;h12q, w;h0.

Extensional vibrations(a5q, q>0):

Asymptotic behavior 3.1:
]

]j
;h2q, u;h2q,

v;h2q, w;h0,

Asymptotic behavior 3.2:
]

]j
;h1/22~1/2!q,

u;h1/21~1/2!q, v;h, w;h0.

The physical meaning of these formulas is clarified in
Secs. II–IV. Below we return back to Eqs.~1! and construct

approximate equations for determining solutions that possess
the assumed asymptotic behaviors.

We write out the solutions of boundary value problem
~1! and ~2! as

u~j!5ub~j!1hkua~j!, v~j!5vb~j!1hkva~j!,
~9!

w~j!5wb~j!1hkwa~j!,

where the quantities with the subscript ‘‘b’’ denote solutions
possessing the asymptotic behaviors 1.1, 2.1, and 3.1~the
basic displacement field! while the quantities with the sub-
script ‘‘a’’ denote solutions possessing the asymptotic be-
haviors 1.2, 2.2, and 3.2~the additional displacement field!.
All these solutions can be defined from the above-mentioned
approximate equations. In the theory of shells this approach
is known as the separation method.7 To determine the quan-
tity k we construct below an iterative process for satisfying
boundary conditions~2!. In common to all the formal
asymptotic methods the existence of such a process justifies
the use of the chosen asymptotic behaviors in superposition
~9!. Estimates for the rootsL i ( i 51,2) will follow from
asymptotic considerations for bending and super-low-
frequency vibrations (L1) and for extensional vibrations
(L2).

II. BENDING VIBRATIONS

Let the indicesq and a be related by the formulaa
52q21. For the sake of simplicity we suppose thatq. 1

2.
First we obtain a system for determining the quantitiesub ,
vb , wb in Eqs. ~9!. Taking into account the asymptotic be-
havior 1.1 we set

j5hqj* , n5h2qn* , l5h224ql* , ub5hqub* ,
~10!

vb5hqvb* , wb5h0wb* ,

and assume that the quantities with the asterisk have the
same asymptotic order and differentiation with respect to the
variable j* does not change the asymptotic order of un-
knowns. By substituting Eqs.~10! into Eqs.~1! and retaining
only asymptotic leading terms we arrive at the following
equations:

d2ub*

dj
*
2 2

1

4
n4n

*
2 ub* 2

1

4
n1n*

dvb*

dj*
2n

dwb*

dj*
1O~h222q!50, ~11a!

1

4
n1n*

dub*

dj*
1

1

4
n4

d2vb*

dj
*
2 2n

*
2 vb* 2n* wb*

1O~h222q!50, ~11b!

1

3 S d4wb*

dj
*
4 22n

*
2

d2wb*

dj
*
2 1n

*
4 wb* D 2n2l* wb*

1O~h4q22!50. ~11c!

A system forua , va , wa can be obtained in a similar
way. Setting
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j5hqj* , n5h2qn* , l5h224ql* ,
~12!

ua5h223qua* , va5h223qva* , wa5h0wa*

in Eqs.~1!, we have

d2ua*

dj
*
2 2

1

4
n4n

*
2 ua* 2

1

4
n1n*

dva*

dj*
1O~h4q22!50, ~13a!

1

4
n1n*

dua*

dj*
1

1

4
n4

d2va*

dj
*
2 2n

*
2 va* 1O~h4q22!50, ~13b!

1

3 S d4wa*

dj
*
4 22n

*
2

d2wa*

dj
*
2 1n

*
4 wa* D 2n2l* wa*

2n
dua*

dj*
1n* va* 1O~h4q22!50. ~13c!

Boundary conditions~2! become

h0S dub*

dj*
2nn* vb* 2nwb* D 1hkXh224qS dua*

dj*
2nn* va* D

1O~h0!C50, ~14a!

h0S n* ub* 1
dvb*

dj*
D 1O~h222q!1hkXh224qS n* ua* 1

dva*

dj*
D

1O~h222q!C50, ~14b!

h22qS d2wb*

dj
*
2 2nn

*
2 wb* D 1O~h0!1hkXh22qS d2wa*

dj
*
2

2nn
*
2 wa* D 1O~h224q!C50, ~14c!

h23qS d3wb*

dj
*
3 2n3n

*
2

dwb*

dj*
D 1O~h2q!1hkXh23qS d3wa*

dj
*
3

2n3n
*
2

dwa*

dj*
D 1O~h225q!C50. ~14d!

It follows from ~14a! and ~14b! that k54q22. From
~14c! and ~14d! we conclude that Eqs.~11! have to be sub-
jected to homogeneous boundary conditions. They are

d2wb*

dj
*
2 2nn

*
2 wb* 1O~h4q22!50,

~15!
d3wb*

dj
*
3 2n3n

*
2

dwb*

dj*
1O~h4q22!50.

The nonhomogeneous boundary conditions for Eqs.~13! can
be written as

dua*

dj*
2nn* va* 1S dub*

dj*
2nn* vb* 2nwb* D 1O~h4q22!50,

n* ua* 1
dva*

dj*
1S n* ub* 1

dvb*

dj*
D 1O~h222q!50. ~16!

We begin with solving Eq.~11c! with boundary condi-
tions~15!. As a result we determine the natural frequencyL1

and the natural formwb(j). Then the functionsub(j), vb(j)
can be found from nonhomogeneous Eqs.~11a! and ~11b!.
To determineua(j), va(j) we have to consider Eqs.~13a!
and~13b! with boundary conditions~16!. To within the error
O(h4q22) we can setwa50.

Boundary value problem~11c! and ~15! coincides with
that for plate bending. The latter is considered in Appendix
A. By utilizing the results of Appendix A we write out the
asymptotic formula

L1'h1
2n4~12n!„~3n21!12A~12n!21n2

…. ~17!

As it could be expected, for the large wave numbers
(n@h21/2) the shell curvature has little effect on localized
vibrations. In this case the natural form is associated with a
Rayleigh-type bending wave.

It follows from the consideration above that the leading-
order asymptotic behavior of the natural frequencyl does
not depend on boundary conditions~2a! and ~2b! corre-
sponding to a traction-free edge in the longitudinal and cir-
cumferential directions. Therefore, we should expect the ap-
pearance of localized bending vibrations in other cases as
well. Let the edge of the shell be clamped in the longitudinal
and circumferential directions. Then Eqs.~14a! and~14b! are
replaced by

hqub* 1hk1223qua* 50,
~18!

hqvb* 1hk1223qva* 50.

As above we havek54q22, i.e., boundary conditions
~15! should not be changed. Therefore Eq.~17! holds. The
same result takes place for an edge clamped only in one of
these directions.

Numerical data are given in Table I for different types of
boundary conditions. HereL15L1

ex are the exact values of
natural frequencies calculated from Eq.~7! andL15L1

as are
their asymptotic values determined by Eq.~17!. The relative
error is given by«5uL1

as2L1u/L13100%. The problem pa-
rameters areh50.03,R51, andn50.3.

III. SUPER-LOW-FREQUENCY VIBRATIONS

Consider the second type of localized vibrations. Let us
determine the quantitiesub ,vb ,wb in solution ~9! starting
from the asymptotic behavior 2.1. To this end we set

j5h21/212qj* , n5h2qn* , l5h224ql* ,
~19!

ub5h1/2ub* , vb5hqvb* , wb5h0wb* .

Asymptotic simplification of Eqs.~1! leads to an equa-
tion in the functionvb* . It is

d4vb*

dj
*
4 1S 1

3n2
n
*
4 ~n

*
2 21!22l* n

*
2 ~n

*
2 11! D vb*

1O~h122q!50. ~20!

The latter coincides with the governing equation in the semi-
membrane theory of shells.7

The quantitiesub* ,wb* are expressed in terms ofvb* by
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n
*
3 ub* 52n

*
2

dvb*

dj*
2h122q

2n2

12n

d3vb*

dj
*
3 1O~h224q!,

~21!

n* wb* 52n
*
2 vb* 2h122qn

d2vb*

dj
*
2 1O~h224q!.

Now we consider the asymptotic behavior 2.2. Let us
substitute the relations

j5h1/2j* , n5h2qn* , l5h224ql* ,
~22!

ua5h1/2ua* , va5h12qva* , wa5h0wa*

into Eqs.~1!. By making elementary transformations we ob-
tain

1

3n2

d4wa*

dj
*
4 1wa* 1O~h122q!50. ~23!

This equation corresponds to a static boundary layer. The
functionsua* ,va* are related to the functionwa* by

ua* 52
n

3n2

d3wa*

dj
*
3 1O~h122q!,

~24!

va* 52
21n

3n2
n*

d2wa*

dj
*
2 1O~h122q!.

Then we substitute solution~9! into boundary conditions
~2! utilizing relations~19! and ~22!. In addition we express
ub* ,wb* in terms ofvb* by Eqs.~21! andua* ,va* in terms of
wa* by Eqs.~24! to obtain

2h122q
d2vb*

dj
*
2 1O~h224q!1hkO~h122q!50,

h3/223q
d3vb*

dj
*
3 1O~h5/225q!1hkS h1/22q

1

3n2
n
*
3

d3wa*

dj
*
3

1O~h3/223q! D 50,

~25!
h22qnn* ~n

*
2 21!vb* 1O~h124q!

1hkS h21
d2wa*

dj
*
2 1O~h22q! D 50,

h1/224qn3n* ~n
*
2 21!

dvb*

dj*
1O~h3/226q!

1hkS h3/2
d3wa*

dj
*
3 1O~h21/222q! D 50.

Analysis of these equations yieldsk5122q. It also
reveals a possibility for separating them into two groups: the
homogeneous boundary conditions for the functionvb* ,

d2vb*

dj
*
2 1O~h122q!50,

d3vb*

dj
*
3 1O~h122q!50, ~26!

and the nonhomogeneous boundary conditions for the func-
tion wa* ,

d2wa*

dj
*
2 1nn* ~n

*
2 21!vb* 1O~h122q!50,

~27!
d3wa*

dj
*
3 1O~h122q!50.

An asymptotic estimate for a natural frequency follows
from basic boundary value problem~20! and~26!. It is given
by

L1'l1 ~28!

with

l15h1
2 n2~n221!2

n211
.

It is clear that forl5l1 the roots of the characteristic
equation corresponding to Eq.~20! are equal to zero~i.e., l1

represents the lowest critical frequency!. Thus the
asymptotic behavior 2.1 does not describe localized vibra-
tions. However, we could expect that the valuel1 defines the
leading-order behavior of the sought after natural frequency.
Let us assume

L15l1~12d!, ~29!

whered;h4d with unknownd.0. In this case we have

Asymptotic behavior 2.1a:
]

]j
;h1/222q1d,

TABLE I. Bending natural frequencies.

n

L1
ex

L1
as «~2a!–~2d!

u50,
~2b!–~2d!

~2a!, v50,
~2c!, ~2d!

u50, v50,
~2c!, ~2d!

15 16.384 916 16.384 957 16.432 125 16.437 565 16.626 278 1.473
16 21.244 877 21.244 899 21.296 670 21.304 097 21.523 353 1.311
17 27.110 936 27.110 944 27.166 597 27.176 007 27.429 992 1.177
18 34.112 905 34.112 906 34.171 920 34.183 433 34.476 249 1.065
19 42.388 448 42.388 450 42.450 423 42.464 260 42.800 062 0.971
20 52.083 079 52.083 092 52.147 677 52.164 163 52.547 248 0.891
21 63.350 153 63.350 192 63.417 048 63.436 624 63.871 508 0.823
22 76.350 864 76.350 947 76.419 690 76.442 938 76.934 425 0.764
23 91.254 233 91.254 384 91.324 540 91.352 220 91.905 464 0.714
24 108.237 106 108.237 353 108.308 289 108.341 402 108.961 973 0.670
25 127.484 132 127.484 514 127.555 345 127.595 223 128.289 179 0.631
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u;h1/21d, v;hq, w;h0.

By introducing the relations

j5h21/212q2dj* , n5h2qn* , l5h224ql* ,

l* 5l1* ~12h4dd* !, ub5h1/21dub* , ~30!

vb5hqvb* , wb5h0wb* ,

where

l1* 5
1

3n2

n
*
2 ~n

*
2 21!2

n
*
2 11

,

we obtain the following equation in the functionvb* :

d4vb*

dj
*
4 2h122q22dl1* „2n

*
2 1~122n!…

d2vb*

dj
*
2

1l1* n
*
2 ~n

*
2 11!d* vb* 1O~h122q12d!50, ~31!

and the expressions for the functionsub* ,wb* :

n
*
3 ub* 52n

*
2

dvb*

dj*
2n1Fh122q12d

d3vb*

dj
*
3

1h224qS n

3n2
n
*
4 ~n

*
2 21!2l1* ~nn

*
2 21! D

3
dvb*

dj*
G1O~h2 24q14d!,

~32!

n* wb* 52n
*
2 vb* 2h122q12dn

d2vb*

dj
*
2 1O~h224q!.

A refined equation for the static boundary layer can be
written as

1

3n2

d4wa*

dj
*
4 1wa* 2h122q

4

3n2
n
*
2

d2wa*

dj
*
2 1O~h224q!50.

~33!

The expressions for the quantitiesua* ,va* are

ua* 52
n

3n2

d3wa*

dj
*
3 2h122q

122n

3n2
n
*
2

dwa*

dj*
1O~h224q!,

~34!

va* 52
21n

3n2
n*

d2wa*

dj
*
2 1h122q

1

3n2
n*

3„~512n!n
*
2 2n1n3…wa* 1O~h224q!.

By taking into account Eqs.~9!, ~22!, ~30!, ~32!, and
~34! we rewrite boundary conditions~2! as

2h122q12d
d2vb*

dj
*
2 2h224qnS 1

3n2
n
*
4 ~n

*
2 21!2l1* n

*
2 D vb*

1O~h224q14d!1hkS 2h122q
1

3n2
n
*
3

d2wa*

dj
*
2

1O~h224q! D 50, ~35a!

h3/223q13d
d3vb*

dj
*
3 1h5/225q1d

3S 1

3n2
n
*
2
„nn

*
4 1~223n!n

*
2 2n4…

2l1* ~nn
*
2 21! D dvb*

dj*
1O~h5/225q14d!

1hk
1

3n2
n
*
3 Xh1/22q

d3wa*

dj
*
3 2h3/223q~2n

*
2 2n!

dwa*

dj*

1O~h5/225q!C50, ~35b!

h22qnn* ~n
*
2 21!vb* 1O~h124q12d!

1hkS h21
d2wa*

dj
*
2 1O~h22q! D 50, ~35c!

h1/224q1dn3n* ~n
*
2 21!

dvb*

dj*
1O~h3/226q13d!1hk

3S h23/2
d3wa*

dj
*
3 2h21/222qn3n

*
2

dwa*

dj*
1O~h1/222q! D 50

~35d!

with k5122q.
Let us express the second and third derivatives ofwa*

starting from Eqs.~35c! and ~35d! and substitute them into
Eqs.~35a! and ~35b!. The result is

2h122q12d
d2vb*

dj
*
2 1h224qnn

*
2 l1* vb*

1O~h224q14d1h326q!50,
~36!

h3/223q13d
d3vb*

dj
*
3 2h5/225q1d

„n3n
*
2 1~122n!…l1*

dvb*

dj*

1O~h5/225q14d!2h5/225q
n

3n2
n
*
3 ~n

*
2 21!

dwa*

dj*
1O~h7/227q!50.

It follows from Eqs.~36! that

d5 1
32 2

3q, 1
22q.

To obtain boundary conditions for the functionvb* we have
to express the first derivative ofwa* in terms ofvb* . Since
this derivative may be found to within the errorO(h122q),
we can start from initial boundary value problem~23! and
~27!. Finally, we have
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d2vb*

dj
*
2 2hdnn

*
2 l1* vb* 1O~h4d!50, ~37a!

d3vb*

dj
*
3 2hd~n3n

*
2 1122n!l1*

dvb*

dj*
2
&n2

~3n2!5/4n
*
4 ~n

*
2 21!2

3vb* 1O~h3d!50. ~37b!

By neglecting the term of the orderO(hd) in Eqs.~31! and
~37! we obtain the following boundary value problem: the
equation of motion,

d4vb*

dj
*
4 1l1* n

*
2 ~n

*
2 11!d* vb* 1O~hd!50, ~38!

and the boundary conditions atj50,

d2vb*

dj
*
2 1O~hd!50, ~39a!

d3vb*

dj
*
3 2

&n2

~3n2!5/4n
*
4 ~n

*
2 21!2vb* 1O~hd!50. ~39b!

By solving this problem we obtain to within the error
O(hd)

L1'l1~12~2n2!4/3
„h1

2n2~n221!…2/3!. ~40!

SinceL1,l1 , the associated natural form describes ex-
ponentially decaying vibrations.

If the edge is clamped in the longitudinal direction, then
Eqs.~37a! and ~39a! are replaced by

dvb*

dj*
1O~h5d!50. ~41!

Since we do not change boundary condition~37b!, the value
of the indexd is the same as for a traction-free edge.

In the latter case the sought after asymptotic formula
becomes

L1'l1~12n8/3
„h1

2n2~n221!…2/3!. ~42!

Numerical analysis forn!h21/2 (q, 1
2) shows that for

an edge clamped in the circumferential direction, super-low-
frequency free localized vibrations do not occur. In this case,
localized vibrations appear beginning withn;h21/2 (q
5 1

2).
Comparison of numerical and asymptotical results is

presented in Table II. Since exact and approximate values are
close to the lowest critical frequencyl1 , we calculate the
deviationsDex5l1

ex2L1
ex and Das5l12L1

as, and the rela-
tive error«5uDas2Dexu/Dex3100%, wherel1

ex is the exact
value of the lowest critical frequency. The valueL1

as is cal-
culated by Eq.~40! for a traction-free edge and by Eq.~42!
for an edge clamped in the longitudinal direction. The prob-
lem parameters areh50.001,R51, andn50.3.

Asymptotic values for the natural frequencies can be
refined by solving boundary value problem~31! and~37!. In
this case we determine the quantityd to within the error
O(h3d). For an edge clamped in the longitudinal direction,
condition ~37a! should be replaced by condition~41!. The
refined asymptotic valuesDas are compared with the exact
valuesDex in Table III.

TABLE II. Deviations from the critical frequency@asymptotic values corresponding to Eqs.~40! and ~42!#.

n

~2a!–~2d! u50, ~2b!–~2d!

Dex3106 Das3106 « Dex3106 Das3106 «

2 0.000 051 72 0.000 071 92 39.07 0.000 021 42 0.000 028 54 33.24
3 0.001 165 76 0.001 899 92 62.98 0.000 485 34 0.000 753 99 55.35
4 0.008 548 25 0.015 586 67 82.34 0.003 557 79 0.006 185 57 73.86
5 0.037 637 43 0.075 090 02 99.51 0.015 646 51 0.029 799 50 90.45
6 0.122 888 77 0.264 998 14 115.64 0.051 079 37 0.105 164 58 105.88
7 0.328 850 29 0.761 071 91 131.43 0.136 966 03 0.302 031 59 120.52
8 0.762 641 41 1.886 775 93 147.40 0.319 248 56 0.748 767 52 134.54
9 1.586 556 94 4.187 872 07 163.96 0.669 961 80 1.661 958 13 148.07

10 3.029 250 32 8.527 035 55 181.49 1.295 722 16 3.383 956 30 161.16

TABLE III. Deviations from the critical frequency~refined asymptotic values!.

n

~2a!–~2d! u50, ~2b!–~2d!

Dex3106 Das3106 « Dex3106 Das3106 «

2 0.000 051 72 0.000 051 85 0.26 0.000 021 42 0.000 021 45 0.14
3 0.001 165 76 0.001 174 23 0.73 0.000 485 34 0.000 486 85 0.31
4 0.008 548 25 0.008 674 42 1.48 0.003 557 79 0.003 577 04 0.54
5 0.037 637 43 0.038 599 73 2.56 0.015 646 51 0.015 773 80 0.81
6 0.122 888 77 0.127 824 04 4.02 0.051 079 37 0.051 648 65 1.11
7 0.328 850 29 0.348 263 30 5.90 0.136 966 03 0.138 922 52 1.43
8 0.762 641 41 0.825 725 05 8.27 0.319 248 56 0.324 806 72 1.74
9 1.586 556 94 1.763 916 37 11.18 0.669 961 80 0.683 630 14 2.04

10 3.029 250 32 3.474 155 48 14.69 1.295 722 16 1.325 755 42 2.32
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IV. EXTENSIONAL VIBRATIONS

Consider the third type of localized vibrations assuming
that q.0. The asymptotic behavior 3.1 yields

j5hqj* , n5h2qn* , l5h22ql* ,
~43!

ub5h2qub* , vb5h2qvb* , wb5h0wb* .

By substituting these equations into Eqs.~1! and ne-
glecting quantities of the orderO(h2q) we obtain the follow-
ing closed system in the functionsub* andvb* :

d2ub*

dj
*
2 2

1

4
n4n

*
2 ub* 2

1

4
n1n*

dvb*

dj*
1n2l* ub* 1O~h2q!50,

~44!
1

4
n1n*

dub*

dj*
1

1

4
n4

d2vb*

dj
*
2 2n

*
2 vb* 1n2l* vb* 1O~h2q!50.

The latter coincides with the 2D equations of plate extension.
The functionwb* is expressed in terms ofub* , vb* as

wb* 52
1

n2
l

*
21S n

dub*

dj*
2n* vb* D 1O~h2q!. ~45!

In the case of the asymptotic behavior 3.2 we have

j5h1/21~1/2!qj* , n5h2qn* , l5h22ql* ,
~46!

ua5h1/21~1/2!qua* , va5h1va* , wa5h0wa* .

By introducing relations~46! into Eqs.~1! and keeping
only leading terms we obtain the following equation inwa* :

1

3n2

d4wa*

dj
*
4 2l* wa* 1O~h12q1h2q!50. ~47!

It represents the equation for beam bending.
The functionsua* , va* are

ua* 5
n

3n2
l

*
21

d3wa*

dj
*
3 1O~h12q1h2q!,

~48!

va* 5
21n

3n2
n* l

*
21

d2wa*

dj
*
2 1O~h12q1h2q!.

Let us substitute Eqs.~9! into boundary conditions~2!
and take into account Eqs.~43!, ~45!, ~46!, and ~48!. We
obtain

h22qS dub*

dj*
2nn* vb* D 1O~h0!1hkO~h12q!50, ~49a!

h22qS n* ub* 1
dvb*

dj*
D 1O~h222q!

1hkXh1/22~1/2!q
2~11n!

3n2
n* l

*
21

d3wa*

dj
*
3

1O~h3/22~3/2!q1h1/21~3/2!q!C50, ~49b!

h22qBn1O~h0!1hkS h212q
d2wa*

dj
*
2 1O~h22q! D 50, ~49c!

h23q
d

dj*
Bn3

1O~h2q!1hkXh23/22~3/2!q
d3wa*

dj
*
3

2h21/22~5/2!qn3n22
dwa*

dj*
1O~h1/22~3/2!q!C50, ~49d!

with

Ba52an* vb* 2
1

n2
l

*
21S d2

dj
*
2 2an

*
2 D S n

dub*

dj*
2n* vb* D .

Examination of these equations yieldsk512q. In analogy
to the consideration above, these equations can be separated.
The homogeneous boundary conditions for the functionsub* ,
vb* are

dub*

dj*
2nn* vb* 1O~h2q!50, n* ub* 1

dvb*

dj*
1O~h2!50,

~50!

and the nonhomogeneous ones forwa* are

d2wa*

dj
*
2 1Bn1O~h12q1h2q!50,

d3wa*

dj
*
3 1O~h1/22~1/2!q!50.

~51!

Basic boundary value problem~44! and ~50! coincides
with that for localized extensional vibrations of a semi-strip
considered in Appendix B. Thus, the leading-order asymp-
totics for the natural frequencyL2 are determined from the
frequency equation coinciding with Eq.~B6!. In this case the
natural form is associated with a Rayleigh-type extensional
wave.

The procedure above allows for the estimation of only
the real part of the natural frequency. However, as we have
already mentioned, it also has a small imaginary part caused
by the radiation to infinity. The latter corresponds to the
effect of small-amplitude bending vibrations on the exten-
sional vibrations considered. As follows from the asymptotic
behaviors 3.1 and 3.2 and Eqs.~9!, the contribution of the
propagating mode for tangential displacements is of the or-
derO(h3/21q/2). Let us estimate this imaginary part. For the
sake of simplicity we assume thatq. 1

3.
First of all, we take into account terms of the order

O(h12q) andO(h3/223q/2) in Eqs.~47!–~49!. By expressing
the second- and third-order derivatives of the functionwa* in
refined Eqs.~49a! and ~49b! from Eqs.~49c! and ~49d! we
arrive at refined boundary conditions for Eqs.~44!. They are

h22qS dub*

dj*
2nn* vb* D 1O~h0!1h222q

1

3
~2n

*
2 l

*
211n!Bn

1O~h323q!50,
~52!

h22qS n* ub* 1
dvb*

dj*
D 1O~h222q!1

n1

3n2
n* l

*
21

3S 2h222q
d

dj*
Bn3

1h5/225/2q
„n3n

*
2 2~n12n2!l* …

3
dwa*

dj*
1O~h2! D 50.
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It is clear that the leading-order imaginary term corre-
sponds to the term of the orderO(h5/225q/2) in these equa-
tions. It is also evident that the first-order derivative ofwa*
can be determined from boundary value problem~47! and
~51!, i.e., to within the errorO(h1/22q/2). By neglecting the
real part of this derivative we obtain the boundary conditions

dub*

dj*
2nn* vb* 1O~h2q!50,

~53!

n* ub* 1
dvb*

dj*
1 ih5/22~1/2!q~3n2l* !25/4n1n*

3„2n3n
*
2 1~n12n2!l* …Bn1O~h2!50.

The neglect of the real terms in Eqs.~53! does not effect the
asymptotic behavior of the sought after imaginary part. By
solving boundary value problem~44! and ~53! we have

Im L2'h1
5/2~LR!25/4

3
n1r 1n2

„n3n22~n12n2!LR…
2

~n2/r 1r 2!@~32n!n224n2LR#22~2n22n1LR!

~54!

with

r 15An22n1LR, r 25An22n2LR,

where LR is the real part of the natural frequency corre-
sponding to the root of Eq.~B6!.

Equation ~54! shows that ImL2 is less than the error
O(h222q) in the Kirchhoff–Love theory of shells.8 How-
ever, as it can be easily seen, refinement of the Kirchhoff–
Love theory does not influence the estimate given by Eq.
~54!.

Localized vibrations occur also in the cases in which the
edge is not traction-free in the transverse direction. Let trans-
verse displacement and the angle of rotation be equal to zero
on the edge. Then boundary conditions~49c! and~49d! must
be replaced by

2h0
1

n2
l

*
21S n

dub*

dj*
2n* vb* D 1O~h2q!1hkwa* 50,

~55!

2h2q
1

n2
l

*
21 d

dj*
S n

dub*

dj*
2n* vb* D 1O~hq!

1hkh21/22~1/2!q
dwa*

dj*
50.

In this case we havek50. The nonhomogeneous bound-
ary conditions for the additional boundary value problem
become

wa* 2
1

n2
l

*
21S n

dub*

dj*
2n* vb* D 1O~h2q!50,

~56!
dwa*

dj*
1O~h1/22~1/2!q!50.

The leading-order asymptotic for the natural frequency
is equal toLR as above. Let us estimate the imaginary part
by assuming thatq.0. We determine the third-order deriva-
tive of the functionwa* starting from boundary value prob-
lem ~47! and ~56! and keep only its imaginary part. The
boundary conditions for the functionsub* andvb* become

dub*

dj*
2nn* vb* 1O~h2q!50,

~57!

n* ub* 1
dvb*

dj*
1 ih1/21~3/2!q3n1~3n2l* !25/4n*

3S n
dub*

dj*
2n* vb* D 1O~h11q1h1/21~7/2!q!50.

By solving problem~44! and ~57! we obtain

Im L2'h1
1/2~LR!21/4

3
n1r 1n2

~n2/r 1r 2!@~32n!n224n2LR#22~2n22n1LR!
.

~58!

Comparison of asymptotical and numerical results is
presented in Tables IV and V for a traction-free edge and an
edge clamped in the transverse direction, respectively. The
relative errors are«15uLR2ReL2

exu/ReL2
ex3100% and«2

TABLE IV. Extensional natural frequencies~free edge!.

n ReL2
ex LR «1 Im D2

ex3104 Im L2
as3104 «2

5 8.260 577 8.071 621 2.287 0.016 664 0.007 732 53.603
6 11.813 252 11.623 134 1.609 0.023 086 0.012 196 47.169
7 16.011 212 15.820 377 1.192 0.031 655 0.017 931 43.355
8 20.854 663 20.663 350 0.917 0.042 529 0.025 037 41.129
9 26.343 706 26.152 052 0.728 0.055 902 0.033 610 39.877

10 32.478 393 32.286 484 0.591 0.071 983 0.043 738 39.239
11 39.258 757 39.066 645 0.489 0.090 983 0.055 506 38.993
12 46.684 814 46.492 536 0.412 0.113 114 0.068 994 39.005
13 54.756 576 54.564 157 0.351 0.138 588 0.084 278 39.188
14 63.474 052 63.281 508 0.303 0.167 615 0.101 432 39.485
15 72.837 245 72.644 588 0.265 0.200 404 0.120 527 39.858
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5uIm L2
as2Im L2

exu/Im L2
ex3100%, and the value ImL2

as is
calculated by Eq.~54! or ~58!. The problem parameters are
the same as in Tables II and III.

V. CONCLUDING REMARKS

Among the localized vibrations considered in this paper,
the bending and extensional ones show little dependence on
the shell curvature. It is likely that they occur in the case of
a shell of arbitrary shape as well. At the same time super-
low-frequency semi-membrane vibrations are characteristic
only of a cylindrical shell.

The consideration above shows that for a shell localized
vibrations take place not only at a traction free edge. The
point is that for all the vibrations analyzed in the leading
order we satisfy only two boundary conditions corresponding
to a traction-free edge in the theories of plate bending and
extension and in the semi-membrane theory of shells.
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APPENDIX A: Bending vibrations of a semi-strip

Consider the free localized bending vibrations of a semi-
strip. Let its middle surface occupy the regionx>0, 2b
<y<b in the plane~x, y! and its thickness be equal to 2h.
Let us introduce the dimensionless coordinatesx15px/b,
y15py/b. The equation of motion in the Kirchhoff theory
of plates is

1
3 h2D2w2~12n2!lw50, ~A1!

where w is the transverse displacement,D is the Laplace
operator, andh5hp/b is the relative half-thickness of the
semi-strip.

The boundary conditions on the traction-free edgex1

50 can be written as

]2w

]x1
2 1n

]2w

]y1
2 50,

]3w

]x1
3 1~22n!

]3w

]x1]y1
2 50, ~A2!

while the boundary conditions on the simple-supported edges
y156p are

w5
]2w

]y1
2 50. ~A3!

A particular solution of Eq.~A1! satisfying boundary
conditions~A3! can be written as

w5e2rx1 sinny1 , ~A4!

wheren51,2,..., Rer.0. By substituting representation~A4!
into Eq. ~A1! we obtain a characteristic equation in the pa-
rameterr. In the range 0,l,h1

2n4 this equation possesses
two real roots,

r 1,25An27h1
21l1/2, ~A5!

where

h1
25

h2

3~12n2!
.

By inserting the general solution of Eq.~A1! into bound-
ary conditions~A2! we arrive at the frequency equation

r 1„r 1
22~22n!n2

…~r 2
22nn2!2r 2„r 2

22~22n!n2
…~r 1

22nn2!

50. ~A6!

In the range 0,l0,h1
2n4 at vÞ0 it has the root

l5h1
2n4~12n!„~3n21!12A~12n!21n2

…. ~A7!

Equation ~A7! defines the sought after natural frequency.
The associated natural form can be presented as

w5C@2~r 2
22nn2!e2r 1x11~r 1

22nn2!e2r 2x1# sinny1 .
~A8!

Natural frequency~A7! and natural form~A8! correspond to
the Rayleigh-type bending wave investigated for the first
time in Ref. 13.

APPENDIX B: Extensional vibrations of a semi-strip

Consider the free localized vibrations of a semi-strip de-
scribed in Appendix A and subjected to generalized plane
stress. The equations of motion are

]2u

]x1
2 1

12n

2

]2u

]y1
2 1

11n

2

]2v
]x1]y1

1~12n2!lu50,

~B1!
11n

2

]2u

]x1]y1
1

12n

2

]2v

]x1
2 1

]2v

]y1
2 1~12n2!lv50.

TABLE V. Extensional natural frequencies~edge clamped in the transverse direction!.

n ReL2
ex LR «1 Im L2

ex Im L2
as «2

5 8.228 298 8.071 621 1.904 0.027 319 0.034 445 26.084
6 11.777 310 11.623 134 1.309 0.029 710 0.037 733 27.003
7 15.972 037 15.820 377 0.950 0.031 736 0.040 756 28.423
8 20.812 562 20.663 350 0.717 0.033 500 0.043 570 30.059
9 26.298 910 26.152 052 0.558 0.035 066 0.046 213 31.788

10 32.431 087 32.286 484 0.446 0.036 474 0.048 713 33.555
11 39.209 090 39.066 645 0.363 0.037 752 0.051 090 35.331
12 46.632 913 46.492 536 0.301 0.038 922 0.053 362 37.102
13 54.702 549 54.564 157 0.253 0.039 998 0.055 541 38.860
14 63.417 992 63.281 508 0.215 0.040 993 0.057 638 40.603
15 72.779 236 72.644 588 0.185 0.041 917 0.059 661 42.330
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Hereu andv are the displacements along the coordinatesx,
y, andl5rv2b2/Ep2 is the dimensionless frequency.

Boundary conditions on the edges take the form

]u

]x1
1n

]v
]y1

50,
]u

]y1
1

]v
]x1

50 at x150, ~B2!

u5
]v
]y1

50 at y156p. ~B3!

Solutions of Eqs.~B1! obeying boundary conditions
~B3! can be written as

u5u0e2rx1 sinny1 , v5v0e2rx1 cosny1 , ~B4!

wherer, u0 , andv0 are constants,n51,2,.... To ensure that
the solution decays asx1 approaches infinity we require
Rer.0. By substituting Eqs.~B4! into Eqs.~B1! we arrive at
a characteristic equation possessing two real positive roots in
the range 0,l,n2/2(11n). They are

r 15An222~11n!l, r 25An22~12n2!l. ~B5!

Then by introducing the general solution of system~B1!
into boundary conditions~B2! we obtain the frequency equa-
tion

„n22~11n!l…22r 1r 2n250. ~B6!

It can be easily verified that in the range 0,l,n2/2(1
1n) Eq. ~B6! has the unique root corresponding to a natural
frequency. In this case the natural form is given by

u5C@r 1~n21r 2
2!e2r 1x122r 1n2e2r 2x1# sinny1 ,

~B7!
v5Cn@2~n21r 2

2!e2r 1x112r 1r 2e2r 2x1# cosny1 .

Equations~B7! describe a surface wave. The latter represents
an analog of the Rayleigh wave14 for plate extension. In fact,
Eq. ~B6! can be rewritten as

S 22
cR

2

c2
2D 2

24A12
cR

2

c1
2A12

cR
2

c2
250,

where c15@E/r(12n2)#1/2, c25@E/2r(11n)#1/2, and cR

5vb/np. This equation coincides with that for the phase
velocity of the Rayleigh wave.
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Sound propagation in street canyons: Comparison between
diffusely and geometrically reflecting boundaries
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This paper systematically compares the sound fields in street canyons with diffusely and
geometrically reflecting boundaries. For diffuse boundaries, a radiosity-based theoretical/computer
model has been developed. For geometrical boundaries, the image source method has been used.
Computations using the models show that there are considerable differences between the sound
fields resulting from the two kinds of boundaries. By replacing diffuse boundaries with geometrical
boundaries, the sound attenuation along the length becomes significantly less; the RT30 is
considerably longer; and the extra attenuation caused by air or vegetation absorption is reduced.
There are also some similarities between the sound fields under the two boundary conditions. For
example, in both cases the sound attenuation along the length with a given amount of absorption is
the highest if the absorbers are arranged on one boundary and the lowest if they are evenly
distributed on all boundaries. Overall, the results suggest that, from the viewpoint of urban noise
reduction, it is better to design the street boundaries as diffusely reflective rather than acoustically
smooth. © 2000 Acoustical Society of America.@S0001-4966~00!04902-X#

PACS numbers: 43.50.Vt, 43.50.Sr, 43.28.Fp, 43.20.Fn@MRS#

INTRODUCTION

Sound propagation in street canyons has been investi-
gated for a number of years. A common manner of solving
the problem is to use the image source method or ray-tracing
techniques by assuming that the building facades and street
ground are perfectly smooth and thus geometrically reflec-
tive. This assumption is appropriate in certain situations and
the previous work on this aspect has contributed significantly
towards a fundamental understanding of the behavior of
sound in street canyons.1–6 However, since there are always
some irregularities on building or ground surfaces, the con-
sideration of pure geometrical reflection appears to be unrea-
sonable in many cases.2,7 Consequently, a number of models
have been proposed for taking diffuse reflections into ac-
count. Bullen and Fricke,8 in order to consider the effects of
scattering from objects and protrusions in streets, analyzed
the sound field in terms of its propagating modes. In a model
suggested by Davies,9 the sound field was assumed to be the
sum of a multiply geometrically reflected field and a diffuse
field that was fed from scattering at boundaries at each re-
flection of the geometrical field. Wu and Kittinger,10 using
Chien and Carroll’s method11 of describing a surface by a
mixed reflection law with an absorptivity or reflectivity pa-
rameter and a smoothness or roughness parameter, devel-
oped a model for predicting traffic noiseLA10. Heutschi12

suggested modeling sound propagation by a continuous en-
ergy exchange within a network of predefined points located
on individual plane surfaces, and in this way it was possible
to define any characteristic directivity pattern for the reflec-
tions. In addition to the above models, the boundary element
method was also proved to be useful for studying the sound
field in street canyons.13

Previous work, however, has mainly focused on improv-
ing the accuracy of prediction models, and little has been
published on the differences and similarities between the
sound fields formed by diffusely and geometrically reflecting
boundaries. Given the significant differences between the
two kinds of sound fields in long enclosures, observed both
experimentally and theoretically,14–19 an investigation of
street canyons is important to better understand the behavior
of sound and is also useful for the design of new buildings.

The real world is somewhere between the sound fields
under the two idealized boundary conditions.10,15 Consider a
general condition, namely, when a sound ray is incident on a
boundary, a fractionUg of the incident power is reflected
geometrically, a fractionUd is reflected diffusely, and the
rest is absorbed. A street which consists of a mixture of
boundaries, some geometrically reflective and some diffusely
reflective, can be represented usingUg50 andUd50. For a
rectangular street canyon with such a general condition, it
can be demonstrated that at a given source–receiver distance
the average length of reflected sound path and the average
order of reflection are between those resulting from diffuse
and geometrical boundaries. Consequently, the true sound
field should be between the two limits. As a calculation ex-
ample, Davies has shown that, withUg50.6,Ud50.3, the
attenuation curve along the length is between those with
Ug50.3, Ud50.6 andUg50.9, Ud50.9 Experimental evi-
dence shows that in long enclosures the sound attenuation
along the length becomes systematically greater with an in-
creasing amount of diffusers on boundaries, or with better
diffusers.16–18

The objective of this paper is to systematically analyze
and compare the sound fields in street canyons resulting from
both diffusely and geometrically reflecting boundaries. For
diffuse boundaries, a computer model has been developed
using the radiosity technique. This model is based on the

a!Present address: School of Architecture, The University of Sheffield, West-
ern Bank, Sheffield S10 2TN, United Kingdom.
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assumption that the sound energy reflected from a boundary
is dispersed over all directions according to the Lambert co-
sine law. For geometrical boundaries, the conventional im-
age source method is used. The compared indices are mainly
the sound pressure level~SPL! and reverberation. The latter
has been demonstrated to be a useful index for streets.7

For the sake of convenience, the boundary absorption is
assumed to be independent of the angle of incidence. Excess
attenuation due to ground interference and temperature- or
wind-gradient-induced refraction is not taken into account in
the calculation. These omissions are not thought to be of
great significant for the comparison between the two kinds of
boundaries.7,9 The absorption coefficient is assumed to be
uniform in a boundary. With some strong absorption ele-
ments, such as open windows or gaps between buildings as
sound energy sinks, it has been demonstrated that the trend
of the comparison results will not change systematically.

The main interest of this paper is the situation where
street boundaries have reasonable effects on the sound en-
ergy at a receiver. If the direct sound is dominant, such as the
case when a receiver is very close to high-density traffic and
there is no barrier in between, it is unimportant to consider
the effect of street boundaries, or to compare the two kinds
of boundaries.

The paper begins with a description of the models. A
series of computed results is then analyzed.

I. MODEL FOR DIFFUSELY REFLECTING
BOUNDARIES

The radiosity method was first developed in the 19th
century for the study of radiant heat transfer in simple
configurations.20–22 By considering relatively high frequen-
cies, the method has recently been used in the field of room
acoustics.19,23,24 An important feature of this application is
that the time factor must be taken into account. With similar
principles, the radiosity method can also be used for the
study of street canyons.

Basically, the model outlined in this paper divides the
building facades and the ground of a street into a number of
patches~i.e., elements! and replaces the patches and receiv-
ers with nodes in a network. The sound propagation in the
street can then be simulated by energy exchange between the
nodes. The energy moving between pairs of patches depends
on a form factor, which is defined as the fraction of the
sound energy diffusely emitted from one patch which arrives
at the other by direct energy transport. The main steps of the
model are described below.

A. Patch division

The first step of the model is to divide each bound-
ary into a number of patches. Consider an idealized street
canyon with a length ofX, width of Y, and height ofZ,
as illustrated in Fig. 1. The boundaries are defined as
G, ground;A, building facade aty50; andB, building fa-
cade aty5Y. Also define the patches along the length,
width, and height asl ( l 51,...,NX), m (m51,...,NY), and
n (n51,...,NZ), respectively.

The model is more accurate with finer patch parametri-
zation, but there is a square-law increase of calculation time

with the number of patches. To reduce the patch number, the
boundaries are so divided that a patch is smaller when it is
closer to an edge. This is because, for a given patch size,
form factor calculations become less accurate as the patch
moves closer to an edge.25 For the convenience of computa-
tion, the division of boundaries is made using geometrical
series~see Fig. 1!.

If a dimension is not large, for example, along the width,
the patch sizeddm increases from the edges to the center,
namely,

ddm5kmqy
m21 S 1<m<

NY

2 D
5kmqy

NY2m S NY

2
,m<NYD , ~1!

whereqy(qy.1) is the ratio between two adjacent patches,
NY should be an even number, and

km5
Y

2

12qy

12qy
NY/2 . ~2!

For a relatively large dimension, for example, along the
length, the patch sizeddl increases froml 51 to NX/4, de-
creases froml 53NX/411 to NX , and is constant between
l 5NX/411 and 3NX/4. In this way extreme differences in
patch size can be avoided. The patch sizes can be determined
by

ddl5klqx
l 21 S 1< l<

NX

4 D
5klqx

NX/421 S NX

4
, l<

3NX

4 D
5klqx

NX21 S 3NX

4
, l<NXD , ~3!

whereqx (qx.1) is the ratio between two adjacent patches,
NX should be divisible by 4, and

FIG. 1. Three-dimensional projection of an idealized street showing an ex-
ample of patch division.
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kl5
X

2

1

12qx
NX/4

12qx
1

NX

4
qx

NX/421

. ~4!

Correspondingly, the coordinates of the center of a
patch, for example,Gl ,m , can be determined by

dl52
1

2
ddl1(

l 51

l

ddl

and ~5!

dm52
1

2
ddm1 (

m51

m

ddm .

B. First-order patch sources

The next step of the model is to distribute the sound
energy of an impulse source to the patches. The patches can
then be regarded as sound sources, which are called first-
order patch sources below. The basic principle of the source
energy distribution is that the energy fraction at each patch is
the same as the ratio of the solid angle subtended by the
patch at the source to the total solid angle. Consider a point
sourceSat (Sx ,Sy ,Sz). A first-order patch source,G1(t) l ,m ,
for example~see Fig. 2!, can be calculated by

G1~ t ! l ,m5K~12aGl ,m
!e2MSl ,m

1

4p

3E
0

b l ,mE
w l ,m

w l ,m1Dw l ,m
cosw dw db

5K~12aGl ,m
!e2MSl ,m

1

4p
usin~w l ,m1Dw l ,m!

2sinw l ,mub l ,m S t5
Sl ,m

c D , ~6!

wheret (t50,...,̀ ) is the time andt50 represents the mo-
ment at which the source generates an impulse. Herec is the
speed of sound in air,K is a constant in relation to the sound

power of the source, andaGl ,m
is the angle-independent ab-

sorption coefficient of patchGl ,m . To consider buildings
with a lower height thanZ, the absorption coefficient can be
given as 1. HereM ~Np/m! is the intensity-related attenua-
tion constant in air.Sl ,m is the mean beam length between
the source and patchGl ,m , which can be approximated by
the distance from the source to the center of the patch,
namely,

Sl ,m5A@dl2Sx#
21@dm2Sy#

21Sz
2. ~7!

Herew l ,m , Dw l ,m , andb l ,m are the angles determining the
location of patchGl ,m with reference to the source, which
can be calculated by

sin~w l ,m1Dw l ,m!5
dl1

1
2ddl2Sx

A~dl1
1
2ddl2Sx!

21~dm2Sy!21Sz
2

,

~8!

sinw l ,m5kw

dl2
1
2ddl2Sx

A~dl2
1
2ddl2Sx!

21~dm2Sy!21Sz
2

, ~9!

and

b l ,m5ZarctanUdm1 1
2ddm2Sy

Sz
U

2kb arctanUdm2 1
2ddm2Sy

Sz
UZ. ~10!

In Eq. ~9! kw is used to consider the source position
which is between the two sides of patchGl ,m . That is,kw

521 when dl2ddl /2<Sx<dl1ddl /2, otherwise kw51.
Similarly, in Eq. ~10! kb521 when dm2ddm/2<Sy<dm

1ddm/2, andkb51 otherwise.
If a source is directional, a term in Eq.~6! representing

the radiation strength of the source in the direction of patch
Gl ,m should be added.

C. Form factors

In an idealized street canyon, as illustrated in Fig. 1, the
relative location of any two patches is either orthogonal or
parallel. For orthogonal patches, the form factor can be cal-
culated using Nusselt’s method.22 That is, the computing
form factor is equivalent to projecting the receiving patch
onto a unit hemisphere centered about the radiation patch,
projecting this projected area orthographically down onto the
hemisphere’s unit circle base, and dividing by the area of the
circle. As an example, Fig. 3 illustrates the calculation from
emitter Al 8,n8 ( l 851,...,NX ,n851,...,NZ) to receiverGl ,m .
By considering the absorption of patchAl 8,n8 and air absorp-
tion, the energy emitted fromAl 8,n8 to Gl ,m , AG( l 8,n8),(l ,m) ,
can be calculated by

AG~ l 8,n8!,~ l ,m!5~12aAl 8,n8
!e2Md~ l 8,n8!,~ l ,m!

1

2p

3ucos2 g~ l 8,n8!,~ l ,m!2cos2 ~g~ l 8,n8!,~ l ,m!

1Dg~ l 8,n8!,~ l ,m!!uq~ l 8,n8!,~ l ,m! , ~11!

FIG. 2. Distribution of the energy from a point source to a patch on the
ground.
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whered( l 8,n8),(l ,m) is the mean beam length between patches
Al 8,n8 and Gl ,m . It can be approximated using the distance
between the centers of the two patches:

d~ l 8,n8!,~ l ,m!5A~dl2dl 8!
21dm

2 1dn8
2 . ~12!

Here g ( l 8,n8),(l ,m) , Dg ( l 8,n8),(l ,m) , and q ( l 8,n8),(l ,m) are the
angles for determining the relative location of the two
patches:

cosg~ l 8,n8!,~ l ,m!5
dm2 1

2ddm

A~dl2dl 8!
21~dm2 1

2ddm!21dn8
2

, ~13!

cos~g~ l 8,n8!,~ l ,m!1Dg~ l 8,n8!,~ l ,m!!

5
dm1 1

2ddm

A~dl2dl 8!
21~dm1 1

2ddm!21dn8
2

, ~14!

q~ l 8,n8!,~ l ,m!5ZarctanUdl2
1
2ddl2dl 8

dn8
U

2kq arctanUdl1
1
2ddl2dl 8

dn8
UZ. ~15!

In Eq. ~15! kq is used to consider the case where the two
patches have the same coordinate in the length direction.
That is,kq521 whenl 5 l 8, otherwisekq51.

For parallel patches, the form factor can be calculated by
a method developed by Cohen and Greenberg,22,26 that is,
projecting the receiving patch onto the upper half of a cube
centered about the radiation patch. Consider patchesAl 8,n8
( l 851,...,NX ,n851,...,NZ) and Bl ,n . For example, the en-
ergy emitted fromAl 8,n8 to Bl ,n , AB( l 8,n8),(l ,n) , can be cal-
culated by

AB~ l 8,n8!,~ l ,n!5~12aAl 8,n8
!e2Md~ l 8,n8!,~ l ,n!

3
Y2ddlddn

p@~dl2dl 8!
21~dn2dn8!

21Y2#2 ,

~16!

whered( l 8,n8),(l ,n) is the mean beam length between the two
patches, which can be approximated using the distance be-
tween the centers of the two patches:

d~ l 8,n8!,~ l ,n!5A~dl2dl 8!
21~dn2dn8!

21Y2. ~17!

D. Energy exchange between patches

Using the form factors obtained above, the sound energy
of each first-order patch source can be redistributed to other
patches and, consequently, the second-order patch sources
can be generated. Continue this process and thekth-order
patch sources can be obtained (k51,...,̀ ). This process is
‘‘memory-less,’’ that is, the energy exchange between
patches depends only on the form factors and the patch
sources of preceding order. The calculation of akth-order
patch source can be made by summing the contribution from
all the (k21)th-order patch sources, except those which are
on the same boundary as thekth-order patch source consid-
ered. For example, to calculate akth-order patch source on
the ground,Gk(t) l ,m , the contribution from the patches on
the two facades should be summed:

Gk~ t ! l ,m5 (
l 851

NX

(
n851

NZ

AG~ l 8,n8!,~ l ,m!

3Ak21S t2
d~ l 8,n8!,~ l ,m!

c D
l 8n8

1 (
l 851

NX

(
n851

NZ

BG~ l 8,n8!,~ l ,m!

3Bk21S t2
d~ l 8,n8!,~ l ,m!

c D
l 8n8

S t2
d~ l 8n8!,~ l ,m!

c
>0D . ~18!

E. Energy from patches to receiver

Consider a receiverR at (Rx ,Ry ,Rz). The energy re-
sponse at the receiver can be determined by taking all orders
of patch sources into account. For thekth-order patch
sources, the energy at receiverR at time t can be written as

Ek~ t !5Ek~ t !G1Ek~ t !A1Ek~ t !B , ~19!

where, for example, the contribution from the patch sources
on boundaryG is Ek(t)G , which can be determined by

Ek~ t !G5(
l 51

NX

(
m51

NY FGkS t2
Rl ,m

c D
l ,m

pRl ,m
2 cos~j l ,m!G e2MRl ,m

S t2
Rl ,m

c
>0D , ~20!

FIG. 3. Determination of the form factor from emitterAl 8,n8 to an orthogo-
nal patchGl ,m .
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wherej l ,m is the angle between the normal of patchGl ,m and
the line joining the receiver and the patch:

cos~j l ,m!5
Rz

A~dl2Rx!
21~dm2Ry!21Rz

2
. ~21!

In Eq. ~20! Rl ,m is the mean beam length between receiverR
and patchGl ,m . Again, it can be approximated using the

distance between the receiver and the patch center:

Rl ,m5A~dl2Rx!
21~dm2Ry!21Rz

2. ~22!

A more accurate calculation ofRl ,m can be made by subdi-
viding patch Gl ,m into Nl by Nm (Nl ,Nm>1) equal ele-
ments and then calculating their average distance to the re-
ceiver:

Rl ,m5
1

NlNm
(
i 51

Nl

(
j 51

Nm AFdl2
1

2
ddl1

ddl

Nl
S i 2

1

2D2RxG2

1Fdm2
1

2
ddm1

ddm

Nm
S j 2

1

2D2RyG2

1Rz
2. ~23!

A similar method can also be used for the calculations in
Eqs.~10!, ~12!, and~17!.

By considering all orders of patch sources as well as the
direct energy transport from source to receiver, the energy
response at receiverR can be given by

L~ t !510 lgFEd~ t !1 (
k51

`

Ek~ t !G2L ref , ~24!

whereL ref is the reference level. The direct energy can be
calculated by

Ed~ t !5
1

4pr 2 e2Mr S t5
r

cD , ~25!

wherer is the source–receiver distance:

r 5A~Sx2Rx!
21~Sy2Ry!21~Sz2Rz!

2. ~26!

By introducing a termr /c to translate the arrival time of
direct sound to zero, the decay curve can be obtained by the
reverse-time integration ofL(t). Consequently, the early de-
cay time~EDT! and RT30~reverberation time obtained from
25 to 235 dB on a decay curve using linear regression! can
be determined. The steady-state SPL at receiverR can be
calculated by

L510 lg(
Dt

10L~ t !/10. ~27!

By considering more boundaries, the above theory can
also be used for rectangular enclosures. Such an extended
model has been shown to correctly calculate the acoustic
characteristics of a cube,19 which can be regarded as a vali-
dation of the algorithms.

II. MODEL FOR GEOMETRICALLY REFLECTING
BOUNDARIES

With geometrically reflecting boundaries, the sound
propagation in a street canyon can be calculated using the
image source method. Figure 4 illustrates the distribution of
image sources in an idealized street, as shown in Fig. 1. For
calculation convenience, the image sources are divided into
four groups, namely A1, A2, B1, and B2. Groups A1 and A2
represent the reflections between two facades, and groups B1
and B2 include the reflection from the street ground. With

reference to Fig. 4, the energy from an image source to a
receiverR at (Rx ,Ry ,Rz) can be easily determined. First,
consider an image sourcei ( i 51,...,̀ ) in group A1. For odd
values ofi the energy to the receiver is

Ei~ t !5
1

4pdi
2 ~12aA!~ i 11!/2~12aB!~ i 21!/2e2Mdi

S t5
di

c D , ~28!

whereaA andaB are the absorption coefficient of facadesA
and B, respectively. Heredi is the distance from the image
sourcei to the receiver:

di
25~Sx2Rx!

21@~ i 21!W1Sy1Ry#
21~Sz2Rz!

2.
~29!

For eveni,

Ei~ t !5
1

4pdi
2 ~12aA! i /2~12aB! i /2e2Mdi S t5

di

c D
~30!

with

di
25~Sx2Rx!

21~ iW2Sy1Ry!21~Sz2Rz!
2. ~31!

For an image sourcei ( i 51,...,̀ ) in group A2, with
odd values ofi the sound energy to the receiver is

Ei~ t !5
1

4pdi
2 ~12aA!~ i 21!/2~12aB!~ i 11!/2e2Mdi

S t5
di

c D ~32!

with

di
25~Sx2Rx!

21@~ i 11!W2Sy2Ry#
21~Sz2Rz!

2.
~33!

For eveni,

Ei~ t !5
1

4pdi
2 ~12aA! i /2~12aB! i /2e2Mdi S t5

di

c D
~34!

with

1398 1398J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Jian Kang: Sound propagation in street canyons



di
25~Sx2Rx!

21~ iW1Sy2Ry!21~Sz2Rz!
2. ~35!

For groups B1 and B2, the energy from the image
sources to the receiver can be determined using Eqs.~28!–
~35! but replacing the termSz2Rz with Sz1Rz and, also,
considering the ground absorptionaG . By summing the en-
ergy from all the image sources in groups A1, A2, B1, and
B2, and taking direct sound transfer into account, the energy
response at the receiver can be obtained. Consequently, the
acoustic indices such as EDT, RT30, and steady-state SPL
can be determined in a similar manner to Eqs.~24!–~27!.

III. COMPUTATION

The sound fields in street canyons resulting from both
diffusely and geometrically reflecting boundaries were ana-
lyzed using C-program representations of the above models.
For convenience, the calculations assumed idealized street
layouts. Namely, that the buildings were continuous along a
street and of constant height. In most calculations, the street
length was 120 m, a point source was positioned atx
530 m, the source–receiver distance along the length was
1–60 m (x531– 90 m), and the facades and ground were
assumed to have a uniform absorption coefficient of 0.1.2,9,10

With this configuration the calculation results should not be

significantly affected by extending the street length.14,19 In
other words, the results can be generalized to represent a
longer street. Figure 5 illustrates the geometry of such a typi-
cal street. Except where indicated, the calculations below
correspond with this configuration. Note that the source–
receiver distance refers to the horizontal distance along the
canyon length.

Typically, calculations were made withNX560, qx

51.2, NY5NZ58, and qy5qz51.5. Using these param-
eters the program calculated the form factors and the energy
distribution to first-order patch sources accurate to four deci-
mal places.

A. Sound attenuation along the length

Figure 6 shows the extra SPL attenuation along the
length caused by replacing geometrically reflecting bound-
aries with diffusely reflecting boundaries. The calculation is
based on two street layouts, namelyY520 m, Z56 m, and
Y520 m, Z518 m. The receivers are along two lines in the
length direction, namely~31–90 m, 2 m, 1 m! and~31–90 m,
18 m, Z!, which represent relatively high and low SPL in a
cross section, respectively. The source is at~30 m, 6 m, 1 m!.
From Fig. 6 it is interesting to note that in comparison with
geometrical boundaries, the SPL with diffuse boundaries de-

FIG. 4. Distribution of the image
sources in an idealized street canyon.
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creases significantly with increasing source–receiver dis-
tance. The main reason is that, with diffuse boundaries, the
total energy loss becomes greater because the average sound
path length is longer, especially at the receivers in the far
field. For this reason, if air or vegetation absorption is in-
cluded, the difference between diffuse and geometrical
boundaries is even greater. This is supported by calculation
results. In the near field, with diffuse boundaries there is a
slight increase in SPL, which is possibly due to the energy
reflected back from farther boundaries.16 As expected, this
increase becomes less with increasing source–receiver dis-
tance in the length and/or width direction.

In long enclosures similar differences between the two
kinds of boundaries have been obtained, both
theoretically15,19 and experimentally.16–18

From Fig. 6 it can also be seen that, withZ518 m, the
extra attenuation is less than that withZ56 m, both along
~31–90 m, 2 m, 1 m! and~31–90 m, 18 m,Z!. For receivers
along ~31–90 m, 2 m, 1 m!, an important reason for the
difference betweenZ56 and 18 m is that, with diffuse
boundaries, the sound energy increases with increasing street
height and this energy increase is proportionally greater for a
longer source–receiver distance, whereas, with geometrical
boundaries, the sound attenuation is not affected by the
change in street height becauseSz andRz are less than 6 m.
For receivers along~31–90 m, 18 m,Z!, a notable reason for
the difference betweenZ56 and 18 m is that in comparison
with ~31–90 m, 18 m, 6 m!, the sound attenuation along
~31–90 m, 18 m, 18 m! is considerably less, both with dif-
fuse and geometrical boundaries. Given that along~31–90
m, 18 m, 18 m! the sound attenuation is only 6 dB with
geometrical boundaries, the 4-dB extra attenuation caused by
replacing geometrical boundaries with diffuse boundaries is
significant. If the street width is reduced to 10 m, with geo-
metrical boundaries the sound attenuation along~31–90 m, 8
m, 18 m! increases to 7 dB. Replacing geometrical bound-

aries with diffuse boundaries, the extra attenuation increases
to 5 dB.

B. Street height and width

As mentioned above, with diffusely reflecting bound-
aries the SPL at a receiver is affected by the street height.
Figure 7 shows a comparison betweenZ56, 18, and 30 m in
the sound attenuation with reference to the SPL at 1 m from
the source. For this calculation the street width is 20 m, the
source is at~30 m, 6 m, 1 m!, and the receivers are at~31–90
m, 2 m, 1 m!. From Fig. 7 it can be seen that the sound
attenuation becomes less with the increase of street height. In
the near field, say within 10 m from the source, the SPL

FIG. 6. Extra SPL attenuation along the length caused by replacing geo-
metrically reflecting boundaries with diffusely reflecting boundaries.Z
56 m: ———, receivers alongy52 m andz51 m: - - -, receivers along
y518 m and z56 m. Z518 m:———, receivers alongy52 m and z
51 m; ¯ , receivers alongy518 m andz518 m.

FIG. 5. Plan and cross section of an
idealized street showing the source po-
sition and receiver lines used in calcu-
lation. The units in this figure are
meters.
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difference between the three street heights is insignificant,
which suggests that the SPL at the receivers in this range is
dominated by the boundaries under 6 m. From Fig. 7 it is
also seen that the attenuation curves are concave. In other
words, the attenuation per unit distance becomes less with
the increase of source–receiver distance. The attenuation
curve in the free field is also shown in Fig. 7. It is interesting
to note that the difference betweenZ56 m and the free field
is only about 2–4 dB.

To investigate the effect of street width, the extra SPL
attenuation along the length caused by moving facade B
from y510 to 40 m was calculated withZ518 m, for both
diffuse and geometrical boundaries. This corresponds to a
change in height/width ratio of 1.8 to 0.45. Figure 8 shows
the average extra attenuation along two lines of receivers
near facade A, namely~31–90 m, 2 m, 1 m! and~31–90 m,
2 m, 18 m!, again with a point source at~30 m, 6 m, 1 m!.
The difference in extra attenuation between the two kinds of

boundaries is generally insignificant. Interestingly, the maxi-
mum extra attenuation occurs at distance from the source of
20 m with diffuse boundaries and 35 m with geometrical
boundaries. This is probably because in the near field, the
SPL is dominated by the initial reflections from facade A
such that facade B is relatively less effective. In the very far
field the average sound path length is already long and con-
sequently the effect caused by moving facade B away is
proportionally less.

C. Sound distribution in cross sections

To investigate the SPL variation in the width and height
direction, calculations were performed at 54 receiver loca-
tions in a cross section with a distance of 5 m from the
source, for both diffuse and geometrical boundaries. In the
calculation, the cross section wasY520 m andZ518 m, the
source was at~30 m, 6 m, 1 m!, and the receivers were along
three lines in the height direction withy52, 10, and 18 m.
The results show that for both kinds of boundaries the dif-
ference between the maximum and minimum SPL in the
cross section is about 7 dB.

The SPL variation in a cross section decreases as the
distance between the cross section and the source increases.
For both diffuse and geometrical boundaries, the SPL differ-
ence was calculated between two lines of receivers along the
length,~31–90 m, 2 m, 1 m! and~31–90 m, 18 m,Z!, which
represent relatively high and low SPL in a cross section.
Both Z56 and 18 m were considered. The results show that
when the source–receiver distance increases from 1 to 15 m,
the SPL difference decreases from 10 to about 2 dB. With
Z518 m the SPL variation is systematically greater than that
with Z56 m, but the difference is only around 1 dB.

The source position may also affect the sound distribu-
tion in a cross section. For a street with a cross section of
Y520 m andZ518 m, the SPL difference caused by mov-
ing a point source from~30 m, 3 m, 1 m! to ~30 m, 17 m, 1
m! was calculated for both kinds of boundaries. The results
show that for both kinds of boundaries, at receivers~31–90
m, 2 m, 1 m! the SPL difference with the two source posi-
tions is significant in the near field but becomes negligible
beyond a certain range, say with a source–receiver distance
of 15 m. At receivers~31–90 m, 2 m, 18 m!, the SPL dif-
ference caused by moving the source is less than 1 dB.

D. Reverberation

Reverberation in street canyons is useful for investigat-
ing multiple reflections.27–29Also, it has been experimentally
proven that with a given SPL, noise annoyance is greater
with a longer reverberation time.30

A comparison of RT30 and EDT between diffusely and
geometrically reflecting boundaries is shown in Fig. 9, with a
street width of 20 m, three street heights of 6, 18, and 30 m,
a point source at~30 m, 6 m, 1 m!, and receivers along
~31–90 m, 2 m, 1 m!. It is interesting to note that, in com-
parison with diffuse boundaries, the EDT with geometrical
boundaries is shorter with a relatively high height/width ratio
and is longer when this ratio is relatively low, whereas the
RT30 is much longer with any aspect ratio. An important

FIG. 7. Sound attenuation along a street canyon with diffusely reflecting
boundaries.———, Z56 m; ¯ , Z518 m; –––,Z530 m; grey line, free
field.

FIG. 8. Extra attenuation along the length caused by moving facadeB from
y510 m to 40 m.———, diffusely reflecting boundaries;̄ , geometrically
reflecting boundaries.
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reason for the difference in RT30 is that, with geometrical
boundaries, the image sources are well separated~see Fig. 4!
and, thus, the ratio of initial to later energy at a receiver is
less than that with diffuse boundaries. A similar phenomenon
occurs in long enclosures with a strongly absorbent ceiling,
where the reverberation can be reduced by putting diffusers
on smooth boundaries.17,18 From Fig. 9 it can also be seen
that, for both diffuse and geometrical boundaries, the RT30
and EDT increase with the increase of source–receiver dis-
tance. This is again similar to the situation in long
enclosures.14,19

Corresponding to Fig. 9, Fig. 10 shows the decay curves
at two typical receivers, 5 and 40 m from the source, where
the street height is 18 m. From the decay curves the above-
mentioned differences between diffuse and geometrical
boundaries and the differences between near and far fields
can be clearly seen.

The effect of street height on reverberation is similar to
that on SPL. In Fig. 9 it is seen that with geometrical bound-
aries, becauseSz andRz are less than 6 m, the reverberation
times are constant with the three street heights, whereas with
diffuse boundaries the RT30 and EDT become longer with
the increase of street height. Figure 9 also demonstrates the
effect of street width on reverberation, as can be seen by
comparing cross sections 20 by 18 m2 and 10 by 18 m2. As
expected, with a given street height the RT30 and EDT are
shorter with a greater street width because sky absorption is
increased.

Calculation has shown that the reverberation becomes
shorter with air absorption, which is expected. It is interest-
ing to note that the change in reverberation caused by air
absorption is more significant than that in SPL. This is be-
cause the SPL depends mainly on early reflections, whereas
reverberation is dependent on multiple reflections, for which
the air absorption is more effective due to the longer sound
path.

E. Distribution of boundary absorption

To investigate the variation in sound attenuation caused
by the location of absorption in the cross section, calcula-
tions were made with three distribution schemes of a con-
stant amount of absorption: I, one side wall strongly absor-
bent; II, two side walls strongly absorbent; and III, all three
boundaries evenly absorbent. In these calculations the cross
section wasY520 m andZ56 m, the source was at~30 m, 6
m, 1 m!, and the SPL in a cross section was represented by
the average of two receivers, namely,y52 m, z51 m, and
y518 m, z56 m. The absorption coefficients of the bound-
aries were distribution I,aA50.9 andaB5aG50.05; distri-
bution II, aA5aB50.475 andaG50.05; and distribution
III, aA5aB5aG50.209.

Figure 11 shows the extra attenuation caused by replac-
ing distribution III with distributions I and II. The extra at-
tenuation with distribution I is typically 1–4 dB in the case
of geometrical boundaries, and 1 dB with diffuse boundaries.
With distribution II the extra attenuation is systematically
less than that with distribution I, but still noticeable. A sim-
plified model for explaining the differences between the dif-
ferent distribution schemes is that, after hitting each bound-
ary once, the remaining energy of a reflection is the lowest
with distribution I, and the highest with distribution III. As-
sume that the original energy of a reflection is 1. The remain-
ing energy is then 0.130.95250.09 with distribution I,
0.525230.9550.26 with distribution II, and 0.791350.49
with distribution III. From Fig. 11 it is also apparent that

FIG. 9. Comparison of reverberation time between diffusely and geometri-
cally reflecting boundaries. Diffusely reflecting boundaries:h, RT30, Y
520 m andZ56 m; j, EDT, Y520 m andZ56 m; L, RT30, Y520 m
andZ518 m; l, EDT, Y520 m andZ518 m; n, RT30,Y520 m andZ
530 m; m, EDT, Y520 m andZ530 m; grey line, RT30,Y510 m and
Z518 m; dotted grey line, EDT,Y510 m andZ518 m. Geometrically
reflecting boundaries:s, RT30, Y520 m andZ56 – 30 m; d, EDT, Y
520 m andZ56 – 30 m.

FIG. 10. Comparison of decay curves with diffusely and geometrically re-
flecting boundaries. Diffusely reflecting boundaries:———, 5 m from
source; ———, 40 m from source. Geometrically reflecting boundaries:
thick grey line, 5 m from source; thin grey line, 40 m from source.
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with geometrical boundaries the differences between the
three distributions are greater than those with diffuse bound-
aries. This is probably because geometrical boundaries are
more affected by the reflection rule described above.

F. Multiple sources

The above calculations are all based on a single source.
This is useful to gain a basic understanding of sound propa-
gation in street canyons. Practically, the results are represen-
tative of certain typical types of urban noise, such as low-
density traffic. They are also useful for considering noise
propagation from a junction to a street. However, in many
cases it is necessary to take multiple sources into account.

Consider a typical and simplified configuration as fol-
lows. A street canyon is 120 m long and there are evenly
distributed point sources along the length. The source spac-
ing is 10 m. With a single source at any location, the SPL
attenuation is linear along the length, and this attenuation is
15 dB at 60 m from the source. A treatment, such as replac-
ing geometrical boundaries with diffuse boundaries, or add-
ing absorbers on facades, can bring an extra attenuation that
increases linearly along the length, and this extra attenuation
is 8 dB at a source–receiver distance of 60 m. With this
configuration the extra SPL attenuation caused by the treat-
ment in the case of multiple sources can be readily
calculated.31 To consider the multiple sources as moving ve-
hicles, calculation is made at a range of typical receivers,
from x560 m, with no horizontal distance from a source, to
x565 m, halfway between two sources. At these receivers,
the extra SPL attenuation with multiple sources is about 2–4
dB. This is less than that with a single source, as expected,
but still significant.

IV. CONCLUSIONS

The sound fields in street canyons with diffusely and
geometrically reflecting boundaries have been analyzed and
compared. For diffuse boundaries a radiosity-based

theoretical/computer model has been developed. For geo-
metrical boundaries, the conventional image source method
has been used.

Considerable differences between the sound fields re-
sulting from the two kinds of boundaries have been ob-
served. By replacing diffuse boundaries with geometrical
boundaries in street canyons, the sound attenuation along the
length becomes considerably less, typically by 4–8 dB with
a source–receiver distance of 60 m; the RT30 is significantly
longer, typically by 100%–200%; and the extra SPL attenu-
ation caused by air or vegetation absorption is reduced. With
moving traffic, about 2–4 dB extra attenuation can be ob-
tained by using diffuse boundaries. It is noted that this extra
attenuation may be diminished if a receiver is very close to
the traffic. Nevertheless, if a barrier is inserted to reduce the
direct sound, the use of diffuse boundaries can still be effec-
tive.

The above results suggest that, from the viewpoint of
urban noise reduction, it is better to design the building fa-
cades and the ground of a street canyon as diffusely reflec-
tive rather than acoustically smooth. Although it might be
unrealistic to design all the boundaries as pure diffusely re-
flective, some diffuse patches on a boundary, or boundaries
with a high diffuse coefficient, are helpful in making the
sound field fairly close to that resulting from diffuse bound-
aries, especially when multiple reflections are considered.32

Similar to diffuse boundaries, street furniture, such as trees,
lampposts, fences, barriers, benches, telephone boxes, bus
shelters, and so on, can also be effective in reducing noise.
With the same principle as for a single street canyon, diffuse
boundaries and street furniture are also useful for reducing
‘‘background’’ noise of a city, which is produced by the
general distribution of sources throughout the city.7

There are also some similarities between the sound
fields formed by diffusely and geometrically reflecting
boundaries. For both kinds of boundaries the sound distribu-
tion in a cross section is generally even unless the cross
section is very close to the source. Also, the extra attenuation
along the length caused by widening the street is very similar
between the two kinds of boundaries. Interestingly, the
sound attenuation along the length with a given amount of
absorption is the highest if the absorbers are arranged on one
boundary and the lowest if they are evenly distributed on all
boundaries. This result is especially useful for the design of a
street canyon formed by barriers.

The marked differences between the two kinds of sound
fields in street canyons suggest that, for practical calculation,
it is essential to investigate the characteristics of the bound-
aries, and then to consider diffuse and geometrical reflection
in an integrative way. In this respect, further work is needed.
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FIG. 11. Extra SPL attenuation along the length caused by replacing distri-
bution III with distributions I and II. Diffusely reflecting boundaries:
———, distribution I; - - -, distribution II. Geometrically reflecting bound-
aries: ———, distribution I;̄ , distribution II.
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The most popular models to predict sound propagation in architectural spaces involve the tracing of
rays, images, or beams. Most current beam-tracing methods use conical or triangular beams that
may produce overlaps and holes in the predicted sound field. Hence a new method has been
developed whereby the shape of reflected beams is governed by the shape of reflecting surfaces so
as to produce a geometrically perfect description of the sound propagation for halls with occluding
surfaces. The method also facilitates the calculation of diffuse sound propagation by managing the
energy transfer from a specular model to a diffuse model. This adaptive beam-tracing method
compares well with other methods in terms of speed and accuracy. ©2000 Acoustical Society of
America.@S0001-4966~00!03602-X#

PACS numbers: 43.55.Ka, 43.55.Gx@JDQ#

INTRODUCTION

There are a number of different modeling techniques
currently used to predict the acoustics of auditoria. The most
popular include ray tracing, the image method, and various
forms of beam tracing. Ray tracing~Kulowski1! creates a
dense spread of rays, which are subsequently reflected
around a room and tested for intersection with a spherical
detector. The energy attenuation of the intersecting rays and
distances traveled are used to construct an echogram. Al-
though relatively simple to implement, the algorithm has in-
herent systematic errors~Lehnert2! whereby spurious reflec-
tions can be created due to using a nonpoint detector whilst
other valid reflections are missed as the rays diverge. The
image method as demonstrated by Borish,3 and Lee and
Lee,4 overcomes these problems by instead calculating im-
ages of the sound sources in reflecting walls. Hence when
considering the specular case, rather than providing a statis-
tical evaluation of a sound’s likely incidence at a spherical
representation of the detector, the image method provides
exact information at a point detector. Higher-order images
are in turn calculated and so on until an echogram is pro-
duced. Although initially much faster than ray tracing, the
image method slows exponentially with increasing orders of
reflection as the number of possible, though not necessarily
valid, images increases. Invalid images must be eliminated
with validity and visibility tests. Some applications, such as
Vorlander,5 use a hybrid of the two methods to improve
speed and accuracy; however, this still requires a large num-
ber of initial rays and suffers from missing images later on.

By using beams~i.e., rays with volume!, a point detector
can be used whilst eliminating the need to calculate and vali-
date an exponentially increasing number of images. Popular
beam-tracing methods utilize conical beams~Maercke and
Martin6! or triangular beams~Lewers7!. Beams are reflected
around a room and tested for illumination of the detector.
However, since cones and triangles represent approximations
of the propagating sound field, overlaps and missing reflec-
tions can happen and so have to be compensated for statisti-
cally.

Modeling the specular propagating sound field without
holes or overlaps requires the cross-sectional shape of re-
flected child beams to be governed by the shape of reflecting
surfaces~Fig. 1!. One way of doing this is to determine for
each parent beam the polygon–polygon intersections of the
beam with reflecting walls~as suggested by Stephenson8!.
For simple rooms without occluding surfaces, each polygon
of intersection would define the cross-sectional area of a new
reflecting beam. For a room with occluding surfaces, the al-
gorithm would need to be extended, as occlusions, reflecting
walls, and beam cross sections would simultaneously define
possible sections of illumination and subsequent reflected
child beams. The algorithm would have to evaluate all pos-
sible combinations of multiple polygon intersections and se-
lect only those that correctly represent areas of parent beam
illumination. The adaptive beam-tracing algorithm was de-
veloped and implemented to efficiently describe the specular
propagating sound field without holes or overlaps for rela-
tively complicated halls with occluding planes.

Rather than using polygon–polygon intersection, as sug-
gested by Stephenson, the algorithm starts from a suitable
point on a reflecting surface and then proceeds to map out
the area illumination of this and all other surfaces illumi-
nated by the parent beam. During the processes of describing
one area of illumination, the algorithm tests for other adja-
cent, occluded, or occluding surfaces encountered. Hence,
the description process sets itself up to handle those illumi-
nated surfaces as well. The algorithm has also been designed
to take care of awkward surface combinations, such as sur-
faces, completely within beam areas.

As well as specular sound propagation, the adaptive
beam-tracing algorithm facilitates the calculation of diffuse
sound propagation by providing, on a reflection-by-reflection
basis, information for use in a later radiant exchange. The
exact areas of illumination by beams on walls, with respect
to time, can represent diffuse energy leaving the specular
system for the diffuse system. Diffuse energy imparted on
walls can then be reradiated and exchanged between walls,
thus creating a diffuse echogram. Specular and diffuse com-
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ponents can then be combined, eliminating the need for em-
pirical and statistical adjustments.

I. IMPLEMENTATION

A. Representing three-dimensional „3D… world space

The algorithm was written in C11 to run on a Win-
dows 95, PC operating system. The C11 programming lan-
guage provides a fast and flexible object-oriented paradigm
ideal for governing the creation, manipulation, and interac-
tion of geometric objects such as vectors, rays, beams, and
planes.

All theoretical objects in the model were represented in
3D world space~Hill 9!, i.e., in terms of positions and direc-
tions within a 3D coordinate system (x,y,z). Fundamental
object types within the world space include

~a! Vectors
~b! Polygons, each represented by a series of vectors com-

prising its verticies.
~c! Planes, each represented by a polygon, associated

sound absorption, and diffusion coefficients and the
equation of a plane

D5p•n, ~1!

wheren is the unit normal to the plane,p is any point
on the plane, andD is the plane coefficient.

~d! Rays, each represented by the equation

r5s1ct, ~2!

wheres is the ray source vector,c is the unit direction
vector andt is time traveled.

~e! Beams, each consisting of a collection of rays that de-
scribe its shape diverging from common source vector
sbm . The beam will be used for scanning for specular
images and recording energy losses from the specular
system. As will be shown later, a useful value to asso-
ciate with each beam is sound source energy minus
losses to absorption and diffusion.

B. The omnidirectional source

How the initial spread of beams is constructed to de-
scribe the first-order ominidirectional sound field is arbitrary

so long as the whole sound field is represented without du-
plications. However, too few highly diverging beams or too
many small beams reduce efficiency. A useful starting point
is 20 beams of equal cross section as given by an icoshedron
~Fig. 2!. An icosahedron with 20 sides is defined by the 12
coordinates

~0,6F,61!,~61,0,6F !,~6F,61,0!, ~3!

whereF is the golden ratio@~sqrt~5!11#/251.618 03.
All initial beams will have equal dimensions and asso-

ciated sound energy.

C. The main loop

Every beam is in turn passed to the main loop~Fig. 3!
that pushes the beam onto a stack, i.e., a temporary collec-
tion area where beams await processing. The beam is then
popped off this stack and tested for illumination of the de-
tector. To speed things up only the planes that may influence
the shape of subsequent sections of illumination are used.

The algorithm then tests for the nearest wall illuminated
by the beam, i.e., the nearest intersection of a beam’s con-
stituent ray with a wall. This intersection will be the starting
point for mapping out the first section of illumination. Sub-
sequent adjacent sections of illumination are tested for dur-
ing this mapping process. The algorithm maps out all illumi-
nated sections using a progressive description process that
automatically takes into account all plane edges, including
those of occluding planes.

Each section of illumination is used to make a new re-
flected child beam. So long as the child beam’s order of
reflection is not higher than the maximum specified order of
reflection, it is pushed on to the beam stack. The beam will
later be popped off by the main loop to be used to determine
new sections of illumination and new child beams. The main
loop continues to pop off beams until none are left.

D. Finding sections of illumination

Central to the adaptive beam-tracing algorithm is its
ability to determine the exact sections of planes illuminated
by a beam. These sections of illumination are subsequently
used to determine the cross sections of reflected beams.
Hence unlike triangular and conical beam tracing methods,
there are no gaps or overlaps in the predicted sound field.

FIG. 1. A beam traced adaptively. The first beam (B1) is reflected to create
a child beam (B2); B2 in turn spawns numerous child beams, such asB3
formed from the sections of planes illuminated.

FIG. 2. An icosahedron used for creating an omnidirectional source.
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As shown in Fig. 4, the algorithm has to deal with all
manner of illumination scenarios, including single planes,
multiple planes, corners, occluding planes, and even planes
that could cause holes in the reflected beams. The algorithm
uses the fact that the sides or edges of the beam, and edges of
every plane illuminated, will determine the boundaries of
illuminated sections.

Two important new terms will be used...

1. Edge planes
An edge plane is the triangle that forms the side of a

beam or the trapezium formed by extrapolating a plane’s side

to a very large distance relative to the current beam’s source
~Fig. 5!. The edge plane can also be represented by its nor-
mal ne a point on the edge planepe ~such as a vertex!, and its
plane coefficientD, where

D5ne•pe . ~4!

2. Descriptor rays

A descriptor ray is the intersection of an edge plane with
the current plane being illuminated. The progress of descrip-
tor rays is used to determine the sections of illumination. A
descriptor rayrd can be represented by

rd5sd1cdt, ~5!

wheret is the time or distance a ray travels,sd is initially the
first intersection of a beam’s ray with a given illuminated
plane, and subsequently the intersection of the previous de-
scriptor ray with the current edge plane. The vectorcd is as
the cross product of an edge plane normalne with the illu-
minated plane normalnp ,

cd5ne3np or cd5np3ne . ~6!

The algorithm describes sections of illumination by

~a! finding the nearest plane intersecting with a constituent
ray of the beam,

~b! creating a descriptor ray along the intersection of the
beam edge plane with the plane surface,

~c! finding the nearest valid edge plane that the descriptor
ray intersects,

~d! using this edge plane to create a new descriptor ray
along the current plane.

Hence, descriptor rays are used to find a closed section of
illumination.

As the current section of illumination is mapped out,
extra descriptor rays are also created along any adjacent
planes and occluding planes~Fig. 6!. These extra descriptor
rays are set aside as the starting points for the mapping out of
other sections’ illumination for other adjacent, occluding, or
occluded planes. Hence, all sections of illumination of all
illuminated planes are eventually found. At the start of de-

FIG. 3. Schematic diagram for main loop of beam-tracing algorithm.

FIG. 4. Different ways in which a beam can illuminate planes.

FIG. 5. The formation of edges of planes from a beam side and a plane side,
respectively.
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scribing any section of illumination the algorithm keeps a
record of initial descriptor rays so that no section is described
twice.

3. Sense rules

For descriptor rays to map out sections of illumination
they must follow the correct sense, i.e., clockwise or anti-
clockwise relative to the beam source. The sense of the de-
scriptor ray is dependent on the sense of the beam and any
planes it may encounter. Sense can be determined using
cross product and triple scalar product. Given three concur-
rent vertices of a planev1 , v2 , v3 and the beam sourcesbm ,
it can be shown that the triple scalar productT indicates the
plane sense

T5~v22sbm!~~v22v1!3~v32v2!!, ~7!

whereT.0 is a positive clockwise turn andT,0 is a nega-
tive anticlockwise turn.

To ensure the correct sense of the description process, a
large set of sense rules governing the direction of the de-
scriptor ray had to be determined and implemented. These
sense rules form the crux of the test to determine the best
direction the next descriptor ray should proceed in. For in-
stance, when a descriptor ray encounters an edge plane, the
next descriptor ray must turn clockwise or anticlockwise de-
pending on whether the edge plane belongs to a beam, the
current plane, or an occluding plane.

4. Best direction

When a descriptor ray encounters a corner, a number of
edge planes may be intersected simultaneously. Hence there
may be a number of possible directions the new descriptor
ray may take. The intersected edge creating the sharpest turn
will correspond to the correct mapping, since it will repre-
sent an occluding plane, or the beam or current plane bound-
ary if there are no occlusions.

5. Dealing with concave sections

Since the algorithm relies heavily on point in boundary
tests, all of a hall’s planes~and newly created child beams!
must have convex cross sections. Hence, all concave sections
of illumination generated must be subdivided into convex
polygons.

6. Dealing with holes

Any plane lying completely within a beam was identi-
fied, so as to eliminate the possibility of holes within the
reflected beam cross section. When such a plane is encoun-
tered, the beam is subdivided with respect to a point on the
plane and the resulting child beams are pushed onto the
beam stack.

E. Detector illuminated

1. Illumination test

Whether the detector is illuminated by a beam was de-
termined by creating a ray that originates from the current
beam source and passes through the detector. If this ray in-
tersects with a visible beam cross section, then the point is
within the beam.

2. Building the specular echogram

When the detector is illuminated by a beam, the current
beam energy and ray time are stored. Hence, as child beams
are created and reflected, an echogram of the room is com-
piled.

F. Reflecting beams

Creating reflected child beams requires finding the im-
age of the parent beam source in the reflecting plane. Given
that the distance or timet of the beam sources from a plane
with nearest pointp is

t5p2s•n, ~8!

then the image of the beam sourcesi relative to the plane is

si5p12tn. ~9!

FIG. 7. A reflected child beam constructed from the beam source image of
the parent beam and the vertices of the area of illumination.

FIG. 6. Descriptor rays mapping out a section of illumination. During this
process adjacent sections illuminated by the beam are found with new start-
ing descriptor rays being set aside for subsequent mapping.
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For each section of illumination, new beam rays are created
that intersect with its respective vertices and originate from
the new beam source~Fig. 7!.

Upon reflection, specular beam energy is lost to wall
absorption and the diffuse system. Hence, given the parent
beam energyEb , the wall absorption coefficienta, and dif-
fusion coefficientd, the reflected beam energyEr is

Er5Eb~12a!~12d!. ~10!

Note that the beam energy in the specular model is es-
sentially the original source energy minus energy lost to wall
absorption and diffusion after reflections. The beam’s specu-
lar energy value is independent of the beam’s cross-sectional
area. On finding the detector, the energy incident on the de-
tector takes account of 1/r 2 and air attenuation, wherer is the
distance the beam has traveled.

The diffuse model requires the proportion of diffuse
sound energy that the beam has imparted to the wall with
respect to time, and so is dependent on the beam’s cross-
sectional area. This energy is proportional toDV/V, where
DV is the solid angle subtended by an area of illumination
and V is the solid angle subtended by a sphere. The solid
angle subtended by the beam is calculated by extrapolating
all constituent beam rays to an equal arbitrary distanceL.

The resulting extrapolated polygon of areaA is used to de-
termine the proportion of energy incidentEd , as shown by
Eq. ~11!,

Ed}
DV

V
Ebd~12a!}

EbAd~12a!

4pL2 . ~11!

G. The diffuse system

During the specular beam-tracing process, time and
plane dependent energy information passes to the diffuse
system~Fig. 8!. Every wall is assigned a plane impulse re-
sponse that serves as a record of diffuse energy imparted by
beams with respect to time. The plane impulse response con-
sists of energy bins at discrete time intervalsDt. When a
beam is incident on a wall, the imparted beam energyEd is
added to the time bin corresponding to the average time the
beam has traveled.

1. Radiant exchange

Upon completion of the specular beam-tracing process,
a separate diffuse sound profile is calculated using radiant
exchange. For every time interval of every plane impulse
response, the corresponding diffuse energy is reradiated to
all other planes~Fig. 9!. Each receiving plane hence has a
proportion of this energy added to its plane impulse response
at a time interval corresponding to an average distance be-
tween the radiating and receiving planes. These energy por-
tions received will in turn be reradiated to other planes later
on during the exchange process, and so on. The exchange
process cycles through successive time intervals redistribut-
ing energy until an arbitrary time that is much greater that
the maximum selected order of beam reflection.

FIG. 8. Schematic diagram representing the relationship between specular
and diffuse models.

FIG. 9. Diffuse energy from plane reradiated to other planes.

FIG. 10. Sound pressure level decay profile as determined by backward
integration.

FIG. 11. Concert hall with stage area and balcony;32324313 m.
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2. Form factors

How much diffuse energy each plane receives is depen-
dent on a form factor between the radiating and receiving
planes. The plane form factorFi j between two surfacesi and
j is the fraction of energy diffusely emitted fromi that
reachesj ~Lewers7!.

3. The diffuse echogram

When the radiant exchange process is completed, diffuse
energy at the detector can be calculated. For each time inter-
val of each plane impulse response, diffuse energy is reradi-
ated to the detector. Hence, a diffuse impulse response at the
detector is built up, allowing for the form factors and dis-
tances between the detector and radiating planes.

4. Crossover to totally diffuse

The adaptive beam-tracing algorithm, like all other
methods, can only calculate specular reflections to a finite
order. Hence remaining energy is assumed to pass to a totally
diffuse system to be later used in a radiant exchange. This
can be implemented by assuming plane diffusion coefficients
have the value 1 for high orders of reflection. However, an
abrupt crossover can leave artifacts in the predicted sound
decay curve. Thus a more gradual crossover to totally diffuse
over a range of high-order reflections was implemented.

H. Recombining specular and diffuse components

Given specular and diffuse impulse responses, the two
must be combined to produce an accurate profile of the

FIG. 12. Predicted impulse responses
for hall using adaptive beam tracing,
the image method, ray tracing, and
nonadaptive beam tracing.
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room’s acoustics. Clarity and Deulikiet can be calculated
simply by integrating specular and diffuse energies with re-
spect to time.

C80510 log10

*0
80 msE~ t !dt

*80 ms
` E~ t !dt

. ~12!

In order to calculate reverberation time and early decay
time, a profile of sound energy decay is needed. This is done
by combining specular and diffuse impulse responses. Then
using a backwards integration method,10 a decay profile is
built up ~Fig. 10!. A linear regression on the resultant curve
can be used to determine reverberation time~RT! and early
decay time EDT.

II. COMPARISONS AND DISCUSSION

A. Comparison with the image method and ray
tracing

Comparisons of the adaptive beam-tracing algorithm for
accuracy and speed were made with an implementation of
ray tracing, the image method, and nonadaptive triangular
beam tracing. All methods were tested with the same hall
data to produce a specular echogram of sound energy inci-
dent on the detector with respect to time.

The ray-tracing algorithm was implemented to use a
spherical detector, and a record of rays intersecting was built
up. The home-made method was simply used to demonstrate
ray tracing’s inherent errors when applied to finding image
sources and its expensive time profile. Rays with the same
plane-to-plane path would sometimes be recorded, while
other valid ray paths were missed. These systematic errors
for ray tracing were demonstrated by Lehnert,2 who subse-
quently suggested a criterion for ray density based on detec-
tor size and the mean free path of the hall. The image method
used was based on an efficient algorithm~Lee and Lee4!

which takes account of obstructions and invalid images. The
nonadaptive triangular beam-tracing method was based on
Lewer’s implementation.

Given hall data for a simple concert hall with a stage and
balcony~Fig. 11!, impulse responses were predicted for the
adaptive beam-tracing algorithm, nonadaptive beam-tracing
algorithm, the image method, and ray tracing~Fig. 12!. The
adaptive beam-tracing algorithm correlates well with the im-
age method implemented, without exhibiting the degree of
duplicated and missing images predicted with nonadaptive
beam tracing and ray tracing. This implementation of adap-
tive beam tracing may very occasionally miss a reflection
due to calculation ambiguities when mapping-out areas of
illumination, and the image method may generate spurious
images within the balcony volume. However both cases are
very rare, and have a negligible bearing on the final results.

Comparisons of calculation time were made for the dif-
ferent methods using a relatively slow 486 personal com-
puter. Figure 13 shows that ray tracing can be fast with an
arbitrary number of rays used across a range of orders of
reflection; however, systematic errors increase. When apply-
ing an error criterion to specify the number of rays used for
a given detector size~Lehnert2!, ray tracing was demon-
strated to be much slower than beam tracing. The image
method is the fastest for low orders of reflection, but calcu-
lation times increase exponentially with orders of reflection
or number of planes used. Nonadaptive triangular beam trac-

FIG. 13. Time profiles for adaptive
beam tracing, the image method, ray
tracing, and nonadaptive beam tracing.

FIG. 14. Sheffield Hallam Concert Hall;2331938 m.
FIG. 15. Comparisons of measured and predicted RTs for Sheffield Hallam
Concert Hall.
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ing requires a large spread of initial beams for workable
accuracy, unlike the adaptive beam-tracing algorithm, which
starts with 20. With adaptive beam tracing, the number of
child beams generated and their divergence is limited by the
number of planes in the hall. For example, a given hall with
17 planes spawned 5200 child beams after six orders of re-
flection. The number of child beams generated does not be-
come unmanageable at higher orders of reflection. Although
calculation of exact areas of beam illumination adds to CPU
overhead, the adaptive beam-tracing algorithm compares
well with other methods for all but the lowest orders of re-
flection and simplest of halls.

B. Comparison with measured data

The adaptive beam-tracing algorithm was applied to a
number of real halls, for comparisons with measured results.
This was to demonstrate the algorithm’s ability to cope with
relatively complicated scenarios without the need for empiri-
cal fixes. For example, measurements of reverberation time,
early decay time, and clarity index were made across a range
of frequencies for a lecture hall that is also used for music
performances~Fig. 14!. The adaptive beam-tracing algorithm
was implemented on a representation of this hall, based on
architectural data and known surface absorption coefficients.
The use of this hall data demonstrates the algorithm’s ability
to handle relatively complex models that include reflectors
and obscuring planes.

The walls, ceiling, and reflectors were assumed to have a
diffusion coefficient of 0.1. Soft seating was assumed to have
a diffusion coefficient of 0.7. These were values estimated in
an earlier study~Howarth11!. For each frequency, the algo-
rithm calculated RT, EDT, and C80.

The results for RT~Fig. 15! show a good correlation
with measured, although usually less than predicted, demon-
strating a possible loss of predicted energy for higher orders
of reflection. However, this may in part be due to an overes-
timation of absorption coefficient and the algorithm ignoring
hall resonance and outside noise like traffic.

The results for EDT~Fig. 16! and C80~Fig. 17! show
some variance with frequency. These can be improved by
calculating to higher orders of reflection, although at the ex-
pense of fast computation.

III. CONCLUSIONS

The adaptive beam-tracing algorithm shows improve-
ments in speed over other methods. The algorithm seeks to
eliminate systematic errors resulting from overlaps and omis-
sions in predicted sound propagation, whilst facilitating an
integrated calculation of specular and diffuse systems, thus
removing the need for statistical and empirical adjustments.

The algorithm copes well with complicated halls by in-
herently dealing with occluding planes. However, relative to
ray tracing and the image method, the adaptive beam-tracing
algorithm is difficult to implement because it relies on so-
phisticated techniques to map out sections of illumination.
Certain complicated plane alignments can confuse the algo-
rithm, creating effects similar to optical illusions. Hence, the
algorithm must be able to deal with these by using a degree
of artificial intelligence. There is plenty of scope to improve
the algorithm’s reliability and efficiency.

In conclusion, the adaptive beam-tracing algorithm pro-
vides a logical and complete way to model sound propaga-
tion. Though difficult to implement, the algorithm has many
advantages over existing methods.
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In this study, a new prediction method is suggested for sound transmission loss~STL! of
multilayered panels of infinite extent. Conventional methods such as random or field incidence
approach often give significant discrepancies in predicting STL of multilayered panels when
compared with the experiments. In this paper, appropriate directional distributions of incident
energy to predict the STL of multilayered panels are proposed. In order to find a weighting function
to represent the directional distribution of incident energy on the wall in a reverberation chamber,
numerical simulations by using a ray-tracing technique are carried out. Simulation results reveal that
the directional distribution can be approximately expressed by the Gaussian distribution function in
terms of the angle of incidence. The Gaussian function is applied to predict the STL of various
multilayered panel configurations as well as single panels. The compared results between the
measurement and the prediction show good agreements, which validate the proposed Gaussian
function approach. ©2000 Acoustical Society of America.@S0001-4966~00!01703-3#

PACS numbers: 43.55.Rg, 43.55.Nd, 43.50.Gf@JDQ#

INTRODUCTION

Conventionally, the prediction of sound transmission
loss~STL! of various panel systems has been carried out by
analytical or semiempirical methods under the assumption
that the panels are infinitely extended and the incident sound
field on the panel is random.1 The random incidence ap-
proach, which is based on the perfectly diffuse sound field on
the wall being tested, is mathematically convenient to calcu-
late the STL of panels. The perfectly diffuse sound field is
identical to the uniform directional distribution of incident
energy, which means that the incident energy on the wall is
uniform over all angles of incidence. However, it is well-
known that the prediction using the uniform distribution fre-
quently results in disagreement with measurements.2 The
disagreement is due to the fact that the uniform distribution
does not fully reflect the actual sound field incident on the
wall. However, this implies that the directional distribution
of incident energy plays an important role in the analysis of
STL.

A common approach to overcome the observed discrep-
ancy is the field incidence method that truncates the angle of
incidence up to a certain limit anglef lim . The limit angle
f lim has been empirically determined; it is chosen to give a

best fit with the experimental data. Beranek2 concluded that
the limit angle of 78° gave an adequate fit for single panels,
and named it ‘‘the field incidence method.’’ Typical values3

of f lim vary from 70° up to 85°. The explanation, which is
usually given to justify the empirical correction, is that the
sound field near the wall of a reverberation chamber is not
perfectly diffuse, so that no sound energy is incident on the
panels above the near grazing angle, say, 78°.

It should be noted that the field incidence approach2,3

was initiated by matching the measurement with the predic-
tion for limp panels. The idea of the limp panel is that the
panel impedance considering the mass only, i.e.,Z5 j vm, is
independent of the angle of incidence, wherev andm denote
the radian frequency and the mass of panel per unit area,
respectively. In principle, the approach is not applicable to
the angle-controlled region, where STL is sensitive to
the angle of incidence. The mass–spring–mass res-
onance4-controlled region is an example of this. Conse-
quently, the method works fairly well for thin single panels
but often fails for multilayered panels with cavities. In pre-
vious work,5 the limit angle was determined by matching the
predicted STL with the measured one for the single limp
panel. Then, the obtained limit angle was directly applied to
double-wall cases.

It should also be noted that variation of the limit angle in
using the field incidence method yields an appreciable
change in the predicted STL even for a single panel. Using

a!Author to whom correspondence should be addressed. Electronic mail:
kanghj@mailgw.kimm.re.kr
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the expression for sound transmission coefficientt~v! by
Sewell,6 i.e., t(v)5Z22@ ln(sec2 flim)#, one can readily ob-
serve the variation of predicted STL with the limit angle. For
example, iff lim is changed from 70° to 85°, there is a 4 dB
difference in the predicted STL.

Disagreement between the measured and the predicted
STL of a double wall with air cavity can also be found in the
earlier work by London.4 Assuming the diffuse sound field,
London had derived an explicit expression for the oblique
incidence transmission coefficient and showed the existence
of the mass–spring–mass resonance. The coefficient was
then integrated over all angles of incidence to obtain the
average coefficient at a fixed frequency. An additional term
defined as the wall resistivity was introduced into the panel
impedance to make the predicted STL conform to the mea-
sured ones, but no clear explanation or experimental evi-
dence for this term was shown. Mulhollandet al.7 managed
to replace this additional term by a more physically mean-
ingful one. They also used the limit angle approach and, in
addition, the multiple reflection method, which takes into
account the absorption of the cavity between panels, was
employed as well. The role of the absorption was to reduce
the excessive effects caused by mass–spring–mass reso-
nances. However, unrealistic values of the absorption coeffi-
cient for the air cavity were required in order to obtain a
good fit to the experiment. Cummings and Mulholland8 made
corrections to this work by considering the absorption of the
edges in the cavity. However, the modified model was again
found to be of limited usefulness, because an absorption
value of almost unity was required for a reasonable match
between predicted and measured results. By using the mode
coupling method for two rooms having a common double
wall, Guy9 showed that the angle of incidence is related not
to mass–spring–mass resonance frequency but to the excita-
tion term only. However, his model seems to lack generality,
because the adopted size of the panel, which was comparable
to the diameter of an impedance tube, was very small.

De Bruijn10 investigated the influence of diffuseness on
the STL of the single-leaf walls with finite size by means of
a modified spatial correlation function as the exciting pres-
sure. In order to describe the degree of diffuseness in the
vicinity of the wall of a reverberation chamber, he modified
the spatial correlation function by introducing the scale co-
efficients obtained from measurements. By means of this
correlation function, an excellent agreement between theory
and experiment was achieved in the mass-controlled region.
However, no examples were given for the multilayered pan-
els.

In this paper, the incoming sound energy on the wall in
a reverberation chamber is numerically investigated. The fo-
cus is on directional diffusion, and to derive a weighting
function for the directional distribution of incidence energy,
which could replace the conventional concept of the full or
truncated uniform distribution. The weighting function is ap-
plied to the single and multilayered panels and the predicted
results are compared with experimental data.

I. REVIEW ON THE EFFECTS OF INCIDENCE ANGLE
ON STL

A. Average sound transmission coefficient over the
angle of incidence

In principle, the average sound transmission coefficient
t~v!11,12 can be obtained from the oblique incidence trans-
mission coefficients of the panels by weighting the direc-
tional energy density,D(j), and integrating over the solid
angle as follows:

t~v!5
**t~v,j!D~j!j•n dV

**D~j!j•n dV
. ~1!

Here,j andn represent the unit directional and normal vec-
tors incident on the wall under consideration, respectively,
and V denotes the solid angle as shown in Fig. 1.D(j)
means the energy density per unit solid angle in the propa-
gation direction.

Because the information on the directional energy den-
sity on a wall has not been available,D(j) has usually been
assumed to be independent ofj. This is equivalent to assum-
ing that plane waves are incident from all directions with
equal probability, which means the condition of a perfect
diffuse sound field.13,14 If the sound field on a wall is per-
fectly diffuse,D(j) is equal toE/4p, whereE is the energy
density. Substituting this condition into Eq.~1!, the average
transmission coefficient reduces to

t~v!5
*0

2p*0
p/2t~v,f!cosf sinf df du

*0
2p*0

p/2cosf sinf df du

5
*0

f limt~v,f!cosf sinf df

*0
f lim cosf sinf df

, ~2!

where u and f are the azimuth angle and the cone angle,
respectively, as can be seen in Fig. 1. Note that the limit
angle,f lim , is 90° for the random incidence and 70°–85° for
the field incidence transmission on the right side of Eq.~2!.

A double panel with an air cavity is a typical example
for multilayered partitions. The sound transmission coeffi-
cient of such layered partition can be approximated by15

t~v,f!5U 22 j ~r0c0 secf!2/~kd cosf!

FZ1
r0c0

cosf
2

j r0c0

kd cos2 fG2

1S r0c0

kd cos2 f D 2U . ~3!

FIG. 1. Description of the solid angle.
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wherek5v/c0 is the wave number in air,c0 andr0 denote
the density of air and the speed of sound, respectively,d is
the depth of cavity, andZ denotes the panel impedance. In
the low-frequency range, the masses of two skin panels com-
bined with the stiffness of air trapped in the cavity make the
mass–spring–mass resonance atf 0 . When the absorption in
the cavity is negligible,f 0 is given by4

f 05
f 0,1

cosf
, ~4!

where f 0,15(1/2p)((r0c0
2/d)((m11m2) /m1m2))1/2 denotes

the mass–spring–mass resonance frequency with respect to
the normal incidence. It is noted thatf 0 is a continuous func-
tion of the incident angle and one can observe in Fig. 2 that
each STL curve for the particular incident angle has a sharp
dip corresponding to the mass–spring–mass resonant fre-
quency, f 0 . Because the STL at a fixed frequency is the
averaged value over all angles of incidence and the contri-
bution of the dip to the average would be large, the averaged
STL above f 0,1 will be appreciably underestimated. When
the concept of limit angle is applied to the calculation of
STL, quite different trends can be observed for various
choices off lim . Figure 3 displays the effect of various limit

angles on the predicted STL for a double-glazed glass win-
dow, and also shows the measured values.16 The random
incidence case yields significantly lower STL values above
250 Hz than the measured one due to the aforementioned
effect of the mass–spring–mass resonance. One can also find
that the field incidence method shows the rapid rise at certain
frequencies corresponding tof 5 f 0,1/cosflim that can be in-
ferred from Eqs.~3! and ~4!. Therefore, the choice of limit
angle exerts a strong influence on the predicted STL of a
double panel with air cavity.

B. Comments on the diffuse sound field in
reverberation chambers

One of the widely used assumptions for the infinite
panel theory is that the sound field under consideration is
perfectly diffuse. As stated by Schultz,14 there are two crite-
ria for the clear meaning of the diffuse sound field: one is for
spatial diffusion and the other for directional diffusion. The
criterion for spatial diffusion is that the total energy density
is uniform at all points in the room and each volume element
radiates equally in all directions. The criterion for directional
diffusion is that the energy will flow in all directions with an
equal probability and the angle of incidence on the bound-
aries of the room is randomly given. However, these criteria,
especially the directional diffusion, are applicable only to a
mathematically ideal room, and actual reverberation cham-
bers cannot satisfy the criteria perfectly. Several factors have
already been pointed out to explain why the sound field near
the bounding surface of a room is not diffuse. One of them is
the Waterhouse effect,17,18 which mentions the increase of
energy density in the reverberation chamber due to the inter-
ference between incident and reflected waves at the bounding
surfaces. Another nondiffusing mechanism of importance is
the so-called tunneling effect19,20 in the actual test facility. In
general, the depth of the specimen is much smaller than that
of the test opening so that the remaining part of the opening
may form standing wave patterns like a shallow duct. The
foregoing effects have been attributed to form a nonuniform
sound field on the bounding surfaces. In addition, geometri-
cal shapes of the actual reverberation chamber can also be a
reason of the nonuniform directional distribution of the inci-
dent energy on the bounding surface. If a large and irregu-
larly shaped room is considered, the sound field can be ana-
lyzed by using the ray-tracing technique.21 If the role of
reflecting walls is simply to reduce the intensity of the wave
by absorption and all the reflections are specular, it is doubt-
ful that all angles of incidence on the bounding surfaces are
equally probable. This geometrical consideration would have
been a basis for the field incidence method, but the method
assumes a perfect shadow zone above a limit angle. De
Bruijn’s10 work on the influence on the STL by using the
spatial correlation function also suggests a possible way to
solve the problem.

II. NUMERICAL SIMULATIONS FOR THE
DISTRIBUTION OF DIRECTIONAL ENERGY DENSITY

When the directional distribution of the incident energy
on the wall is not uniform, one must know how much energy

FIG. 2. Variation of predicted transmission losses with the angle of inci-
dence for a double window composed of glass~3 mm!, air ~19 mm!, and
glass~3 mm!.

FIG. 3. Comparison of the measured~Ref. 16! with the predicted STL by
adopting the different limit angles for a double window composed of glass
~3 mm!, air ~19 mm!, and glass~3 mm!.
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per unit solid angle arrives on the small area element of the
wall in order to calculate the average transmission coeffi-
cient. In general, measurement of angular distribution of an
incident wave imposes several problems, one of which is the
difficulty of extracting only the incident wave from the
sound field. It is commonly viewed as an unmeasurable
quantity, as stated by Schultz.14 In this work, we investigate
the directional energy densities by numerical simulation.

A. Numerical simulations for the directional
distribution of incident energy

The directional energy densityD(j), i.e., the incident
sound energyE per unit solid angle, can be calculated by
using the ray-tracing technique. Consider an infinitesimal
area dS of which cone and azimuth angles aref and u,
respectively, the same as shown in Fig. 1. The incoming
energy at an incident anglef within the constant angular
interval can be obtained as

E~f!5(
i 51

n

Ei for f j<f<f j 11 . ~5!

Here, f j , f j 11 represent the upper and the lower angle
within the j th and (j 11)th angular interval, respectively,n
denotes the number of incoming sound rays within the inter-
val, Ei5E0(12a)g is the incident energy corresponding to
each incoming sound ray within the interval, andE0 , a, and
g denote the radiated energy from the sound source, the ab-
sorption coefficient of bounding surface, and the number of
reflections, respectively. The directional energy densityD(j)
is given by

D~j!5E~f!/dA. ~6!

In this expression, the areadA is expressed as

dA5E
0

2p

duE
f j

f j 11
sinf df52pE

f j

f j 11
sinf df. ~7!

If the room is perfectly diffuse,D(j) in Eq. ~6! should be
uniform over all angles of incidence.

Three models were selected for testing the angular de-
pendency of the incident energy on the bounding surface:
sphere, reverberant room, and cube, as shown in Fig. 4. The
sphere model as a polyhedron, which is composed of 64
patches, was chosen to expect more uniform probabilities for
grazing incidence than the others. The dimensions of three
models were adjusted such that the reverberation time~7 s!
and the volume~225 m3! were almost the same. The number
of rays from the omnidirectional point source was large
enough to make the sound field spatially diffuse by checking
sound pressures at various locations. The absorption coeffi-
cient a of the wall was 0.02.

The energy density was estimated at every 5° interval.
The incoming energy density to the receiving surface will
vary with each model and with each source position of the
same model as well. For comparison purposes, the energy
density of each angle of incidence was normalized to that of
the normal incidence.

The simulated results for each source position in the
sphere model are presented in Fig. 5. It is seen that the inci-
dent energy decreases with increasing angle of incidence and
varies with four source positions, especially at near-normal
incidence. For the cube and reverberation room model, cal-
culations were done repeatedly by changing the source posi-
tion at every corner on the floor in Fig. 4. Figure 6 shows the

FIG. 4. Test models for numerical simulations.~a! cube,~b! reverberation
chamber,~c! sphere.

FIG. 5. Calculated directional distribution of incident energy by Eq.~6! for
the sphere model. S1–S4 describe the source positions.

FIG. 6. Comparison of calculated directional energy densities for three geo-
metrical models.
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averaged values for all source positions. It is obvious that the
incident energy is not uniformly distributed over the angle of
incidence, and also that its distribution varies according to
the room shapes. As expected, the directional energy distri-
bution of the cubic model is more concentrated on the angles
near normal incidence than other models, which agrees with
the work of Josse and Lamure.22 They found that the contri-
bution to the sound transmission through the common wall
between two cubic rooms is mainly due to the sound energy
of near-normal incident angles.

It was concluded that the directional distribution of the
incident energy on a bounding surface in an actual test room
is a function in terms of the angle of incidence and with the
parameters concerning source position, room shape, and fre-
quency which also affect the directional distribution.

B. Distribution function of the directional energy on a
wall

For an appropriate function representing the curves in
Fig. 6, the function should enable one to take into account
the parameters as mentioned above. In addition, it is desir-
able for the function to be able to represent the limiting case,
the uniform distribution in the diffuse sound field.

There are various candidates for the function to approxi-
mate the curves in Fig. 6, such as cosine, polynomial, and
Gaussian distribution functions. In order to approximate the
curve shapes, the polynomial function might have three or
four coefficients. For simplicity, this function is excluded.
The following high-order cosine function might also be a
good candidate:

G~f!5cos2b~f!. ~8!

Here,b is a constant to reflect the effects of the parameters.
However, it can be seen that this function is inappropriate to
express all curves in Fig. 6 because of the behavior near the
grazing incidence whenb is greater than 1.

The Gaussian function can also be a candidate. It is
thought that this function matches with the idea that many
probability functions for the random variables in nature
would be approximately Gaussian. The normalized Gauss
distribution, which has zero mean and assumes the vertical
symmetry of the incident energy, is represented as

G~f!5exp~2bf2!. ~9!

Here,b is assumed to reflect all the involved parameters. It is
noteworthy that this function properly describes the limiting
case, i.e., lim

b→0
G(f)51 as the case with the uniform dis-

tribution.
Figure 7 compares the ray-tracing simulation result and

the Gaussian curve withb51. It can be seen that the Gauss-
ian curve with a proper value ofb within the range of 1–2
corresponds well to the simulation curves of a reverberation
chamber as well as other models. Therefore, using Gaussian
function, one can revise Eq.~1! as

t~v!5
*0

p/2G~f!t~v,f!sinf cosf df

*0
p/2G~f!sinf cosf df

. ~10!

One can interpretG(f) in Eq. ~10! as a weighting function
for incident sound energy. Also, note that the limit angle is
p/2 here.

III. TESTS FOR VARIOUS PANEL CONFIGURATIONS

The average transmission coefficientt~v! over the angle
of incidence can be obtained by using Eq.~2!. Alternatively,
one can use Eq.~10! for Gaussian incidence with a proper
value ofb.

A. Single panels

The impedanceZ for a thin single panel consists of the
contributions from mass and bending stiffness of the panel,
and can be approximated by1,11

Z5 j vm2 j ~v3D/c0
4!sin4 f, ~11!

whereD5D(12 j h) is the complex bending stiffness andh
denotes the loss factor of the panel. The oblique incidence
transmission coefficient for a single panel is given by

t~f,v!5u11Z cosf/2r0c0u22. ~12!

Figure 8 shows the STL values calculated by using the
different methods, and compares them with the predicted

FIG. 7. Comparison of the calculated directional energy densities with
Gauss distribution withb51.

FIG. 8. Comparison of the theoretical STLs by using three different meth-
ods for a single steel panel~4.5 mm!. Field: from field incidence method in
Eq. ~2! with f lim578°; Weighted: using Gauss weighting function in Eq.
~10! with b51 or 1.5; Leppington: from Leppington’s theory~Ref. 23!.

1417 1417J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Hyun-Ju Kang et al.: Directional distribution of incident energy



curves according to Leppington’s expression23 which is an
extension of Sewell’s work.6 These predicted STL curves
agree reasonably well, except for about 3 dB differences at
the coincidence region. This discrepancy may be explained
by the finite size effect near the critical frequency,f cr . In the
Gauss function approach, the curve of ‘‘weighted~b51.5!’’
is consistently higher than that of ‘‘weighted~b51!’’ by
about 2 dB. It is noted that Leppington’s expression is valid
only for f , f cr . In Fig. 8, the angular step in the integration
wasDf50.01°.

For the limp panel, Fig. 9 compares the measured data3

with the STL curves predicted by the field incidence method
and the Gaussian weighting method withb51. The agree-
ment is very good, i.e., within 2 dB error. For a single steel
panel, Fig. 10 shows the comparison of the measurement and
the predicted one using the Gaussian weighting method with
b51 and field incidence method, in which excellent agree-
ments can also be observed.

B. Double panels

The oblique incidence transmission coefficientt~v, f!
of double panels with air cavity can be obtained from Eq.

~3!. Figure 11 is the detailed narrow-band theoretical results
that show how the angle-averaged STL of a double panel
with an air cavity varies with frequency according to several
different approaches. The angular resolution of the integra-
tion wasDf50.0025°, which assured the convergence of the
calculation. Below the lowest mass–spring–mass resonance
frequencyf 0,1, all three curves follow mass law quite well,
although the random incidence curve based on the fully uni-
form distribution is lower than the other curves by about 3–5
dB. When f . f 0,1, the random incidence curve is much
lower than the weighted curves. It is observed that the Gauss
function approach reduces the excessive effect of the mass–
spring–mass resonance. The field incidence curve is similar
to the random incidence curve, but it has an abrupt jump
above the frequency corresponding tof 5 f 0,1/cosflim as
stated in Eq.~4!. One can also find that for curves of Gauss
function approach the mean difference between cases with
b51.5 and 2.0 is about 2 dB.

In general, it is observed that atf 5 f 0,1, the predicted
STL of a double panel with an air cavity shows much lower
values than the measured one. For example, Fig. 3 displays
the significant differences between the measured and the pre-
dicted values atf 5 f 0.1, e.g., 250 Hz. This implies that a
damping mechanism comes into play for mass–spring–mass
resonance. In practice, the reason for such a damping may be
explained by the friction between panel edges and the frame
of test opening when the panels show a mass-like motion and
the air cavity acts like a spring. The damping named here as
boundary damping may be recognized as a kind of mounting
effect.24 By considering the terms in Eq.~4!, assumption of a
complex mass of the panel provides an easy way of includ-
ing such a damping. Hence, the complex surface density25 of
panel,m8, is introduced as

m5m~12 j hB!, hB5hb /Af / f 0,1 for f 0,1, f , f c , ~13!

where hb is the loss factor for boundary damping andhB

denotes the resultant loss factor. The effect ofhB on the STL
of multilayered panels can be found mainly in the vicinity of
f 5 f 0,1.

FIG. 9. Comparison of measurement~Ref. 3! with predictions for a limp
steel panel (t50.9 mm). Field: from field incidence method in Eq.~2! with
f lim578°; Weighted: using Gauss weighting function in Eq.~10! with
b51.

FIG. 10. Comparison of the measured with the predicted STL for a steel
panel (t57.8 mm). Field: from field incidence method in Eq.~2! with
f lim578°; Weighted: using Gauss weighting function in Eq.~10! with
b51.

FIG. 11. Variation of the theoretical STLs with each method for a double
panel composed of steel~2.2 mm!, air ~6 mm!, and steel~2.2 mm!.
Weighted: using Gauss weighting function in Eq.~10! with b51 or 1.5;
Random: from random incidence method in Eq.~2! with f lim590°; Field:
from field incidence method in Eq.~2! with f lim578°.

1418 1418J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Hyun-Ju Kang et al.: Directional distribution of incident energy



Using Eqs.~3! and~13!, the STL can be predicted for a
double panel with an air cavity. As a typical example, a
double-glazed window was selected, which is very sensitive
to the angle of incidence, as illustrated in Figs. 2 and 3. The
values forb andhb used here were 2.0 and 0.2, respectively.
Figure 12 shows a comparison of measured and predicted
STL curves. The Gaussian function method agrees very well
with the measurement,16 while the field and random inci-
dence methods yield very poor results.

A double panel lined with porous materials such as glass
wool can be analyzed with the poroelastic model,25–27which
allows three propagating waves within the core material: a
fluid-borne longitudinal wave, a solid-borne longitudinal
wave, and a solid-borne transverse-shear wave. However,
two solid-borne waves are negligible since the glass wool
employed in this example does not show significant elastic
behaviors. Because of the high absorptive characteristics of
the glass wool, the panel system under consideration is less
sensitive to the angle of incidence than the case of an air
cavity. Figure 13 illustrates such a tendency. Unlike the case
of an air cavity, the field incidence curve shows similar pat-
tern to the weighted curve. The difference between

measured28 and predicted results does not in general exceed
2 dB.

C. Triple panels

For the triple panel with air cavities, the oblique inci-
dence transmission coefficient11 can be derived by using the
transfer matrix method

t~v,f!5u11~X11X21X3!1X1X2~12e2 j s1!

1X2X3~12e2 j s2!1X1X3~12e2 j ~s11s2!!

1X1X2X3~12e2 j s1!~12e2 j s2!u22. ~14!

Here,Xi5Zi cosf/2r0c0 represents the specific impedance
of the i th panel,Zi denotes the impedance of thei th panel,di

is the i th cavity depth, ands i52kdi cosf.
The STL of triple panels, in principle, will be more com-

plicated than the case of double panels because there are
various mass–spring–mass resonances and critical frequen-
cies. Using Eqs.~10!, ~13!, and ~14!, the STL of triple par-
titions with air cavities can be predicted. The values forb
andhb are the same as those in the cases of double panels.
Figure 14 shows a comparison of predicted and measured16

STL curves for a triple-glazed glass window with cavities.
Similar to the foregoing result with double panels, the pre-
diction using the Gaussian function agrees very well with the
measurement. In contrast, the random incidence method pro-
duces the greatly underestimated STL abovef 5 f 0,1 and the
field incidence method also yields low STL over the midfre-
quency range.

It is worth noting that the different values ofb were
chosen to obtain the best agreement. The use of the different
values ofb may be explained by the fact that the radiated
pressure29 from the panel, which depends on the panel con-
figurations, will affect the sound field in the vicinity of the
wall being tested. Further study on this matter is required.

IV. CONCLUDING REMARKS

Numerical simulation for the directional distribution of
incident energy on a wall in the reverberation chamber indi-

FIG. 12. Comparison of measured~Ref. 16! and predicted STL for a double-
glazed window composed of glass~3 mm!, air ~19 mm!, and glass~3 mm!.

FIG. 13. Comparison of measured~Ref. 28! and predicted STL of a double
panel composed of plywood~3 mm!, glass wool~45 mm!, and plywood~3
mm!.

FIG. 14. Comparison of measured~Ref. 16! and predicted STL for a triple-
glazed window composed of glass~3 mm!, air ~3 mm!, glass~3 mm!, air ~10
mm!, and glass~3 mm!.
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cates that the distribution is a function of the angle of inci-
dence, rather than the uniform distribution. This angular dis-
tribution in a reverberation chamber can be approximately
expressed by the Gauss distribution function. The formula of
the average transmission coefficient was then revised by em-
ploying this directional weighting function, instead of using
the limit angle approach of the field incidence method. The
revised formula was applied to typical configurations of
single, double, and triple panels, and showed good agree-
ment with the measured data.

In deriving the weighting function, the basic assumption
that the sound field at the middle positions in the room is
diffuse was not altered, except at the bounding surface.
Therefore, the overall previous framework of the infinite
panel approach has not been changed. In addition, the com-
plex mass of panels was introduced in order to consider
boundary damping as a function of frequency. This enabled
one to predict the more accurate values at the lowest mass–
spring–mass resonance frequency.

It is believed that the use of a directional weighting
function, employing here the Gaussian distribution function,
would be generally useful in predicting the sound transmis-
sion loss of multilayered partitions with improved accuracy.
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Maximum-likelihood approach to strain imaging
using ultrasound
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A maximum-likelihood ~ML ! strategy for strain estimation is presented as a framework for
designing and evaluating bioelasticity imaging systems. Concepts from continuum mechanics,
signal analysis, and acoustic scattering are combined to develop a mathematical model of the
ultrasonic waveforms used to form strain images. The model includes three-dimensional~3-D!
object motion described by affine transformations, Rayleigh scattering from random media, and 3-D
system response functions. The likelihood function for these waveforms is derived to express the
Fisher information matrix and variance bounds for displacement and strain estimation. The ML
estimator is a generalized cross correlator for pre- and post-compression echo waveforms that is
realized by waveform warping and filtering prior to cross correlation and peak detection.
Experiments involving soft tissuelike media show the ML estimator approaches the Crame´r–Rao
error bound for small scaling deformations: at 5 MHz and 1.2% compression, the predicted lower
bound for displacement errors is 4.4mm and the measured standard deviation is 5.7mm. © 2000
Acoustical Society of America.@S0001-4966~00!00903-6#

PACS numbers: 43.60.Cg, 43.60.Gk, 43.80.Vj@JCB#

INTRODUCTION

Bioelasticity imaging provides important diagnostic in-
formation about soft tissue stiffness not available with other
imaging modalities. It is based on the principles of manual
palpation, a standard diagnostic technique, but promises
greater sensitivity and spatial resolution. Numerous ap-
proaches to bioelasticity imaging have been proposed.1–23 A
common feature of each technique is a force that is carefully
selected to displace the tissue in a way that can be tracked
using standard imaging technology, often ultrasonics or mag-
netic resonance. Analysis of the estimated displacement field
yields an image of an elasticity modulus or strain.

We study strain estimation from tissue displacements
caused bystatic compression. Static compression minimizes
the viscous effects of tissue dynamics. Local displacements
are detected from changes in the ultrasonic echo fields re-
corded before and after compression. Unfortunately, the ob-
ject motion necessary for strain contrast also can produce
noise as coherence is reduced between waveforms recorded
before and after compression. The performance of strain im-
aging for visualizing stiffness variations is often noise lim-
ited.

In a typical two-dimensional~2-D! strain imaging ex-
periment, we confine all motion in the body to the image
plane. We then scan the tissue with broadband pulse-echo
ultrasound to record a radio-frequency echo field at high spa-
tial resolution from the region of interest. This precompres-
sion echo field is a reference by which the position of scat-
terers after compression can be compared. Next we
compress, hold, and re-scan the tissue to record the position

of displaced scatterers. The displacement field is measured
from the pre- and post-compression echo fields using a se-
quence of signal processing techniques that varies with the
presumed nature of the deformation. Gradients of displace-
ment are estimates of strain tensor components.24 One pri-
mary objective of the image formation algorithm is to maxi-
mize coherence between the pre- and post-compression
waveforms to be cross correlated.

When object deformation is accurately described by
scaling spatial coordinates of the echo signal, then waveform
compandingapplied before 1-D cross correlation has been
found to produce low-noise time delay estimates25 and strain
images.26 More complex deformations require image
filtering27 or warping28,29techniques to improve coherence at
the expense of processing time. For very complex motions,
compressions must be applied incrementally and accumu-
lated to avoid waveform decorrelation.11,30 We will show
that a maximum-likelihood approach to displacement estima-
tion can be implemented for strain imaging through least-
squares techniques.

The amount of compression we apply depends on our
ability to balance the requirements for~a! high coherence
between pre- and post-compression echo fields,~b! accurate
displacement estimation, and~c! high strain contrast between
background and targets. Large compressions increase object
contrast for strain but decrease waveform coherence particu-
larly if cross correlation is the only displacement estimator.
We also know from experience that choosing a compressor
geometry and boundary restraints that yield a uniform stress
field in the medium being imaged reduces decorrelation er-
rors and simplifies the resulting strain patterns. The chal-
lenge for designing bioelasticity imaging systems is to con-
trol a large number of coupled variables that influence task

a!Current address: Biomedical Engineering, University of California, One
Shields Avenue, Davis, CA 95616. Electronic mail: mfinsana@ucdavis.edu
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performance. Yet most of what is known about strain imag-
ing is empirical.

An excellent introduction to signal analysis for motion
estimation in bioelasticity imaging is found in the extensive
literature on time delay estimation for sonar and radar31,32

and for blood velocity estimation.33,34 These works explore
velocity and range estimation for spread target, spread veloc-
ity situations using wide-band signals~total bandwidths be-
tween 20% and 100%!. Our study extends the conditions by
analyzing wide-band maximum-likelihood estimation of
slowly fluctuating~i.e., strain constant over a pulse volume!
spread targets that move in a plane or volume.

Specifically, this paper investigates a maximum-
likelihood approach to displacement and strain estimation to
provide a rigorous strategy for designing and evaluating
strain image formation algorithms and instrumentation. The
goals are to find principles that guide experimental design
and predict error bounds. Our viewpoint is from the tradi-
tional time-delay estimation literature where much is known
about motion detection, albeit largely in one dimension and
without signal decorrelation. We first describe a comprehen-
sive ultrasonic waveform model that includes deformation of
the scattering medium consistent with static compression of
biological tissues. Second, the concept of coherence is devel-
oped for strain imaging. Coherence is at the core of algo-
rithm design and performance assessment. Third, the
maximum-likelihood strategy for displacement estimation is
developed. Fourth, error bounds for displacement and strain
estimates are found, verified with simulation, and compared
with phantom experiments. The results are a rigorous frame-
work for future developments of strain imaging using ultra-
sound.

I. ULTRASONIC WAVEFORM MODEL

We model an ultrasonic echo waveformr (x) as the sum
of a random processr̄ (x), which we refer to as the noise-free
echo signal, and a signal-independent noise processn(x).
Each is a function of position~boldface! x5(x1 ,x2 ,x3) t, a
vector of Euclidean 3-space. The transpose ofx is indicated
by xt. For incident plane waves and far-field observation, it
is well known that the scattered pressure from a random
medium is the sum of spherically diverging waves.35 How-
ever, modeling echo signals recorded during a pulse-echo
experiment requires that we also include the point-spread
function for the imaging system.

A. Echo signals

An echo signal may be described as a function of the
scattering amplitudeF~u! and pulse-echo transfer function
H̃(u)36 at spatial frequencyu,37

r̄ ~x!5F21$H̃~u!F~u!%, ~1!

whereF$h̃(x)%5H̃(u) is the forward 3-D Fourier transform
of the pulse-echo point-spread functionh̃(x) and
F21$H̃(u)%5h̃(x) is its inverse.

The amount of acoustic energy scattered depends on the
microscopic distribution of three coupled tissue properties:

mass densityr~x!, bulk compressibilityk~x!, and specific
acoustic impedancez(x). For local plane wavesz(x)
56Ar(x)/k(x). Specifically, the scattering amplitude de-
scribes a spatial-frequency distribution of scattered energy
from the randomspatial fluctuationsin mass densityDr~x!/
r~x!, compressibilityDk(x)/k0 , and impedanceDz(x)/z0

according to35,38

F~u!5pu1
2FH Dk~x!

k0
2

Dr~x!

r~x! J
522pu1

2FH Dz~x!

z0
J 5

1

2pz0
FH ]2z~x!

]x1
2 J . ~2!

The spatial-frequency componentu1 corresponds to the spa-
tial coordinate parallel to the axis of the ultrasound beamx1 ,
andk0 andz0 are the spatial averages of the corresponding
quantities. To find the final form of Eq.~2!, we used the
relation Dk(x)/k02Dr(x)/r(x)522Dz(x)/z0 and the de-
rivative theorem for Fourier transforms.39 The equation
shows that sound is scattered wherever the second derivative
of the acoustic impedance in the direction of the transmitted
beam axis is nonzero. Scattering may be considered as a
high-pass filter of the object functionz, attenuation as a low-
pass filter, and the point-spread function as a band-pass filter.
Combining Eqs.~1! and ~2!, we find

r̄ ~x!5
1

2pz0
E

2`

`

dx8h̃~x2x8!
]2z~x8!

]x18
2

5@h^ z#~x!, where h~x!,
1

2pz0

]2h̃~x!

]x1
2 . ~3!

The symbol̂ denotes 1-D, 2-D, or 3-D convolution depend-
ing on the dimension ofx. While h is deterministic,z is an
ergodic, zero-mean, Gaussian random process.

The final form of Eq.~3! was introduced to strain imag-
ing by Bertrand and colleagues27,40 to relate the echo signal
directly to the impedance distribution. Therein, signals from
a deformed scattering medium can be written in terms of the
object functionz(x) through a coordinate transformation on
x. The quantityh is the sensitivity function. It includes the
point-spread function of the ultrasound system, but, more
precisely, it is the mapping between the object functionz and
the echo signalr̄ . Notice that for an ideal imaging system
whereh̃(x)5d(x), the Dirac delta function, then

r̄ ~x!5
1

2pz0

]2z~x8!

]x18
2 U

x85x

.

B. Object deformation and coordinate transformation

Strain is estimated through a process that correlates ul-
trasonic waveform segments recorded before and after a
static stress field is applied to the medium being imaged. To
be able to evaluate strain estimators, we need a model of the
ultrasonic waveform that is both accurate and mathemati-
cally tractable. An essential component of such a model is
the ability to express coordinates of the impedance distribu-
tion before deformation, labeledx̃, in terms of those after
deformation,x, viz., z( x̃(x,t j )) where
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x̃~x,t j !5~ x̃1~x1 ,x2 ,x3 ,t j !,x̃2~x1 ,x2 ,x3 ,t j !,

x̃3~x1 ,x2 ,x3 ,t j !! t,

j 50,1,2,..., andx̃(x,t0)5x. The time variable denotes the
waveform field recorded during thejth compression at time
t j . In this analysis single-compression strain images are
studied:t0 indicates the time of recording for the precom-
pression waveform field andt1 is the time of recording fol-
lowing the first compression. However, the analysis is easily
extended to multicompression techniques. The correspond-
ing waveforms, expressed in the post-compression coordi-
natesx, at eacht j are given by

r ~x,t j !5 r̄ j~x!1nj~x!

5F ES
dx8h~x2x8!z~ x̃~x8,t j !!G1nj~x!, ~4!

where S is the region of support as discussed below and
defined as usual.41 Noise processesnj (x) are signal indepen-
dent, zero-mean, bandpass white, and Gaussian with power
spectral densityGn , i.e.,

E$n* ~x!z~x!%50, E$n~x!%50,

E$n* ~x!n~x8!%5Gnd~x2x8!,

wheren* is the complex conjugate ofn andE$¯% denotes
expectation.42

At time t0 , Eq. ~4! reduces tor (x,t0)5@h^ z#(x)
1n0(x), the pre-compression echo waveform. Att1 , the
post-compression acoustic impedance field is described by
z( x̃(x,t1)) that explicitly relates the pre-compression posi-
tion of the impedance fieldx̃ to the post-compression posi-
tion x. We refer to the set of radio-frequency~rf! waveforms
in a scan plane acquired at frame timet j as anecho field.

An affine mapping betweenx̃ and x is defined by the
linear transformation matrixA, the translation vectorta , and
the equations

x~ x̃,t j !5Ax̃1Ata

x̃~x,t j !5A21x2ta
for j >0, ~5!

where

A5S ]x1

] x̃1

]x1

] x̃2

]x1

] x̃3

]x2

] x̃1

]x2

] x̃2

]x2

] x̃3

]x3

] x̃1

]x3

] x̃2

]x3

] x̃3

D
~0,t j !

, ta5S ta,1

ta,2

ta,3

D
t j

. ~6!

A andta are implicit functions oft j since the transformation
at any x̃ varies for each level of compression; e.g., atj 50,
ta50, andA5I , the identity matrix. Another example is the
deformation of a homogeneous and incompressible~Pois-
son’s ratio .0.5! medium, where the object is uniformly
squeezed by a small amount along thex1-axis. In this case,
the deformation may be described as a scaling of the echo
coordinates, andA is diagonal with nonzero elementsA11

512s, A225A3351/A12s.11s/2. If Eqs.~5! and~6! are
to accurately represent the effects of strains, two conditions

must be satisfied: the mapping fromx̃ to x must be linear
over S, and the components of the transformation matrix
must be linear functions of strain as in the example above.
Both conditions are satisfied if the applied deformations are
small.

Many biological tissues are linear-elastic and incom-
pressible for small deformations.24 Shear modulus is the ma-
terial property that describes the deformation of an incremen-
tal volume into an equal volume of altered shape. A volume
cannot be transformed into a plane, a line, or a point by this
operation, so the matrixA must have rank 3. The mapping
from one space to the other is one to one, the inverseA21

exists, and the Jacobian of the forward transformation, which
is the determinant ofA, detA, is nonzero. Furthermore, for
incompressible media, detA51, which means the volume is
conserved. Equation~5! is critical for describing how physi-
cal deformation of the object affects coherence between the
pre- and post-compression waveforms. In our experience
with tissuelike media, deformations are often spatially
smooth, particularly over the dimensions of the ultrasonic
pulse volume. So the first line of Eq.~5! may be considered
a first-order Maclaurin series expansion ofx( x̃,t j ). It is an
accurate approximation ofx in a neighborhood ofx̃50. The
deformation of a large object region in a strain image may be
described by segmenting echo fields into neighborhoods and
determining the first-order Maclaurin series for each~Fig. 1!.

C. Waveform warping

Our original deformation model was limited to scaling.43

Large displacement errors were found when using correla-
tion techniques if either of the signals to be cross correlated
were scaled relative to the other. To minimize the effects of
scaling deformation on displacement estimation, waveforms
were compressed and expanded—companded—in one,30,43

two,26 or three44 dimensions prior to correlation. The purpose
was to eliminate the scaling component of deformation over
the dimensions of the correlation data kernel size and larger.
Companding significantly reduces strain noise whenever
scaling is the principal deformation.

For more general types of motion, wewarp the pre-
compression echo field prior to cross correlation.29 Warping
may be achieved by applying the transformationx( x̃,t0)
5Bx̃1Btb to r ( x̃,t0) to find r (B21x2tb ,t0). The criterion
for selectingB and tb is that they maximize the magnitude
squared coherence function defined in Eq.~12! below. Using
the notation of Eq.~5! and the post-compression coordinates

FIG. 1. Deformation of an elastically uniform medium.
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x, the waveforms for single-compression static strain imag-
ing using pulse-echo ultrasound signals, Eq.~4!, may be
written as

r ~x,t0!5@h^ z#~x!1n0~x!, Pre

r 0~x!,r ~B21x2tb ,t0!,

5F ES
dx8h~B21x2tb2x8!z~x8!G

1n0~B21x2tb!, Warped Pre

5 r̄ 0~x!1n0~B21x2tb!, ~7!

r 1~x!,r ~x,t1!

5F ES
dx8h~x2x8!z~A21x82ta!G1n1~x!, Post

5 r̄ 1~x!1n1~x!.

Matrix A is a linear transformation that describes the physi-
cal deformation of the impedance field from a force applied
to the object, andB is the linear transformation that describes
the warp applied to the precompression echo field through
signal processing. Eq.~7! is illustrated in Fig. 2.

Warping cannot fully restore lost coherence even for
noise-free waveforms. First, the sensitivity functionh intro-
duces a null space45 in which small-scale object deforma-
tions cannot be observed using echo waveforms. Conse-
quently, echo formation and object deformation are not
commutative operations~Fig. 2!. Second, a typical strain im-
age is generated from a plane of echo data. WhileA is given
by Eq. ~6!, B has the form

B5S ]x1

] x̃1

]x1

] x̃2
0

]x2

] x̃1

]x2

] x̃2
0

0 0 1

D , tb5S tb,1

tb,2

0
D . ~8!

Here too is a null space that reduces coherence in a manner
that cannot be recovered by signal processing. The first cause
for coherence loss is minimized using highly focused, high
bandwidth ultrasound pulses. The second cause is minimized
by finely sampling data from a volume instead of a plane or
restricting all motion to the scan plane. Nevertheless, we
show below that filtering and cross correlatingr 0 and r 1 is
the maximum-likelihood strategy for estimating displace-
ment. Equation~7! extends our previous 1-D waveform
model46 to three dimensions.

D. Definitions

A few important quantities and relations well known
from the literature are stated below without proof and in the
notation of this paper.

We assume 2-D echo fields,r j (x), j 50,1, are acquired
from the object in a rectangular region defined by the setS of
measureS8.41 The Fourier series coefficient estimatesR̂jk of
the 2-D echo field are47

R̂jk5
1

S8
E

S
dxr j~x!e2 i2puk

t x. ~9!

Wave vectorsuk define points on an infinite 2-D grid.48 For
convenience, the two integer indices required to define the
grid are lumped into a single indexk51,...,N that enumer-
ates allN frequency points withinS.49 R̂jk is a complex,
Gaussian random process because the real waveformr j (x) is
Gaussian.

The Fourier transform ofr j (x) is47

Rj~u!5 lim
S8→`

S8R̂jk5E
2`

`

dxr j~x!e2 i2putx, ~10!

whereu is a continuous 2-D spatial frequency variable. It has
been shown50,51that if the dimensions of the support function
are large compared to those of the correlation area inr j plus
the translationta , then the cross power spectral density is

Gr 0r 1
~uk!5S82E$R̂0k* R̂1k8% ——→

S8,N→`

Gr 0r 1
~u!

5E$R0* ~u!R1~u!%. ~11!

If Gr 0r 0
(u) and Gr 1r 1

(u) are the autospectral densities,
then the complex coherence and magnitude squared coher-
ence~MSC! functions are, respectively,

g r 0r 1
~u!,

Gr 0r 1
~u!

AGr 0r 0
~u!Gr 1r 1

~u!
,

~12!

ug r 0r 1
~u!u25

uGr 0r 1
~u!u2

Gr 0r 0
~u!Gr 1r 1

~u!
,

where 0<ug r 0r 1
(u)u2<1.52

Finally, the Fourier transform of a single realization of a
scalar random function whose vector coordinates undergo a
linear transformation and translation is given by

F$z~A21x2ta!%5detAZ~Atu!e2 i2putAta. ~13!

Related results are derived in Appendix A and in Ref. 27.

II. POWER SPECTRAL DENSITY AND COHERENCE

The goal of this section is to express power spectral
density functions of the pre- and post-compression wave-
forms in terms of the signal model of Eq.~7!.

FIG. 2. Ultrasonic waveform model of Eq.~7!.
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A. Cross-spectral density

Assume two-dimensional echo fields are recorded using
a linear array transducer. For a rectangular support regionS
with dimensionsS85T1T2 ,41 we find from Eqs.~9! and~11!
that

E$R̂0k* R̂1k8%5
1

S82 ES
dxE

S
dx8f r 0r 1

~x,x8!

3ei2p~uk
t x2u

k8
t

x8!. ~14!

Using Eqs.~45! and~47! from Appendix A and the Wiener–
Kinchin theorem,53 the mean cross correlation function for
the echo waveforms is25

f r 0r 1
~x,x8!,E$r 0* ~x!r 1~x8!%

5detA detBE
2`

`

djH~j!H* ~Btj!

3E$Z~Atj!Z* ~Btj!%

3ei2pjt~x82x2Ata1Btb!. ~15!

Notice thatr 0 and r 1 are individually stationary processes
but jointly nonstationary. Equations~14! and ~15! may be
extended to three dimensions to track motion within a scan-
volume data set.44

Combining Eqs.~14! and ~15! and integrating with re-
spect tox andx8 we find

E$R̂0k* R̂1k8%5
detA detB

S8
E

2`

`

djH~j!H* ~Btj!

3E$Z~Atj!Z* ~Btj!%e2 i2pjt~Ata2Btb!

3T1

sinp~j12u1k!T1

p~j12u1k!T1

sinp~j12u1k8!T1

p~j12u1k8!T1

3T2

sinp~j22u2k!T2

p~j22u2k!T2

sinp~j22u2k8!T2

p~j22u2k8!T2
.

~16!

IncreasingT1 and T2 while holding uk and uk8 constant
yields54

E$R̂0k* R̂1k8%.H detA detB

S8
H~uk!H* ~Btuk!E$Z~Atuk!Z* ~Btuk!%e

2 i2puk
t
~Ata2Btb! for k85k

0 for k8Þk

. ~17!

Selection of harmonic frequencies, e.g.,u1k5k/T1 , is
sufficient to ensure that frequency components of the cross-
spectral density are orthogonal. The approximation in Eq.
~17! approaches an equality as~a! S8 becomes large or the
other factors in the integrand do not vary over the frequency
interval and ~b! the displacement becomes small, specifi-
cally, ta1!T1 . Weighting the data with an apodized window
function correlates frequency components and can interfere
with the orthogonality that must be achieved if data warping
followed by cross correlation is to be a maximum-likelihood
estimator, as discussed below. The orthogonality condition
depends only on properties of the measurement and not the
object.

B. Autospectral density

Following the above development, and combining Eqs.
~11!, ~A3!, and~A5! yields

E$R̂0k* R̂0k8%55
(detB)2

S8
(uH(Btuk)u2E$uZ(Btuk)u2%

1E$uN̂0Bku2%) for k85k

0 for k8Þk

,

~18!

E$R̂1k* R̂1k8%55
1

S8
((detA)2uH(uk)u2E$uZ~Atuk)u2%

1E$uN̂1ku2%) for k85k

0 for k8Þk

.

For white noise,E$uN̂0Bku2%5E$uN̂1ku2%5Gn /S82. Equa-
tions ~17! and ~18! show that the spectral density functions
of the pre- and post-compression echo fields depend on the
pulse-echo transfer function of the ultrasonic imaging system
via H, the physical deformation viaA and ta , and the ap-
plied warp viaB andtb .

C. Complex coherence

The next section will show the importance of the MSC
function for modeling the performance of strain imaging. An
expression for MSC is found by substituting Eqs.~17! and
~18! into Eq. ~12!. For a continuous frequency variable, we
find

ug r 0r 1
~u!u25

ugz0z1
~u!u2SNR~u!

11SNR~u!
, ~19!

where

ugz0z1
~u!u25

E$Z~Atu!Z* ~Btu!%E$Z* ~Atu!Z~Btu!%

E$uZ~Atu!u2%E$uZ~Btu!u2%
~20!

is the MSC for the object function,

SNR~u!,
S/N0~u!S/N1~u!

11S/N0~u!1S/N1~u!
~21!

is the net signal-to-noise ratio,55 and
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S/N0~u!5
uH~Btu!u2E$uZ~Btu!u2%

E$uN0~Btu!u2%
,

~22!

S/N1~u!5
~detA!2uH~u!u2E$uZ~Atu!u2%

E$uN1~u!u2%

are channel signal-to-noise ratios corresponding to the
warped pre- and post-compression echo waveforms, respec-
tively. The echo waveform MSC is the frequency-space ana-
log to the correlation coefficient. It depends on the object
function MSC and SNR~u! that includes properties of the
imaging system, scattering medium, and noise.

MSC defines the similarity betweenr 0 andr 1 . Intuition
tells us that it will be easier to measure displacement ifr 0 is
similar to r 1 , e.g., rigid-body displacement. More intuition
about Eq.~19! is found through examples. First, in a simple
ideal case, the channel signal-to-noise ratios are large at all
frequencies in the bandwidth,S/N0.S/N1@1, and we com-
press the object a small amount~,1% of its size! and warp
the waveforms accordingly;A5B.I . Then SNR(u)
.0.5S/Nj and ug r 0r 1

(u)u2.1. Low-compression strain im-
ages are contrast limited. In a second, more complicated
ideal situation, we physically deform the object a substantial
amount, say 5% to 10%, to ensure ample strain contrast.
Then we apply the perfect warp, i.e.,B5A. In this case,
ugz0z1

u2.1 and yetug r 0r 1
u2,1 becauseS/N0ÞS/N1 unless

all scatterers are resolved by the ultrasonic imaging system
such thatuH(Btu)u2.uH(u)u2 over all frequencies for which
uZ(u)u2 is nonzero. Unfortunately the bandwidth of the ob-
ject response is usually much broader than that of the imag-
ing system, and the resulting null space leads to a loss of
coherence even for a perfect warp. High-compression strain
images are noise limited. Third, if the warp does not match
the physical deformation,BÞA, then coherence is lost re-
gardless of SNR~u! becauseugz0z1

u2,1. Ultrasonic attenua-
tion reduces coherence only at frequencies whereS/Nj@” 1.
We show in the next section that accurate displacement es-
timates require that we design the experiment and image for-
mation algorithm to achieve MSC close to one.

III. MAXIMUM-LIKELIHOOD DISPLACEMENT
ESTIMATION

The maximum-likelihood~ML ! estimator for displace-
ment selects the estimatet̂ that maximizes the value of the
likelihood functionp(R̂uu),56,57 or a monotonic transforma-
tion of p(R̂uu). u is a vector of all unknown real parameters
that affect the data, viz., the elements ofA, B, ta , tb , uHku2,
E$uẐjku2%, andE$uN̂jku2%. It is convenient to define the com-
plete data vectorR̂5(R̂01,R̂11,...R̂0k ,R̂1k ,...R̂0N ,R̂1N) t of
length 2N. It interlaces Fourier-series coefficient pairs from
the warped pre- and post-compression echo fields over allN
frequencies.51 Since each value ofR̂0k andR̂1k is a complex,
Gaussian random variable, the likelihood function is multi-
variate, complex, and Gaussian in 2N dimensions:

p~R̂uu!5
S84N

~2p!2N det~Q!
expS 2

S82

2
R̂†Q21R̂D , ~23!

whereR̂† is the complex conjugate transpose~adjoint! of R̂,
E$R̂%50, and

Q,S82E$R̂R̂†%

is a spectral density matrix. The effects onR̂ of object de-
formation, translation, rotation, and data warping are com-
pletely specified byQ.

The 2N32N Hermitian matrixQ may be thought of as
anN3N block-diagonal matrix of 232 Hermitian submatri-
cesQkk8 . Since the frequency components are orthogonal,
Qkk85Qkdkk8 , where dkk8 is the Kroneker delta function,
and50

Qk5S Gr 0r 0
~uk! Gr 0r 1

* ~uk!

Gr 0r 1
~uk! Gr 1r 1

~uk!
D . ~24!

Each of theN submatriciesQk5S82E$R̂kR̂k
†%, where R̂k

5(R̂0k ,R̂1k), are statistically independent. Also,

detQk5Gr 0r 0
~uk!Gr 1r 1

~uk!~12ug r 0r 1
~uk!u2!

and

Qk
21

5S 1

Gr 0r 0
~uk!

2g r 0r 1
* ~uk!

AGr 0r 0
~uk!Gr 1r 1

~uk!

2g r 0r 1
~uk!

AGr 0r 0
~uk!Gr 1r 1

~uk!

1

Gr 1r 1
~uk!

D
3~12ug r 0r 1

~uk!u2!21. ~25!

In practice, waveforms always contain noise, so (1
2ug r 0r 1

(uk)u2).0 andQk
21 exists.

The logarithm of the likelihood function is

ln p~R̂uu!54N ln S822N ln 2p2 ln detQ2
S82

2
R̂†Q21R̂.

~26!

The first three terms of Eq.~26! can be ignored since they are
independent ofta and weakly dependent onA. Expanding
the last term, we find

ln p~R̂uu!.2
S82

2 (
k51

N
1

12ug r 0r 1
~uk!u2 F uR̂0ku2

Gr 0r 0
~uk!

1
uR̂1ku2

Gr 1r 1
~uk!

2
R̂0k* R̂1kg r 0r 1

* ~uk!

AGr 0r 0
~uk!Gr 1r 1

~uk!

2
R̂0kR̂1k* g r 0r 1

~uk!

AGr 0r 0
~uk!Gr 1r 1

~uk!
G . ~27!

Again, the first two terms in the square brackets are weakly
dependent on the motion parameters and therefore can be
safely ignored for our purposes. The remaining two terms
may be written as
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ln p~R̂uu!.S82(
k51

N

Re$R̂0k* R̂1kW
2~uk!

3e2 i2puk
t
~Ata2Btb!%, ~28!

where Re$¯% is the real part of the argument and

W2~uk!5
ug r 0r 1

~uk!u

AGr 0r 0
~uk!Gr 1r 1

~uk!~12ug r 0r 1
~uk!u2!

is a real function of frequency. For largeS8, Eq. ~11! can be
used to express the log-likelihood function of Eq.~28! as an
integral over a continuous frequency variable,

ln p~R̂uu!.S8E
2`

`

du Re$R0* ~u!R1~u!W2~u!

3e2 i2put~Ata2Btb!%. ~29!

The first factor in the braces of Eq.~29!, R0* (u)R1(u), is
the frequency-space representation of the cross correlation
between echo waveformsfor a specific data kernel. The sec-
ond factor,W2(u), is a filter function that weights the Fou-
rier coefficients of the data based on coherence. The third
~phase! factor is a function of the physical displacementAta

and warp displacementBtb . If we write

R0* ~u!R1~u!5Ĝr 0r 1
~u!

5uĝ r 0r 1
~u!uei2putt̂AGr 0r 0

~u!Gr 1r 1
~u!,

~30!

whereGr 0r 1
(u)5E$Ĝr 0r 1

(u)%, then

ln p~R̂uu!.S8E
2`

`

du
uĝ r 0r 1

~u!uug r 0r 1
~u!u

~12ug r 0r 1
~u!u2!

3Re$e2 i2put~Ata2Btb2 t̂!%. ~31!

ML estimates of displacement are those that satisfy
] ln p(R̂uu)/] t̂50. Equation~29! is one way to view the ML
strategy:~a! Warp the echo fields in a way that maximizes
the coherence betweenr 0 and r 1 ~Fig. 2!. ~b! Increase the
relative weighting of frequency components with the highest
coherence usingW. ~c! Cross correlater 0 andr 1 to find t̂ at
the peak value and add toBtb . Hence, the ML strategy for
displacement estimation in acoustic strain imaging~Fig. 3! is
consistent with the generalized cross correlator approach de-

scribed by Knapp and Carter if it is extended to higher spa-
tial dimensions.25,50 Maximizing waveform coherence also
maximizes the peak of the cross correlation function.

The phase factor in Eq.~31! is unity at all frequencies
only when the estimate is accurate:t̂1Btb5Ata . Other-
wise, motion along all three axes affects displacement esti-
mates along each axis, and the integrand becomes an oscil-
lating function of frequency with decreasing envelope. The
oscillations, which are about zero, increase in frequency as
Ata2Btb2 t̂ deviates further from zero, dramatically reduc-
ing the value of the log-likelihood function. The mean log-
likelihood function is maximum whenE$t̂%5Ata2Btb

50, A5B.I , and ta5tb , which is also a situation that
provides uninteresting strain images. The challenge for
medical imaging applications is to achieve maximum-
likelihood estimation for displacement in less optimal but
more interesting situations.

A. Relationships

The log-likelihood function of Eq.~29! is related to im-
portant estimation criteria found in the literature. By begin-
ning the derivation with Fourier coefficients of the data, Eq.
~29! becomes the characteristic function ofl r , the classical
log-likelihood function defined by Van Trees for zero-mean
random signals:31

l r~u!5F21$ ln p~R̂uu!%

5CE
2`

`

dyE
2`

`

dxE
2`

`

dx8 Re$r 0* ~y2x!w~x!

3w~2x8!r 1~Btb2Ata1y2x8!%, ~32!

wherew(x)5F21$W(u)% is a filter function andC is a con-
stant. We can further define

r 0w~y!,E
2`

`

dxr 0~y2x!w~x!

and

r 1w~y!,E
2`

`

dxr 1~Btb2Ata1y2x!w~2x!

as filtered echo fields, and write Eq.~32! as a wide-band
ambiguity functionL:58

L~B,tb!5ReH E
2`

`

dyr 0w* ~y!r 1w~y!J . ~33!

The view from Eq.~33! is somewhat different from Eq.~29!
although the result is the same. Equation~33! suggests we
should filter the 2-D echo fields and cross correlate wave-
forms in the six-dimensional space defined by the motion
parametersB11, B12, B21, B22, tb1 , tb2 . The peak value of
L gives joint ML estimates of the motion parameters such
that B5A andtb5ta .

B. Implementation

Least-squares techniques in elasticity imaging are
common,16,29 but are they consistent with the ML approach?
The principal criterion of least-squares algorithms is to mini-

FIG. 3. Generalized cross correlator and strain estimator. The quantityv~x!
is a window function.
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mize a matching energy functionEm . Using the filtered echo
waveforms of Eq.~33!, we express the matching energy as

Em5E dxur 0w* ~x!2r 1w~x!u2

5E dxur 0w~x!u21E dxur 1w~x!u2

22 ReH E dxr 0w* ~x!r 1w~x!J . ~34!

The first two terms on the right side of Eq.~34! are propor-
tional to the energy in the respective echo fields. In the ab-
sence of severe echo decorrelation, for which no algorithm
can successfully estimate motion, the energy terms are ap-
proximately constant and not of interest. Minimizing the
matching energy is equivalent to maximizing the third
term—the wide-band ambiguity function of Eq.~33!. Conse-
quently, the ML estimator is implemented by the least-
squares approach to motion estimation.

The exact ML algorithm for strain imaging would ex-
haustively search the relevant parameter space of the ambi-
guity function for the largest peak value, and thus obtain
estimates for each motion parameter. Given the model of Eq.
~5!, there are 2 parameters that define motion in 1-D echo
fields,59 6 parameters for 2-D echo fields, and 12 parameters
for 3-D echo fields. Sampling limitations of echo fields and
long computational times are practical considerations that
restrict the extent of the search, so we compromise.

For example, the internal motion from a very small com-
pression applied along the transducer beam can be approxi-
mated by 1-D translation and scaling. The optimal solution
for this motion estimation problem is provided by the wide-
band ML estimator for a spread target with constant dis-
placement gradient.34

Larger compression produces greater strain contrast,
which is desirable, but it also produces larger, more complex
motion and hence poses a greater challenge to the algorithm.
Normally we impose boundary conditions that confine move-
ment to the scan plane of the linear array transducer. A block
matching algorithm is used to measure local displacements
in two spatial dimensions, i.e.,Btb , for each data segment
~Fig. 1!. The sampled waveforms are companded and then
cross correlated to estimate the residual displacementt̂.26

The nature of ultrasonic beamforming using a linear array
results in echo fields that are sampled finely alongx1 and
coarsely alongx2 . The ambiguity function for this situation
is illustrated in Fig. 4~a!, wheretbi is the displacement esti-
mate alongxi obtained from block matching. Equation~33!

for continuous data is represented by the shaded surface. The
same values for sampled data are shown as points. In this
example, sparse sampling alongx2 leads to an estimation
error.

We reduce displacement estimation errors using a warp-
ing algorithm that searches for an ambiguity function peak in
a sparsely sampled six-parameter space.29 Our least-squares
warping algorithm begins with the same block-matching al-
gorithm used in companding and ends with a perturbation
technique that finely tunes the block-matching estimates. Ob-
serving the same two parameters of the ambiguity function,
we find in Fig. 4~b! that the perturbation component of the
algorithm extends the number of sampled points about those
determined using block matching. Hence we explain the re-
duced noise seen with warping versus companding as the
consequence of a more thorough sampled ambiguity function
in the plane of the displacement vector@Fig. 4~a! versus Fig.
4~b!# and a modest extension of the search to include motion
parameters from the coordinate transformation matrixB ~not
shown in Fig. 4!.

IV. CRAMÉR–RAO VARIANCE BOUNDS

The log-likelihood function also provides a means for
determining a lower bound on estimation variance based on
the information available from the data. The link between the
two is the Fisher information matrixJ with components60

Jii 852EH ]2 ln p~R̂uu!

]u i]u i 8
J . ~35!

The variance of an unbiased estimateû i is bounded from
below by

var~ û i !5E$~ û i2u i !
2%>~J21! i i . ~36!

A. Displacement

Applying Eq. ~31! to Eqs.~35! and ~36! and assuming
each displacement is independent of other parameters inu,
the displacement variance about the true value61 and alongx1

is bounded by

var~ t̂1!5E$~ t̂12~Ata2Btb!1!2%

>
A12

2 Y11A22
2 Y2

~A11A222A12A21!
2Y1Y2

. ~37!

Y1 and Y2 are frequency integrals~Appendix B! that sum-
marize the effects of the pulse bandwidth and beam width on
displacement variance, respectively.62 Both are functions of
the deformation parameters. Equation~37! is derived in Ap-
pendix B for two spatial dimensions where we assumeta

andA are independent. When the displacement and deforma-
tion parameters for 2-D motion are coupled, the size ofJ
increases from 232 to 636, and the variance bound is re-
duced if information is added. Reduced variance for joint
range-velocity estimation has been demonstrated.31,34

Equation~37! shows how object deformation and rota-
tion reduce the information content of the echo signals with
regard to displacement estimation.

FIG. 4. Sampled ambiguity functions using~a! companding and~b! warping
algorithms.
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1. Example 1

An incompressible medium is deformed in two dimen-
sions by a scaling transformation, i.e.,A115A22

21 and Ai j

5Aji 50. The corresponding variance bound is

var~ t̂1!>
1

A11
2 Y1

5S 2S8A11
2 E

0

`

du~2pu1!2
ug r 0r 1

~u!u2

~12ug r 0r 1
~u!u2!D 21

.

~38!

The same result was found in one dimension by Knapp and
Carter forA1151.50 Scaling increases the displacement vari-
ance directly through the factorA11 and indirectly by de-
creasing the MSC.

2. Example 2

An object is sheared either axially~alongx1) or laterally
~alongx2):

A5S 1 A12

0 1 D ~axial! and A5S 1 0

A21 1D ~ lateral!.

From Eq.~37! the corresponding variance bounds are

var~ t̂1!>
1

Y1
1

A12
2

Y2
~axial! and var~ t̂1!>

1

Y1
~ lateral!.

~39!

Rotation occurs whenA1252A21. SinceY1 andY2 are each
functions ofA, the relative effects of each motion are not
immediately obvious from Eqs.~38! and ~39!. We did com-
pare variances for axial and lateral shear using simulations,63

and found that a given amount of axial shear always pro-
duces more displacement variance than the same amount of
lateral shear.64 The largest variance for axial shear occurred
with the widest ultrasound beam.

For purposes of comparison and illustration, we now
examine specific examples of the scaling-only result for 1-D
signal and noise sequences that are described by the band-
pass white, autospectral density functions

Gr̄ 0r̄ 0
~u!5Gr̄ 1r̄ 1

~u!5GsF rectS u2u0

U0
D1rectS u1u0

U0
D G

and

Gn0n0
~u!5Gn1n1

~u!5GnF rectS u2u0

U0
D1rectS u1u0

U0
D G

with center frequencyu0 , bandwidthU0 , and power spectral
densitiesGs andGn . The value of rect((u2u0)/U0) is unity
over U0 that is centered atu0 and zero elsewhere.

3. Example 3

With no deformation or rotation,ugz0z1
(u)u251 for all

u. In addition, assume the channel signal-to-noise ratios are
equal and large,S/N0(u)5S/N1(u)5Gs /Gn@1, so that Eq.
~19! gives SNR(u)5Gs/2Gn . Combining Eqs.~19! and~38!
we find

var~ t̂1!>S 4p2S8
Gs

2Gn
2E

u02U0/2

u01U0/2

duu2D 21

5S 4p2S8
Gs

Gn
U0u0

2S 11
U0

2

12u0
2D D 21

,

exactly the variance bound found by numerous
investigators65 for passive radar and sonar systems66 at high
SNR and for time-independent time delay. Lacking deforma-
tion, this example is a trivial result for strain imaging.

4. Example 4

Given the assumptions above, but allowing the object
function to decorrelate because of a scaling deformation, i.e.,
ugz0z1

(u)u2<1, Eq. ~38! reduces to the result of Walker and
Trahey @Eq. ~20! in Ref. 67#. Converting our notation to
theirs, ugz0z1

(u)u2↔r2, Gs /Gn↔SNR2, S8↔T, u0↔(1/c0

1 ia0/2p)2 f 0 , andU0 /u0↔B. The two sets of results are
compared in Sec. VI below.

The new contribution that Eq.~37! makes to the vast
existing literature on time-delay estimation is to reveal how
two-dimensional motions in the object couple to increase
displacement variance along one direction—that parallel to
the ultrasound beam.

B. Strain

If the total displacement vector isv5 t̂1Btb , the Eule-
rian strain tensor is24

emn5
1

2 F ]vn

]xm
1

]vm

]xn
G

and the longitudinal strain along the beam axis is

s,e115
]v1

]x1
. ~40!

In practice, however, strain is estimated from the difference
equation

ŝ5
v1

~2!2v1
~1!

DT
, ~41!

where the superscript numbers in parentheses label the posi-
tions of two displacement estimates from waveform seg-
ments along the beam that are separated by the axial distance
DT. By error propagation,

var~ ŝ!5
~var~ t̂1

~1!!1var~ t̂1
~2!!22 cov~ t̂1

~1! ,t̂1
~2!!!

DT2

.
2 var~ t̂1!

T1DT
. ~42!

The last form makes use of a conservative approximation for
the covariance68 that was shown to be reasonably accurate.69

The lower bound on strain error is found by combining Eqs.
~37! and ~42!.
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V. METHODS

A. Simulations

We explored the consequences of Eqs.~37! and~42! for
strain imaging through the use of 2-D echo waveform simu-
lations. Echo fields from a linear array were generated from
their Fourier-domain representations, Eqs.~A3! and ~A5!.
We setB5I and ta5tb50 to isolate the effects of object
deformation on displacement variance and to be consistent
with the assumptions leading to Eq.~37!. Quantitiesz(x) and
nj (x) were assigned samples of a Gaussian, white random
process as given byN(0,S/N(u0)) andN~0,1!, respectively.
S/N(u0)5100 ~20 dB! for all the data. This object function
simulates scattering from a medium with randomly posi-
tioned particles, each smaller than the smallest wavelength in
the pulse, and with sufficient number density to produce
fully developed speckle. The noise function represents elec-
tronic fluctuations and quantization errors. The 2-D point-
spread function was a Gaussian-modulated sine wave

h̃~x!5~2pL1L2!21 expS 2
1

2 S x1
2

L1
2 1

x2
2

L2
2D D sin~2pu0x1!.

L1 and L2 are spatial parameters that determine the pulse
length and beam width, respectively. The temporal carrier
frequency of the pulse wasu0c0/25 f 055 MHz. The effec-
tive temporal bandwidth was computed assuming the
expression70

*0
`du1uH̃~u1!u2

uH̃~u0!u2 5
c0

4ApL1

.

Setting 2L1 /c050.1ms gave an effective bandwidth of 2.8
MHz ~56%!. Including the above details into Eq.~A3! yields
for two-dimensional data structures

R0~u1 ,u2!5H~u1 ,u2!Z~u1 ,u2!1N0~u1 ,u2!, ~43!

where

H~u1 ,u2!5C8u1
2e2a sgn~u1!e22p2~ uu1u2u0!2L1

2
e22p2u2

2L2
2
,

whereu1 andu2 are spatial-frequency variables correspond-
ing to x1 andx2 , respectively, andC8 is a complex constant.
The attenuation parametera52da0u f u/20 loge increases lin-
early with temporal frequencyf. The attenuation constant
a050.05 dB mm21 MHz21 is valid over ad540 mm depth.
The high-pass filtering effects of Rayleigh scattering and
low-pass filtering effects of attenuation in Eq.~43! nearly
cancel for Gaussian pulses, as shown in Appendix C. Al-
though scattering and attenuation were included in these
simulations, they could have been ignored without a signifi-
cant loss of accuracy.

Pre-compression echo waveforms were computed using
r 0(x)5F21$R0(u)%. The function sgn(u1)5uu1u/u1,
sgn~0!50, ensures thatr 0 is analytic. Post-compression echo
waveforms were found in a similar manner using Eq.~A5!
and the appropriate linear transformation matrixA. Wave-
forms were oversampled at 400 Msamples/s along the ultra-
sonic beam axis to minimize errors introduced by sampling.
Each waveform in the echo field was simulated assuming a
lateral aperture shift of 0.18 mm. Adjacent waveforms were

correlated through the Gaussian lateral beam parameterL2 in
Eq. ~43! to simulate the experimental measurement condi-
tions described below.

Displacements were measured from 5-ms segments of
simulated echo data using cross correlation butwithout
warping ~B5I !. In each case the displacement was zero
(ta50) and the object deformation, i.e., elements ofA, were
known.

B. Measurements

We also examined the efficiency of the cross correlator
for displacement estimation using phantom measurements.

A 5-MHz linear array~Q2000, 5L45, 60% bandwidth,
Siemens Ultrasound, Inc.! was used to scan a graphite-
gelatin phantom. In the scan plane, the array was dynami-
cally focused on receive with a constant relative aperture of
f /2. Perpendicular to the scan plane, the focal properties
were fixed atf /4.5 and the aperture was 10 mm. The line
density of the scan plane was 4.9 A-lines/mm, so the lateral
sampling interval was 0.20 mm. Echoes were recorded at 45
Msamples/s for an axial sampling interval of 0.017 mm.
Each scan plane spanned approximately 40340 mm ~200
A-lines32340 samples/A-line! and was centered at a depth
of 45 mm. At the 45-mm depth, the measured lateral and
elevational beam widths~26 dB! were 0.7 mm and 1.5 mm,
respectively. The correlation coefficient was 0.8860.03 be-
tween adjacent A-lines and 0.6360.05 between every third
A-line.

The phantom was a graphite-gelatin block of dimensions
100 mm3100 mm374 mm ~height!.71 The block was elas-
tically homogeneous on any scale larger than the pulse vol-
ume. It was placed on an immovable surface and compressed
from above with a rigid plate in which the array transducer
was flush mounted. The two side surfaces of the phantom
parallel to the scan plane were restrained to prevent motion
out of the plane. The remaining two phantom surfaces were
free to move. All phantom surfaces were lubricated to en-
courage free-slip boundary conditions.

The phantom block was warmed to 21 °C, pre-loaded
4% of its 74 mm height under computer control, and elec-
tronically scanned to obtain the pre-compression echo field.
It was then further compressed, held, and re-scanned at
1.2%, 2.4%, and 3.6% of its pre-loaded height~71 mm!. In
each case, we selected a sub-region of 50 A-lines35.7 ms
~256 pts! near the center of the echo field where there was
minimal lateral motion. The pre- and post-compression
waveforms were shifted to remove any time delay (tb5ta)
but not warped~B5I !. Consequently,E$t̂1%.0 and the de-
formation was predominantly axial scaling with minimal lat-
eral scaling, shearing, or rotation. Displacement was mea-
sured for every fourth waveform in the sub-region using
cross correlation. The variance var(t̂1) was computed from
16 uncorrelated echo segments 5.7ms in duration.

The following displacement variances for simulated and
experimental data represent those for unbiased, zero-mean
estimates that could result from residual deformation after
warping.
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VI. RESULTS AND DISCUSSION

Simulated echo data provide us the means to compute
the analytic predictions of Eq.~37! for arbitrary spectra and
verify the results for elementary motions. Experimental echo
data show us theefficiencyof the cross correlator for dis-
placement estimation under controlled conditions using tis-
suelike media and clinical ultrasonic instrumentation.

Figure 5 shows the analytic results for displacement
variance as a function of the applied strain up to 4%. Simu-
lated data were used to estimateug r 0r 1

(u)u2 for each value of
applied strain. Results from 200 independent waveforms
were averaged to find each point plotted. Because the defor-
mation is limited to scaling, Eq.~38! applies. However, to
facilitate comparisons with predictions from the literature,
the Y1 integral was reduced to one dimension, alongu1 .
Extending the frequency integral in Eq.~38! to two dimen-
sions yields similar curves with slightly greater variances.

The open circles labeledZ in Fig. 5 are the results for a
flat, band-pass signal spectrum and noise spectrum using Eq.
~38!. The asterisks labeledY show the results from Walker
and Trahey67 also for flat, band-pass spectra. Values indi-
cated by the solid line markedX are the results for a Gauss-
ian echo spectrum and flat, band-pass noise spectrum using
Eq. ~38!. Gaussian signal spectra and flat band-pass noise
spectra are representative of those for strain imaging in bio-
logical media. As explained in the previous section, the
channel signal-to-noise ratios at the center frequencyu0 and
the effective bandwidthsU0 for the flat and Gaussian signal
spectra were set equal. In general, however, the shape of the
signal and noise spectra can influence the curves in Fig. 5
because SNR is a function of frequency. It is a coincidence
that the variances for flat and Gaussian signal spectra coin-
cide for realistic system and tissue parameters. The similarity
of the results suggests that spectral shape is not a dominant
factor determining variance for strain imaging.

The displacement variance at 0.1% strain is an important
result. We routinely match scaling components of an applied
strain using companding and warping methods to an average
of 0.1%. Figure 5 shows that efforts to matchB to A closer
than 0.1% will not improve strain image noise since the pre-

cision of the cross correlator does not change below 0.1%
applied strain. The precision of the cross correlator is highest
in this low strain range. Assuming that62 standard devia-
tions of the displacement error is the tolerance for reliable
measurements, the smallest measurable displacement at
0.1% applied strain under these typical measurement condi-
tions is 2A5.7431027 ms251.5 ns or 1.2mm. With respect
to the wavelength at 5 MHz, this is less than 3° of phase!

In Fig. 6, the analytic results for the Gaussian signal
spectrum shown as the solid line in Fig. 5 are reproduced as
the solid line labeled A. Figure 6 results represented by the
open circles labeled B are the displacement variances mea-
sured using simulated echo data for axial scaling only,A11

512s. Agreement with the analytic results is nothing more
than verification of programming. Results represented by
3labeled C and by1labeled D are variances measured using
simulated echo data for axial and lateral scaling, where in C,
A11512s and A2251/2(12s), and in D, A11512s and
A2251/(12s). The former case represents unconstrained
motion in a central plane of a homogeneous, incompressible
cube. The latter case is similar but includes boundary condi-
tions that prohibit any motion out of the plane. Decoherence
from in-plane motion lateral to the beam axis increases the
displacement variance by orders of magnitude. Doubling the
lateral motion by adding boundary constraints halves the
strain at which the sudden increase begins. Because the
Cramér–Rao approach describes errors based on the infor-
mation content of the waveforms, the analytic results are
technique independent. Displacement variance increases
with aliasing caused by undersampling the data, particularly
in nonaxial directions. Aliasing errors are not reflected by
Eq. ~37!, where we assume the data are continuous with large
time-bandwidth product. The Crame´r–Rao approach estab-
lishes the best-possible estimation performance and conse-
quently the standard by which the efficiency of real estima-
tors is measured. Our simulated echo fields were sampled at
a rate of 400 Msamples/s to minimize sampling errors. Typi-
cal experimental data are sampled at much lower rates, in
this case 45 Msamples/s, and interpolated.

Finally, phantom measurements are plotted in Fig. 6 at

FIG. 5. Predicted displacement variances. FIG. 6. Predicted versus measured displacement variances~see Sec. VI!.
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the three values of applied strain indicated by the squares
and marked E. The most remarkable feature of the experi-
mental results is the relatively high efficiency of cross cor-
relation for displacement estimation with 1.2% strain: The
variance measured in a tissuelike phantom is only 30% larger
than the lower bound. Using the two-standard deviation cri-
teria discussed above, the data point at 1.2% applied strain
shows the precision for displacement to be 7.4 ns or 5.7mm.
The predicted variance was 4.4mm. This is the first experi-
mental evidence to suggest that cross correlation can be an
efficient estimator of ultrasonic displacement in the Crame´r–
Rao sense when deformation is minimized through warping.
Agreement between prediction and measurement was found
despite subtle differences in the parameters used to generate
analytical results and phantom measurements. For the analy-
sis, the peak frequency was 5 MHz, the bandwidth was 56%,
the channel signal-to-noise ratio at the peak frequency was
20 dB, the window length was 5ms, and the attenuation
coefficient slope was 0.5 dB cm21 MHz21. For the phantom
measurements the peak frequency was 4.2 MHz, the band-
width was 60%, the channel signal-to-noise ratio at the peak
frequency was 17 dB, the window length was 5.7ms, and the
attenuation slope was 0.4 dB cm21 MHz21.

VII. SUMMARY

A mathematical model is proposed to describe the ultra-
sonic waveforms recorded during strain imaging. From this
model, the ML strategy for displacement and strain estima-
tion is derived. In addition, a lower bound on displacement
variance was found, verified using simulated echo data, and
compared with experimental data obtained using a tissuelike
phantom.

The ML strategy for image formation is to find the glo-
bal peak of the ambiguity function. We implement an ap-
proximation to the ML strategy by filtering waveforms to
favor frequency components with the highest coherence and
then warping the pre-compression echo field to match the
physical deformation recorded by the post-compression echo
field. Finally, warped pre-compression and post-compression
waveforms are cross correlated and the net displacement
field is differentiated along the direction of the ultrasound
beam axis to estimate strain. The ML approach to displace-
ment and strain estimation is consistent with the generalized
cross correlator, ambiguity function, and least-squares ap-
proaches described in the time-delay literature. It is possible
to implement exactly only when the spectral properties of the
signal and noise are known and the data are oversampled.

In most practical situations, errors predicted by the
Cramér–Rao approach cannot be achieved because the as-
sumptions of continuous echo waveforms and large time-
bandwidth products are unrealistic for imaging. This vari-
ance bound ignores essential design issues relating noise,
spatial resolution and aliasing. Nevertheless, the ML strategy
is a rigorous, broad framework for designing systems and
algorithms for strain imaging.
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APPENDIX A

The Fourier transforms of the echo signalsr 1(x) and
r 2(x) are derived below.

From Eq.~7!,

r 0~x!5 r̄ 0~x!1n0~B21x2tb!,

r 1~x!5 r̄ 1~x!1n1~x!.

Therefore,

r̄ 0~x!5E
2`

`

dx8h~B21x2tb2x8!z~x8!

5E
2`

`

dx8F E
2`

`

djH~j!ei2pjt~B21x2tb2x8!G
3F E

2`

`

dzZ~z!ei2pztx8G ,
5E

2`

`

djE
2`

`

dzH~j!Z~z!ei2pjt~B21x2tb!

3E
2`

`

dx8ei2p~z2j!tx8. ~A1!

The integral overx8 is d~j2z!. Substitutingu8t5jtB21 into
Eq. ~A1! and noting thatdj5detBdu8 we find

r̄ 0~x!5detBE
2`

`

du8H~Btu8!Z~Btu8!ei2pu8t~x2Btb!.

~A2!

The Fourier transform ofr̄ 0(x) is

R̄0~u!5E
2`

`

dxr̄ 0~x!e2 i2putx

5detBE
2`

`

du8H~Btu8!Z~Btu8!e2 i2pu8tBtb

3E
2`

`

dxei2p~u82u!tx

5detBH~Btu!Z~Btu!e2 i2putBtb,

and consequently

R0~u!5detB~H~Btu!Z~Btu!1N0~Btu!!e2 i2putBtb.
~A3!

Similarly, for r̄ 1(x),
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r̄ 1~x!5E
2`

`

dx8h~x2x8!z~A21x82ta!

5E
2`

`

dx8F E
2`

`

djH~j!ei2pjt~x2x8!G
3F E

2`

`

dzZ~z!ei2pzt~A21x82ta!G ,
5E

2`

`

djE
2`

`

dzH~j!Z~z!ei2p~jtx2ztta!d~j2A21tz!,

5detAE
2`

`

djH~j!Z~Atj!ei2pjt~x2Ata!. ~A4!

The last form was found by noticing that the delta function is
nonzero only atz5Atj and thatdz5detA dj. Finally,

R1~u!5detAH~u!Z~Atu!e2 i2putAta1N1~u!. ~A5!

Warping the data affects all components ofR0(u) whereas
the physical deformation affects only the object function in
R1(u).

APPENDIX B

The Fisher information component that defines the lower
bound on displacement variance measured along the ultra-
sound beam, Eq.~37!, is derived below.

We assume the displacements are independent of other
parameters inu, 2-D object motion~plane-strain state!, and
2-D data structure~scan plane from a linear array!. Then,
from Eqs.~31! and ~35!,

2EH ]2 ln p~R̂uta!

]ta1
2 J

t̂5Ata2Btb

54p2S8E
2`

`

du
ug r 0r 1

~u!u2

~12ug r 0r 1
~u!u2!

~A11u11A21u2!2,

2EH ]2 ln p~R̂uta!

]ta2
2 J

t̂5Ata2Btb

54p2S8E
2`

`

du
ug r 0r 1

~u!u2

~12ug r 0r 1
~u!u2!

~A12u11A22u2!2,

2EH ]2 ln p~R̂uta!

]ta1]ta2
J

t̂5Ata2Btb

54p2S8E
2`

`

du
ug r 0r 1

~u!u2

~12ug r 0r 1
~u!u2!

~A11u11A21u2!

3~A12u11A22u2!.

Completing the squares and integrating, we find that terms
linear in frequenciesu1 and u2 integrate to zero. Factoring
the components ofA out of the remaining integrals allows
the following simplifications:

J115A11
2 Y11A21

2 Y2 ,

J225A12
2 Y11A22

2 Y2 ,

J125J215A11A12Y11A21A22Y2 ,

where

Y1,2S8E
0

`

du~2pu1!2
ug r 0r 1

~u!u2

~12ug r 0r 1
~u!u2!

,

~B1!
Y2,2S8E

0

`

du~2pu2!2
ug r 0r 1

~u!u2

~12ug r 0r 1
~u!u2!

.

The determinant of the Fisher information matrix is

detJ5~A11A222A12A21!
2Y1Y2 .

Finally, we arrive at Eq.~37!:

var~ t̂1!>~J21!115
A12

2 Y11A22
2 Y2

~A11A222A12A21!
2Y1Y2

.

APPENDIX C

We show that the sensitivity function for a Gaussian
point-spread function is approximately Gaussian. The func-
tion

H~ f , f 0 ,s!5C8u f ume2a sgn~ f !e22p2~ u f u2 f 0!2s2
,

f 0 ,s,a.0, ~C1!

is a 1-D temporal-frequency representation of the sensitivity
function described by Eq.~43!. The high-pass factoru f um

defines the scattering function, where 0<m<2, m50 is for
specular reflection, andm52 is for Rayleigh scattering; the
low-pass factor exp~2a! defines attenuation losses; the re-
mainder represents the point-spread function of a Gaussian-
modulated sine wave with center frequencyf 0 and pulse du-
ration s.

We find that

H~ f , f 1 ,s1!5C1 sgn~ f !e22p2~ u f u2 f 1!2s1
2

5 lim
s→`

H~ f , f 1 ,s!, ~C2!

where the constants

C15C8 f 1
me2ae22p2~ f 12 f 0!2s2

,

f 15
2a14p2s2f 01A16p2s2m1~a24p2s2f 0!2

8p2s2 ,

and

s15s
f 1

2e2a~ f 12 f 0!e2a2/8p2s2
e22p2~ f 12 f 0!2s2

1

4p2s2 S 11
a2

4p2s2D2 f 0

a

2p2s2 1 f 0
2

.

That is, for narrow-band transmission, the sensitivity func-
tion is Gaussian withs1.s and f 1 given above. It is also a
very good approximation for broadband transmission. For
example, let f 055 MHz, s50.1 ms ~effective bandwidth
52.8 MHz!, m52, and a52.3 @50.05 dB/mm/MHz
3~2340 mm!35 MHz/(20 loge)#. We find that f 1 / f 0

50.97, s1 /s51.11, and uH( f , f 0 ,s)2H( f , f 1 ,s1u/C1

,0.026. Consequently, we may use a 1-D Gaussian sensitiv-
ity function when the 1-D point-spread function is Gaussian
without significant error. The situation can be more compli-
cated when modeling the point spread function at higher spa-
tial dimensions.
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On the mechanoelectrical coupling in the cochlear
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Outer hair cell electromotility, a manifestation of the interconnection between the mechanical and
electrical processes occurring in outer hair cells, is believed to be an important contribution to the
active cochlea. Two modes of mechanoelectrical coupling in the outer hair cell wall are studied: the
potential shift caused by mechanical loading under the wall charge preservation conditions and the
current~transferred charge! caused by mechanical loading under the voltage-clamp conditions. By
using the previously reported elastic moduli of the wall and components of the active force, the
potential shift under the charge preservation conditions is derived. This shift is expressed in terms
of the wall strains and the active force derivatives with respect to the wall potential. The magnitudes
of the potential shift corresponding to the conditions of cell inflation, axial stretch~compression!,
and the micropipet aspiration are estimated. In the last case, the distribution of the potential shift
along the cell wall is also demonstrated. The potential shift can reach220–240 mV under the
conditions of the micropipet aspiration or cell inflation. Such shift is much smaller under the
condition of cell stretch~compression!. The current and the charge transfer caused by the cell stretch
under the voltage-clamp conditions is analyzed, and shows good agreement of predictions with
experimental data. ©2000 Acoustical Society of America.@S0001-4966~00!02203-7#

PACS numbers: 43.64.Bt, 43.64.Ld, 43.64.Nf@RDF#

INTRODUCTION

Outer hair cells are currently considered the major can-
didate for the active element in the cochlea providing the ear
with the amplification and fine frequency selectivity. The cell
activity is related to a specific coupling between the cell’s
mechanical and electrical characteristics. There are several
modes of such coupling. The wall potential changes result in
the length changes~electromotility!, active force generation,
and the transwall charge transport. Mechanical loading of the
cell results in the transwall current and the wall capacitance
changes. In studying effects of coupling in the outer hair cell
wall, we distinguish between the electromechanical effects
related to the mechanical responses to changes of the elec-
trical parameters and the mechanoelectrical effects related to
reciprocal phenomena.

Iwasa~1994! theoretically predicted effects of the mem-
brane tension on the molecular motor behavior and on the
corresponding transwall current and the nonlinear capaci-
tance. Kakehata and Santos-Sacchi~1995! developed experi-
ments demonstrating the effects of the membrane tension
under the condition of cell inflation on the transwall current
and the nonlinear capacitance peak shift. The same experi-
ment was done by Gale and Ashmore~1994! using the patch-
clamp technique. Gale and Ashmore~1994! also developed
an experiment under the condition of cell stretch and re-
ported the corresponding current, transferred charge, and
nonlinear capacitance. In this case, they observed much
smaller changes of the electrical characteristics than under
the condition of cell inflation. Tolomeo and Steele~1995!

~also, Tolomeo, 1996! analyzed Gale and Ashmore’s~1994!
experiment from the standpoint of a linear piezoelectric
model.

We study an effect that can be considered reciprocal to
the charge movement caused by mechanical loading under
the voltage-clamp conditions. We analyze here the wall po-
tential shift caused by mechanical loading under the wall
charge preservation conditions. Such conditions can be ex-
perimentally provided by the current clamp of the cell wall.
To estimate the corresponding potential shift, we apply an
electroelastic model~Spector, 1999! that includes an equa-
tion relating the transferred charge, wall potential, and local
strains. Because of relatively small values of the potential
shift, we use a linearized version of the model along with the
previously reported values of the elastic moduli and the ac-
tive forces per unit of the potential change~Spectoret al.,
1998b; Spector, 1999!.

We characterize the conditions of the wall under me-
chanical loading of different modes by using an average
strain, and we derive analytical expressions for the potential
shift in terms of this parameter. Three modes of mechanical
loading are considered, corresponding to cell inflation, cell
stretch~compression!, and the micropipet aspiration. The co-
efficients in the expression for the potential shift differ de-
pending on a particular mode of mechanical loading. In the
cases of cell inflation and the micropipet aspiration, the po-
tential shift can reach220–240 mV for the 10% strain
level. The shifts corresponding to stretch, or compression,
are much smaller.

In the case of the micropipet aspiration, we also consider
the potential shift distribution depending on the location on
the cell wall. Here, the potential shift variation is caused bya!Electronic mail: aspector@bme.jhu.edu
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the nonuniformity of the strains. We present the potential
shift distribution along the central cross section of the wall
made perpendicular to the cell axis. We show that both the
value and sign of the potential shift varies along this cross-
section.

The potential shift caused by mechanical loading can be
considered a prepulsing before the application of the voltage-
clamp technique. Prepulsing is known to shift the nonlinear
capacitance distribution in the opposite direction. The ob-
tained direction~sign! of the potential shift, as well as the
relative values of these shifts under conditions of cell infla-
tion and stretch, is consistent with the experimental observa-
tions of Santos-Sacchiet al. ~1998! and Gale and Ashmore
~1994!.

We can hypothesize that the potential shift caused by
mechanical loading makes its contribution to the tension ef-
fect on the capacitance shift through prepulsing of the cell
wall. Therefore, the obtained potential shift can have a dual
effect on the nonlinear capacitance. First, it changes the
value of the capacitance following a Boltzmann-type depen-
dence for the wall potential. Second, it may contribute to a
shift of the whole Boltzmann-type function in the direction
opposite to the potential shift.

In addition to the potential shift effect, we consider the
process of the charge transport caused by mechanical loading
under the voltage-clamp conditions. By using our previous
estimates of the parameters of the cell’s passive and active
behavior, we obtain a range of the transwall current~trans-
ferred charge! that corresponds to the condition of cell
stretch. We show good agreement of our predictions with the
data of Gale and Ashmore~1994! in terms of both the current
and the transferred charge. Our predictions also agree with
the results of Tolomeo and Steele~1995, 1998! obtained with
a different theoretical approach.

I. BASIC RELATIONSHIPS

The full system of constitutive equations for the outer
hair cell wall that corresponds to the model of a mechani-
cally linear and electrically nonlinear shell can be presented
in the following form:

N5@C#e1@B#k1 f ~E!, ~1!

M5@B#e1@D#k, ~2!

d52 f 8~E!e2 f 08~E!. ~3!

Here,N is 3D vector of the resultant forces,M is 3D vector
of the bending and twisting moments,e is 3D vector of the
strain, k is 3D vector of the curvature change,@C# is the
matrix of the generalized in-plane stiffnesses,@D# is the ma-
trix of the bending and twisting stiffnesses, and@B# is the
matrix representing mechanical coupling between the bend-
ing and in-plane characteristics. Also, in Eqs.~1!–~3!, d is
the electrical displacement,f is 3D vector of the isometric
active force,E is the electric field inside the cell wall, and
function f 08 is determined by the cell-wall electrical permit-
tivity. Equations~1!–~3! are valid for arbitrary stress–strain
state of the wall.

The presented equations correspond to an advanced ver-
sion of the shell theory~e.g., Flügge, 1960!. A simplified
version of the system~1!–~3! where the cross-terms with the
matrix @B# are neglected can be derived on the basis of a
thermodynamic potential@electric enthalpyW(e,E)# ~Spec-
tor, 1999!. In that system, the vectorsN(Nx ,Nu ,S) and
M (Mx ,M u ,H) have the first two components that are, re-
spectively, the longitudinal and circumferential components
of the in-plane resultant force and the longitudinal and cir-
cumferential components of the bending moment. The last
components of these vectors are given by the equations

S5Nux5Nxu2M ux /a, ~4!

H50.5~Mxu1M ux!, ~5!

whereNxu andNux are the shear components of the resultant
force in thex- andu-cross sections of the wall, andMxu and
M ux are the twisting moments in the same cross sections of
the wall.

The cell wall has effective anisotropy determined by the
cell cytoskeleton. The cytoskeleton is made of two protein
networks inclined at a small angle with respect to the natural
xu axes. Neglecting the effect of this angle, we assume
orthotropy in these axes of the mechanical and electrical
properties of the cell. Because of this, we have

f xu50, f xu8 50, ~6!

where f xu is the third component of the vectorf in Eq. ~1!.
Below, we consider variations of the wall electric field

~wall potential! small enough to linearize the system of con-
stitutive equations at the point of the resting potential. Since
the electric field does not create bending effects, electrome-
chanical coupling in constitutive Eqs.~1!–~3! is described by
the first ~vector! and the last~scalar! equations. Also, the
shear component of the resultant force is not affected by the
electric field because of the orthotropic properties of the wall
@Eq. ~6!#. The linearized equations describing electrome-
chanical coupling in the outer hair cell wall take the form

Nx5
]W

]ex
5C11ex1C12eu1 f x8~E0!~E2E0!, ~7!

Nu5
]W

]eu
5C12ex1C22eu1 f u8~E0!~E2E0!, ~8!

2d5
]W

]E
5 f x8~E0!ex1 f u8~E0!eu1 f 09~E0!~E2E0!. ~9!

This form of the constitutive relations is equivalent to the
common form of equations for linear piezoelectric plates
where theC-, f x8-, and f u8-, and f 09-coefficients represent, re-
spectively, the elastic, piezoelectric, and dielectric properties
of the cell wall ~e.g., Tiersten, 1969!.

The last coefficient on the right-hand side of Eq.~9! can
be interpreted as

f 09~E0!52eh, ~10!

wheree is the wall capacitance determined under zero-strain
conditions, andh is the wall thickness. The outer hair cell-
wall capacitance is the sum of a linear capacitance indepen-
dent of the wall potential and a nonlinear capacitance that
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depends on the wall potential and has a typical bell shape
~Gale and Ashmore, 1994; Kakehata and Santos-Sacchi,
1995!. The linearization of the original equations is done at
the point of the resting potential. This means that the total
~nonlinear! capacitance in Eq.~10! corresponds to the point
of the resting potential. Below, we discuss an example where
we compare the results obtained after linearization with
those computed on the basis of the variable capacitance.

The full matrix of the system~7!–~9!

@T#5F C11 C12 f x8~E0!

C12 C22 f u8~E0!

f x8~E0! f u8~E0! f 09~E0!
G , ~11!

is symmetric. The system~7!–~9! is conservative with the
potential equal to the quadratic part ofW. The original non-
linear system is also conservative with the potentialW.
These properties provide the effectiveness of the application
of numerical methods to both the linearized and original sys-
tems.

Now, we concentrate on Eq.~9!. We consider two cases:
the voltage-clamp conditions~DC50! and the wall charge
preservation conditions (d50). Taking into account the re-
lationship between the electric fieldE and the wall potential
variationDC

E52
DC

h
, ~12!

and using the coefficients

ex5
d fx

dDC
, eu5

d fu

dDC
, ~13!

the voltage-clamp conditions are described by the following
equation for the surface density of the transferred charge
expressed in terms of the mechanical strains:

d

h
5

dQ

dS
5exex1eueu . ~14!

The surface density of the corresponding current that is de-
termined by the strain rates can be written in the following
form:

di

dS
5

d2Q

dS dt
5ex

dex

dt
1eu

deu

dt
. ~15!

If we assume the wall charge preservation, then the po-
tential shift caused by mechanical loading of the cell is de-
termined by the equation

DC52~exex1eueu!/e. ~16!

To compare the potential shift due to different modes of
mechanical loading, we use a universal strain parameter

e* 5~ex
21eu

2!1/2. ~17!

Note that theexu component does not enter thee* parameter
because this component does not affect the potential shift.

II. POTENTIAL SHIFT CAUSED BY MECHANICAL
LOADING

A. Cell inflation

We consider the wall potential shift under the condition
of cell inflation. Experimentally, additional fluid delivered
via the micropipet is used to inflate the cell~Iwasa and Chad-
wick, 1992!. The physical reason for the potential shift is
additional turgor pressure created in the cell wall. The addi-
tional pressure causes the longitudinal and circumferential
strains determined by the cell length and radius changes. A
similar effect can be achieved by changing the concentration
of the solution outside the cell~Chertoff and Brownell, 1994;
Ratnanatheret al., 1996! or by other types of mechanical or
electrical stimulation of the cell. In the case under consider-
ation, Eq.~16! can be rewritten in the form

DC52@exex~p!1eueu~p!#/e, ~18!

wherep is inflation ~additional! pressure.
The strain components entering the right-hand side of

Eq. ~18! can be expressed in terms of the universal strain by
using the equations of equilibrium

C11ex1C12eu50.5pa, ~19!

C12ex1C22eu5pa, ~20!

wherea is the cell radius. From Eqs.~19! and~20!, we derive

ex52~11a2!20.5e* , eu5a~11a2!20.5e* , ~21!

where

a5
2C112C12

2C122C22
. ~22!

We substitute the passive in-plane moduli and the coef-
ficients of the active forceex andeu ~Spectoret al., 1998b;
Spector, 1999!. We treat the fraction~22! by using the
asymptotic representations of the ratiosC11/C22 and
C12/C22 ~Spectoret al., 1999!. As a result, we obtain the
following expression for the potential shift under the condi-
tion of cell inflation:

DC520.23e* . ~23!

B. Axial loading

The conditions of cell axial loading are provided by ap-
plying to the cell a force along the cell axis. In experiments
in isolated cells, these conditions are achieved by application
to one end of the cell of either an elastic fiber compressing
the cell ~Holley and Ashmore, 1988; Hallworth, 1997! or a
micropipet stretching the cell~Iwasa and Adachi, 1997!. In
both cases the second end of the cell is held by another
micropipet. Underin vivo conditions, the outer hair cell is
located between the reticular lamina and basilar membrane,
and the major component of mechanical loading is axial
loading. The direct result of axial loading of the cylindrical
outer hair cell is the cell-length change. Because of incom-
pressibility of the liquid core inside the cell, the length
changes are accompanied by corresponding radius changes.
Under the condition of cell axial loading, the expression for
the wall potential shift takes the form
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DC52~exex1eueu!52~ex20.5eu!
ex

e
. ~24!

In Eq. ~24!, the volume preservation condition is taken into
account. In the case of cell stretch, we obtain

e* 5~ex
21eu

2!1/251.12ex . ~25!

In the case of cell compression, the right-hand side in~25!
has the opposite sign. By substituting this relationship along
with our previous estimates of the coefficientsex andeu , we
obtain

DC520.034e* ~26!

for cell stretch, and

DC50.034e* ~27!

for cell compression.

C. Micropipet aspiration

In the micropipet aspiration experiment~Sit et al.,
1997!, aspiration pressure is applied to the cell wall via the
micropipet attached normally to the cell-wall side surface.
As a result, a portion of the cell wall is aspirated inside the
micropipet, and its height, measured in the experiment, char-
acterizes the level of the strains corresponding to the applied
pressure. Under the condition of the micropipet aspiration,
the strain field is not uniform and varies from point to point.
The same is true for the potential shift. The nonuniformity of
the strain along the cell wall also accompaniesin vivo con-
ditions. This is because of the specialized geometry of the
organ of Corti where outer hair cells are inclined both lon-
gitudinally and radially with respect to the basilar membrane
~Ulfendahl, 1997!. Such inclination results in moments that
bend the cell and create nonuniform strains in its wall. Thus,
it might generate nonuniformity of the cell-wall potential
under physiological conditions. Halteret al. ~1997! also dis-
cussed the nonuniformity of the outer hair cell-wall potential,
a nonuniformity caused by purely electrical properties of the
cell wall.

For wall potential shift under the condition of the mi-
cropipet aspiration experiment, we have the following ex-
pression:

DC52Fex

e
ex~x,u,Dp!1

eu

e
eu~x,u,Dp!G , ~28!

whereDp is aspiration pressure. We first consider a charac-
teristic value of the potential shift having in mind a compari-
son of the shifts corresponding to different modes of the
mechanical load. Then, we consider the potential shift distri-
bution along the cell wall.

As a reference value, we chooseDC(0,0,Dp). This
value corresponds to the potential shift at the cross section of
the cell surface and the micropipet axis. Under the condition
of the micropipet aspiration, the circumferential component
of the strain is the major one~see the Appendix!

eu@ex . ~29!

Therefore, the expression for the potential shift takes the
form

DC52
eu

e
e* . ~30!

Substituting our estimate of theeu coefficient, we obtain

DC520.45e* . ~31!

For comparison purposes, we plot Eqs.~23!, ~26!, ~27!,
and~31! in Fig. 1 where cases 1–4 correspond, respectively,
to the micropipet aspiration, inflation, stretch, and compres-
sion modes of the cell mechanical loading. For each of these
four conditions, the local potential shift is determined by the
local two-component strain field. The relative values of the
two components of the strain and their signs can result in
different values of the potential shift that correspond to the
same overall level of the strains in the wall. For example, in
the case of axial loading of the cell, two strain components
cancel out their effects on the potential shift, and it results in
relatively low values of the potential shift. For cell compres-
sion and cell stretch~Fig. 1!, the absolute values of the shift
are the same, but their signs are opposite because of the
corresponding strains.

We also consider the micropipet aspiration experiment,
where the potential shift is the most significant among the
four considered conditions, from the standpoint of the accur-
acy of the linearization of the functionf 08 . Such linearization
results in the use of the nonlinear and total capacitances cal-
culated at the point of the resting potential. In Fig. 1, we give
the additional graph~dashed line! that was developed on the
basis of the nonlinear functionf 08 . The corresponding equa-
tion for the potential shift under the condition of the micropi-
pet aspiration was solved numerically. The small difference
between the two functions confirms the accuracy of the lin-
earization approach.

We discuss now the distribution of the potential shifts
along the cell. To show the variation of the potential shift,
we choose the central cross section of the cell perpendicular
to its axis. In this case, we have

FIG. 1. Outer hair cell-wall potential shift vs characteristic strain under
conditions of mechanical loading of different modes. 1—micropipet aspira-
tion ~solid line—capacitance estimated at the resting potential, dashed
line—variable capacitance!, 2—cell inflation, 3—cell stretch, and 4—cell
compression.
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DC~u!52
eu

e
eu~u,Dp!. ~32!

It can be shown~see the Appendix! that under the micropipet
aspiration condition the circumferential componenteu of the
strain is proportional to the normal componentw of the dis-
placement. Spectoret al. ~1998a! obtained the following ex-
pression for thew-component:

w~u!5A~a2 cos 2u1a3 cos 3u1a4 cos 4u!, ~33!

where

a2'0.118, a3'0.031, a4'0.0014, ~34!

and A is a constant depending on the wall properties and
dimensions of the micropipet. Because of the proportionality
betweeneu andw, and taking into account our definition of
e* for this case, we obtain

eu~u!5
e*

a21a31a4
~a2 cos 2u1a3 cos 3u

1a4 cos 4u!. ~35!

From this equation, we find the following expression for the
potential shift along the central cross section of the cell:

DC52
eue*

e~a21a31a4!
~a2 cos 2u1a3 cos 3u

1a4 cos 4u!. ~36!

This function is plotted in Fig. 2 for three values of the strain
parametere* .

In the micropipet aspiration experiment, the strains are
localized around the miropipet, whereas with the other con-
sidered conditions, the strains are uniform and accompanied
by the corresponding length and radius changes.

III. ANALYSIS OF THE CURRENT CAUSED BY
MECHANICAL LOADING UNDER THE VOLTAGE-
CLAMP CONDITIONS

We consider a phenomenon reciprocal to the potential
shift under conditions of the wall charge preservation. We
analyze now the current caused by mechanical loading under
the voltage-clamp conditions. Data on this effect are pro-
vided by the experiment with cell stretch~Gale and Ash-
more, 1994!. This experiment was done under conditions of
the cell’s axial displacement applied stepwise. The corre-
sponding high~but finite! strain rate and the transient current
were reported as functions of time. We make our predictions
in terms of both the current and the charge transferred during
the transient period and compare them with experimental
data.

We use Eq.~15!, take into account the volume preserva-
tion condition, and assume that the current is uniform along
the cell surface. Equation~15! can be rewritten in the follow-
ing form:

i Y S S
dex

dt D5ex20.5eu , ~37!

where i is the total current through the cell wall. Similarly,
Eq. ~14! can be interpreted as

Q/~Se!5ex20.5eu , ~38!

whereQ is the total charge transferred during the transient
period.

The right-hand side in~37! and ~38! is small with re-
spect toex and eu . For an accurate estimate, we use the
following representation~Spectoret al., 1999!:

ex20.5eu52
jaL

paC22

dex
a

dDC
. ~39!

Here,ja is the axial stiffness of the cell,L is the cell length,
and ea is the longitudinal component of the electromotile
strain. From Santos-Sacchi’s~1992! data on electromotility,
the derivative on the right-hand side of Eq.~34! can be esti-
mated as

dex
a

dDC
520.3V21. ~40!

We use the following range~Holley and Ashmore, 1988;
Russell and Schauz, 1995; Ulfendahlet al., 1998! for the cell
axial stiffness:

ga5
jaL

paC22
5~1 – 3!31023. ~41!

Taking this range into account, we obtain the estimate

ex20.5eu5~0.3– 0.9!31023 N/Vm. ~42!

We substitute this estimate along with the value of the sur-
face area for a 45-m-long cell and obtain a range for the
left-hand side in Eq.~39! @and for the right-hand side in Eqs.
~37! and~38!#. This range is presented in Table I~column 1!.
In columns 2 and 3 are estimates of the left-hand-side ex-
pression in Eq.~39! based on the coefficients obtained in
Tolomeo and Steele~1995! and ~1998!, respectively. Gale

FIG. 2. Distributions of the potential shifts along the central cross section of
outer hair cell~because of the symmetry, one half of the cross section is
considered! under the condition of the micropipet aspiration~1—e*54%,
2—e*58%, and 3—e*512%!.
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and Ashmore~1994! presented experimental values of the
peak current vs the strain rate. We give in column 4 the
left-hand side of Eq.~37! expressed in terms of the experi-
mental peak current. We use the time course of the Gale and
Ashmore~1994! experiment to estimate the total transferred
charge. With this estimate, we calculate the left-hand side in
Eq. ~38! and present it in column 5 of the table.

IV. DISCUSSION

The effect of the outer hair cell-wall potential shift
might be important for cell functioning. Equations~27! and
~31! show that this shift can reach2~20–240! mV for the
10% strain level, a significant level for the cell-wall nonlin-
ear capacitance that depends on the wall potential. By using
the voltage-dependent nonlinear capacitance~Gale and Ash-
more, 1994; Kakehata and Santos-Sacchi, 1995!, it can be
shown that the corresponding change reaches 25%. The po-
tential shift discussed earlier corresponds to the conditions of
the wall charge preservation. This condition means that there
is no charge flux out of or in the cell wall, but the movement
of the charges inside the wall is not restricted. To provide
such conditions perfectly, the currents out of and in the cell
have to be clamped. However, under the action of a purely
mechanical load, these conditions can be reasonably as-
sumed. There are a number of experiments~e.g., Holley and
Ashmore, 1988; Hallworth, 1997; Sitet al., 1997! in which
the cell is under mechanical load of different modes, and no
restrictions are imposed on the wall potential. The total wall
charge preservation can be assumed for these experiments.

The capacitance that enters Eq.~14! corresponds to zero-
strain conditions. Such capacitance can be either determined
directly on the basis of an experiment under isometric con-
ditions or derived from zero-stress capacitance. Given the
complicated relationship between the wall capacitance and
the wall stresses~Iwasa, 1994; Kakehata and Santos-Sacchi,
1995!, neither zero-strain nor zero-stress conditions are pro-
vided in the available experiments~Housley and Ahsmore,
1992; Gale and Ashmore, 1994; Kakehata and Santos-
Sacchi, 1995!. Because of this, we use the values of Gale and
Ashmore~1994! that are reasonably close to other data~Hou-
sley and Ashmore, 1992; Kakehata and Santos-Sacchi,
1995!.

The magnitude of the cell-wall potential shift can be
directly measured under the conditions of the current clamp.
We discuss below some indirect experimental confirmations

of the potential shift effect. If a purely mechanical load is
applied to the outer hair cell, and after this the voltage clamp
is used, then the initial potential shift can be interpreted as a
prepulsing of the cell wall. Santos-Sacchiet al. ~1998!
showed that prepulsing causes a shift of the whole nonlinear
capacitance curve in the direction opposite to prepulsing.
Therefore, based on our predictions, we can expect that the
capacitance curve shifts in the depolarization direction under
the condition of cell inflation or stretch. In addition, we can
expect the shift corresponding to the cell-stretch condition to
be much smaller than that for the cell-inflation condition.
This expectation is consistent with the experimental data of
Kakehata and Santos-Sacchi~1995! and Gale and Ashmore
~1994! with cell inflation and cell stretch. Note that prepuls-
ing even considered within a broad range can cause a smaller
shift of the capacitance curve than that caused by cell infla-
tion ~Santos-Sacchiet al., 1998; Kakehata and Santos-
Sacchi, 1995!. Therefore, the effect of the wall potential shift
can be a component of the total effect of the mechanical
stress on the electrical characteristics~nonlinear capacitance!
of the cell wall.

Our analysis of the current~transferred charge! under
the voltage-clamp conditions agrees with experimental data
~Table I!. The experimental result of Gale and Ashmore
~1994! expressed in terms of the peak current~column 4!
coincides with the upper bound of our range~column 1!. The
experimental result of Gale and Ashmore~1994! expressed
in terms of the total transferred charge~column 5! is close to
the middle point of our range. Our data are also consistent
with the predictions of Tolomeo and Steele~1995, 1998!
~columns 2 and 3! that were based on a different theoretical
approach. Tolomeo~1996! gave a prediction that was about
50% higher than our upper bound~Table I, column 1! for the
ratio given on the left-hand side of Eq.~39!. Tolomeo~1996!
represented this ratio in terms of the wall compliance~but
not stiffness! coefficients. The discrepancy can be explained
by the high sensitivity of the stiffness and compliance coef-
ficients obtained as a result of treatment of several indepen-
dent experiments.

The phenomenon of the outer hair cell-wall potential
shift, discussed in the present paper, is important to the cell’s
performancein vivo. Here, such shifts are determined under
different modes of strains and for the extreme case of zero
current in or out of the cell. Similar analysis can be devel-
oped when the current@left-hand side in Eq.~9!# is pre-
scribed, and a strain field is generated in the cell wall. Such
a case mimics thein vivo conditions when the cell-wall po-
tential is established as a result of the receptor current and
strains caused by mechanical forces in the organ of Corti.
Another conclusion important to the understanding ofin vivo
conditions is that the resulting potential can be nonuniform
along the cell, reflecting the nonuniformity of the strain field
in the cell wall.
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APPENDIX

We derive here some estimates used in our analysis of
the potential shift under the conditions of the micropipet ex-
periment. These estimates are based on the asymptotic analy-
sis in terms of the small parametere5h2/12a2 used by Spec-
tor et al. ~1998a!. The strain componentsex and eu are
related to the displacement componentsu, v, andw by the
following equations:

ex5
]u

]x
, eu5

w

a
1

]v
a]u

. ~A1!

In the Spectoret al. ~1998a! analysis, the strain and displace-
ment components were expressed in terms of a potential
function F and expanded in Fourier series in terms of theu
coordinate. For Fourier coefficients~denoted byn super-
script! of the w and v components of the displacement, we
have the following estimates~Spectoret al., 1998a!:

wn

a
5FA22

]4

]x4 1
2A121A66

a2

]4

]x2]u2

1A11

]4

]u4GFn;A11

]4

]u4 Fn;C3 , ~A2!

]vn

a]u
5FA11

a5 2
A661A12

a2

]3

]u]x2GFn;A11

]4

]4u
Fn;C3 .

~A3!

Here, theA coefficients are the components of the compli-
ance matrix. The Fourier coefficient of theC function is
expressed by the formula

Fn52C1g1~x!1C2g2~x!2C3g3~x!1C4g4~x!. ~A4!

The eigenfunctionsg1 , g2 , g3 , andg4 are given in Spector
et al. ~1998a!.

From the estimates~A2! and ~A3!, it follows that two
terms in the representation ofeu are asymptotically equal to
each other. Therefore, the strain componenteu is propor-
tional to the displacement componentw.

The longitudinal component of the strain can be esti-
mated as

ex
n5

]un

]x
5FA12

a

]4

]x42
n2A11

a3

]2

]x2GFn;e0.5C3 . ~A5!

From Eq.~A5!, we obtain

ex!eu . ~A6!
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Frequency characteristics of sound transmission in middle ears
from Norwegian cattle, and the effect of static pressure
differences across the tympanic membrane and the footplate
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For 23 cadaver ears from Norwegian cattle, frequency characteristics for the round-window volume
displacement relative to the sound pressure at the eardrum have been measured, and are compared
to earlier results for human ears@M. Kringlebotn and T. Gundersen, J. Acoust. Soc. Am.77~1!,
159–164~1985!#. For human as well as for cattle ears, mean amplitude curves have peaks at about
0.7 kHz. At lower frequencies, the mean amplitude for cattle ears is about 5 dB smaller than for
human ears. The amplitude curves cross at about 2 kHz, and toward higher frequencies the
amplitude for cattle ears becomes increasingly larger. If amplitude curves are roughly approximated
by straight lines above 1 kHz, the slope for cattle ears is about25 dB/octave as compared to about
215 dB/octave for human ears. The phase of the round-window volume displacement lags behind
the phase of the sound pressure at the tympanic membrane. The phase lag is close to zero below 0.2
kHz, but increases to about 3.5p at 20 kHz for cattle ears, as compared to less than 2p for human
ears. Further investigations are needed in order to explain the observed differences. Sound
transmission in the ear decreases with an increasing static pressure difference across the tympanic
membrane, especially at frequencies below 1 kHz, where pressure differences of 10 and 60 cm water
cause mean transmission losses of about 10 and 26 dB, respectively, the losses being somewhat
larger for overpressures than for underpressures in the ear canal. At higher frequencies, the
transmission losses are smaller. For small overpressures, and in a limited frequency range near 3
kHz, even some transmission enhancement may occur. Static pressure variations in the inner ear
have only a minor influence on sound transmission. Static pressures relative to the middle ear in the
range 0–60 cm water cause mean sound transmission losses less than 5 dB below 1 kHz, and
negligible losses at higher frequencies. ©2000 Acoustical Society of America.
@S0001-4966~00!05602-2#

PACS numbers: 43.64.Bt, 43.64.Ha@BLM #

INTRODUCTION

The middle-ear frequency characteristics of human ca-
daver ears have been measured by various investigators
~Gundersen, 1971; Kringlebotn and Gundersen, 1985; Vlam-
ing and Feenstra, 1986; Gyoet al., 1987; Brenkmanet al.,
1987; overview in Goodeet al., 1989!, and for cat ears by
Guinan and Peake~1967!.

The purpose of the present investigation is to expand our
knowledge about the frequency characteristics of sound
transmission in different mammalian ears. The frequency
characteristics will be measured for various static pressures
across the tympanic membrane and the footplate. Cadaver
ears from Norwegian cattle have been used, because of their
size, robustness, and availability. Size and robustness are
about as for human ears.

The observed differences in frequency characteristics for
human and cattle ears may be a key to a better understanding
of the acoustomechanical functioning of the ear, and will be
of special interest in connection with middle-ear models. A
model for the middle ear should be able to mimic the fre-
quency characteristics of different mammalian ears just by
adjusting the model parameters. If a successful model is ob-
tained, e.g., for the cattle ear, it should therefore be appli-
cable also to the human ear.

It is well known that the tympanic membrane works
most efficiently, i.e., with an optimum sound transmission,
when there is no static pressure across it. A common expe-
rience is a feeling of pressure in the middle ear when the
atmospheric pressure is changed, accompanied by a degraded
hearing sensitivity. The same effects may be caused by the
slow absorption of air in the middle-ear cavity. Normally, the
Eustachian tube opens and permits a pressure equalization.
But if the Eustachian tube for some reason is blocked, large
and even painful pressure differences may build up.

Is sound transmission in the ear also affected by a static
pressure in the inner ear? Lempertet al. ~1949! found that
pressures up to 68 cm of water applied to the perilymph, in
no instance gave any effect upon the cochlear potentials for
pure tones in the monkey. For human ears, Be´késy ~1960a!
observed no change in sound transmission as the internal
pressure in the cochlea was continuously increased until just
before the inner ear started to drip.

On the other hand, in experiments performed on cat ears,
and for a constant 100-Hz sound pressure at the stapes,
Lynch et al. ~1982! found about 20 dB loss in cochlear po-
tential when a static pressure difference of only 20 cm water
was applied across the stapes footplate. But it should be em-
phasized that this result was obtained for sound input to the
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oval window and with a disarticulated incudo-stapedial joint,
and not for sound input to the tympanic membrane.

METHOD

Applying cement to the ear bone

To cement tubes to the ear bone, coating tissue is first
sufficiently removed from the contact area which is carefully
dried with absorbing paper towel. To improve attachment,
some Loctite 401~Manufacturer: Loctite Corporation, Dub-
lin, Ireland! is applied, and the tube is then cemented to the
bone by means of plastic padding elastic~Manufacturer: AB
Hisingeplast, Gøteborg, Sweden!. Plastic padding elastic
hardens in about 10 min, or even faster if a larger than nor-
mal amount of hardener is used. In order to block the open-
ings of the perilymphatic duct and the inner ear meatus, only
a careful drying of the surrounding tissue and some Loctite is
needed before the openings are coated with cement.

Measuring the middle-ear frequency characteristics

The experimental setup is shown schematically in Fig. 1,
and permits measurement of sound transmission in the ear
for varying static pressure differences across the tympanic
membrane and the stapes footplate. The opening of the ear
canal is closed with steel wool and covered with cement. The
steel wool reduces the sound-pressure variations in the ear
canal due to standing waves. A hole to the ear canal is drilled
in front of the eardrum. A glass tube is cemented to the hole,
and connected to a loudspeaker. Microphone 1 is directed
toward the eardrum through an arm of the glass tube, and
measures the input sound pressure about 2 mm in front of the
eardrum. The microphone cable is made airtight by means of
silicon and fits airtightly into an access tube arm not shown
in Fig. 1. Microphone 2 measures the output sound pressure
in a small enclosure cemented to the round window. The
enclosure includes a small microphone adapter made of alu-
minum and with a 1-mm diameter hole. The microphone
input tube fits exactly into this hole, so that the sound pres-

sure in the air-filled enclosure is exposed to the microphone.
The microphones are small electret microphones with
built-in amplifiers~Knowles Type 3046!.

The volume of the enclosure around the round-window
membrane is of the order of 30 mm3. When approximated by
a sphere, its diameter will be of the order 4 mm and small
compared to the wavelength in the audible range~the wave-
length at 20 kHz is 17 mm!. In air at 0 °C, the density is
ro51.293 kg/m3 and the velocity of soundco5331.3 m/s.
The acoustic compliance for the enclosed air volumeV at
standard atmospheric pressure and arbitrary temperature is

C5
V

r0c0
2 , ~1!

corresponding to an acoustic impedance, as seen by the
round-window membrane,

Ze5
1

j vC
, ~2!

wherev is the angular frequency. The measured frequency
characteristics of the middle ear are not influenced by this
impedance, because it is very small, about 4.7TV/v ~SI-
units!, as compared to the input impedance at the human oval
window including the stapes, which at low frequencies is
about 326TV/v, and larger at higher frequencies~Merchant
et al., 1996!. Preliminary measurements of the acoustic input
impedance at the oval window in Norwegian cattle indicate
that it is of the same order of magnitude as in human ears.

If p is the sound pressure in the enclosed air volumeV,
the volume displacementS of the round-window membrane
will be given by

S5
p/Ze

j v
5pC5p

V

r0c0
2 . ~3!

Relative to the sound pressurepd at the eardrum,

U S

pd
U~dB re 1026mm3/Pa!520 logS V

0.142D1U p

pd
U~dB!.

~4!

Correspondingly, the relative phase is given by

argS S

pd
D 5argS p

pd
D . ~5!

The static pressure in the air tight ear canal, relative to
the atmospheric pressure in the open middle ear, is regulated
to negative and positive values by means of a Pele´us balloon
~a small rubber balloon having three inlet/outlet sphere
valves!, and is measured by a water-filled manometer. The
pressure is given by the level differenceh. The opening of
the tube arm to the manometer is filled with steel wool, in
order to reduce the effect of standing waves.

The static pressure in the inner ear is regulated through
the endolymphatic duct by means of a water-filled syringe,
and is measured by another manometer. The resulting pres-
sure difference across the stapes footplate is given by the
water levelH, relative to the height level of the oval window.
The connection to the endolymphatic duct is made in the
following way. The endolymphatic sac is cut close to the

FIG. 1. Experimental setup for measuring the frequency characteristics of
the volume displacement in the round window relative to the sound pressure
at the tympanic membrane, for varying static pressure differences across the
tympanic membrane and the stapes footplate.
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opening of the duct. A small steel tube is guided into the sac
and cemented to the bone. It is important to avoid blocking
of the tube by air bubbles, or by tissue pressed against its
inner opening. Water from a syringe is therefore sprayed into
the tube so that air bubbles are driven out and replaced by
water. A male syringe cone terminates the steel tube open-
ing, and is connected to a female syringe cone at the opening
of a silicon tube to the manometer. The applied static pres-
sure is communicated to the scala media, but due to the
yielding Reissner’s membrane, the static pressure will be
constant in the whole inner ear. Only overpressures were
used here.

The perilymphatic duct in cattle ears is narrow and long
as in humans. In cases where the inner-ear static pressure is
varied, leaks through the perilymphatic duct are avoided by
covering the opening with cement.

A computer that simultaneously generates and analyzes
MLS ~maximum length sequence! signals is used to derive
the middle-ear transfer function from microphone 1 to mi-
crophone 2. The computer is equipped with a suitable sound-
card ~Fiji from Turtle Beach Systems, Inc.!, and software
~WinMLS, Morset Sound Development, Trondheim, Nor-
way!. The microphone signals are fed via measuring ampli-
fiers~B&K Type 2606 and 2610! to the two line inputs of the
sound card.

The MLS signal from the computer is fed to the loud-
speaker via an equalizer and an amplifier, and from the loud-
speaker via the glass tube to the ear canal. In order to im-
prove the signal-to-noise ratio, the equalizer is adjusted until
a fairly flat spectrum is obtained for the eardrum microphone
MLS signal. The overall sound-pressure level for the MLS
spectrum at the eardrum is estimated to be less than 90 dB,
i.e., well below the~acoustomechanical! linearity limit of the
ear. For the human ear, Gundersen~1971! reported a linear-
ity limit of about 115 dB SPL and for the cat ear, Ned-
zelnitsky ~1980! found only small departures from linearity
up to 140 dB SPL.

The MLS method facilitates the measuring of acoustical
transfer functions. It takes about 30 sec or less to measure
and store the input and output MLS impulse responses. The
transfer function amplitude and phase are then computed by
performing fast Fourier transforms on the impulse responses.

RESULTS

For cadaver ears from Norwegian cattle, mean fre-
quency characteristics for the volume displacement in the
round window relative to the sound pressure at the eardrum
are shown in Figs. 2 and 3, together with earlier published
results for human ears~Kringlebotn and Gundersen, 1985!.
Data points6standard deviations have been connected by
spline curve fitting.

In Fig. 4, similar frequency characteristics are shown for
varying static pressure differences across the tympanic mem-
brane. The corresponding changes in sound transmission
relative to the sound transmission for zero static pressure
difference across the tympanic membrane are shown in Figs.
5 and 6, and low-frequency amplitude changes in Fig. 7.
Sound transmission changes due to static overpressures in
the inner ear are shown in Fig. 8.

DISCUSSION

The sound volume displacements in the cochlear win-
dows are equal~Kringlebotn, 1995; Vosset al., 1996!. For a
known footplate area, the displacement of the stapes will
then be determined by the volume displacement in the oval
window.

The sound transmission from the tympanic membrane to
the inner ear is measured with an open middle ear. How will
sound transmission be affected by opening the middle ear?

FIG. 2. Round-window volume displacement relative to sound pressure at
the eardrum.

FIG. 3. Round-window volume displacement phase relative to sound pres-
sure at the eardrum.
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This question has been discussed by Rosowskiet al. ~1990!,
and by Zwislocki~1962!. For the human ear, Zwislocki con-
cludes: ‘‘Since the impedance of the middle-ear cavities is
low by comparison to other parts of the middle ear, its effect
on the impedance at the eardrum and on the sound transmis-
sion to the inner ear is not critical.’’ It may be argued that the
same conclusion is valid also for the cattle ear.1 By opening
the middle ear, possible influence of large interindividual
variations in the middle-ear cavities is excluded.

The air-conducted sound pressures acting on the co-
chlear windows are not exactly equal, and will contribute to
sound transmission. Maximum contribution is obtained by
shielding the round window, as in the present experimental
setup. But even then the ossicular coupled sound to the inner
ear is predominant in human ears~Peakeet al., 1992!, and in
particular for an open middle ear. This will also be the case

for cattle ears: the equivalent sound pressure at the stapes
footplate for ossicular coupled sound to the inner ear is
15–30 dB higher than at the eardrum~own measurements!,
and still higher relative to the air-conducted sound pressure
at the oval window.

The cadaver ears were stored in a plastic bag that was
moistened inside, and at a temperature just above the melting
point of water. There was apparently no change in their
acoustomechanical behavior during the first 10 days after
death. Freezing and thawing is a more suspicious process,
and will in any case result in rupture of Reissner’s membrane
~Kringlebotn, 1999!. However, Rosowskiet al. ~1990! have
reported that human ‘‘cadaver ears can be maintained in the
frozen state for several months with little change’’ and that
‘‘unfixed cadaver ears have middle ear input immittances
that are indistinguishable from those of living subjects in the

FIG. 4. Mean frequency characteris-
tics 6 standard deviations for round-
window volume displacement relative
to sound pressure at the eardrum, for
varying static pressures in the ear ca-
nal relative to the middle ear~18 ears
for underpressures, 21 for overpres-
sures!. As functions of log~frequency/
Hz!, columns 1 and 3 show amplitudes
in dB re 1026 mm3/Pa and 2 and 4
phases in units ofp. The static pres-
sures in cm water are indicated in the
upper right corners.
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0.1- to 2-kHz range.’’ It is to be expected that these state-
ments are valid also for cattle ears.

Normally, the middle ears had a pale appearance, and
with the eardrum in an excellent shape. But in some cases,
the middle ears had a blood-colored appearance. The tensor
tympani may then be swollen and the eardrum ruptured,
probably due to impulsive strain when the animal is slaugh-
tered. Holes in the eardrum are always located to thepars
flaccida region, and appear as small tears. For zero static
pressure difference across the tympanic membrane, the holes
are closed by restoring forces, and do not seem to have any
significance for the sound transmission in the ear.

For 23 cadaver ears from Norwegian cattle, frequency
characteristics for the volume displacement in the round win-
dow relative to the sound pressure at the eardrum have been
measured. In Figs. 2 and 3 they are compared to earlier re-
sults for human ears~Kringlebotn and Gundersen, 1985!.
The mean amplitude curves for cattle ears as well as for
human ears have peaks at about 0.7 kHz. At lower frequen-
cies the mean amplitude for cattle ears is about 5 dB smaller
than for human ears. The amplitude curves cross at about 2
kHz, and toward higher frequencies the sound transmission
in cattle ears becomes increasingly larger. If amplitude
curves are roughly approximated by straight lines above 1
kHz, the slope for cattle ears is about25 dB/octave as com-
pared to about215 dB/octave for human ears.

For Norwegian cattle, the mean area of the oval window
is about 2.3 mm3 ~Kringlebotn, 1999!, and for the human

footplate about 3.2 mm2 ~Békésy, 1960b!. The volume dis-
placement in the cochlear windows is the product of this area
and the stapes displacement. The amplitude ratio for cattle
ears relative to human ears is therefore about 20
• log(3.2/2.3)52.9 dB larger for stapes displacements than
for volume displacements.

The phase of the windows volume displacement lags
behind the phase of the sound pressure at the tympanic mem-
brane. The phase lag is close to zero below 0.2 kHz, but
increases to about 3.5p at 20 kHz for cattle ears, as com-
pared to less than 2p for human ears.

In order to explain the observed differences, further in-
vestigations are needed. The differences are especially inter-
esting in connection with middle-ear models, as a middle-ear
model should be able to mimic the frequency characteristics
for cattle ears as well as for human ears, just by adjusting the
model parameters.

If the sensitivity of the ear is determined by the volume
displacement in the cochlear windows, the cattle ear as com-
pared to the human ear has somewhat less sensitivity at low
frequencies, but increasingly higher sensitivity toward higher
frequencies above about 2 kHz. This is somewhat paradoxi-
cal on the background of the cattle low-frequency ‘‘commu-
nication sounds.’’ But other more high-frequency sounds are
probably equally important in the animal life, e.g., warning
sounds.

An overview of the middle-ear frequency characteristics
for various static pressure differences across the tympanic

FIG. 5. Mean changes in round-
window volume displacement ampli-
tude and phase relative to sound pres-
sure at the eardrum, for varying static
underpressures in the ear canal relative
to the middle ear~18 ears!.
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membrane is given in Fig. 4. The most striking effects of
increasing the pressure difference are that the low-frequency
part of the amplitude curve is displaced toward lower levels,
and that the relatively flat low-frequency parts of the ampli-
tude and phase curves are extended in the high-frequency
direction. The response peak related to resonance for the
middle-ear system is also displaced toward higher frequen-
cies. The changes in amplitude and phase are seen more
clearly in Figs. 5 and 6. Below about 1 kHz the sound trans-
mission loss is approximately constant for a given static
pressure difference across the tympanic membrane. The loss
is a maximum at about 6–700 Hz, and gradually decreases
up to about 3 kHz. At higher frequencies the loss is less than
10 dB. For small overpressures in the ear canal and in a
limited frequency range near 3 kHz even some transmission
enhancement may occur. It is apparent from Fig. 4 that stan-
dard deviations for amplitude values are generally larger for
underpressures than for overpressures in the ear canal.

The results for cattle ears in Figs. 5–7 may be compared
to those obtained for human ears. For four human subjects
and pressure difference640 cm water, Rabinowitz~1981!
found a mean low-frequency transmission loss of 16.4 dB, as
compared to 20.7 dB for cattle ears, see Fig. 7. In a recent
work by Murakamiet al. ~1997!, the magnitudes of the dis-
placement amplitudes of the umbo and stapes were measured
in the frequency range 0.2–3.5 kHz at a constant eardrum
input of 134 dB SPL, and for static pressures in the middle
ear relative to the ear canal:65, 610, and620 cm water.

The amplitude curves for transmission changes in human and
cattle ears are rather similar, but the effect of static pressures
is larger in cattle ears. The results for human ears may have
been influenced by nonlinearity effects due to the high ear-
drum input of 134 dB SPL. At 200 Hz, the mean transmis-
sion loss for human ears at 20 cm water under- and overpres-
sure in the ear canal is about 7.5 and 8.5 dB, as compared to
12.7 and 16.7 dB in cattle ears. For human ears and pressures
up to 20 cm water, sound transmission is enhanced near 2.5
kHz, not only for overpressures in the ear canal, but also for
underpressures. The enhancement effect is somewhat less
pronounced for cattle ears. Johansen~1948! offers a qualita-
tive explanation for this effect. He represents the middle-ear
system by mass, stiffness, and resistance. When the stiffness
is increased by a static pressure across the tympanic mem-
brane, the resonance is shifted toward higher frequencies
where enhancement occurs, while the enhancement at the
original resonance frequency is removed. That is just what is
observed for cattle ears as well as for human ears. In addi-
tion, the largest enhancement is to be expected for the largest
changes in stiffness, i.e., for overpressures in the ear canal.
This expectation is also confirmed by the observed results.

Generally, the largest sound transmission changes are
for positivepressures in the ear canal~negative middle-ear
pressures!, see Figs. 5–7. This is in agreement with data for
umbo and stapes displacements in the human ear~Murakami
et al., 1997!, and also with normal tympanograms~Feldman
and Wilber, 1976!. A normal tympanogram has a rather simi-

FIG. 6. Mean changes in round-
window volume displacement ampli-
tude and phase relative to sound pres-
sure at the eardrum, for varying static
overpressures in the ear canal relative
to the middle ear~21 ears!.
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lar shape as the curve in Fig. 7, which shows the sound
transmission dependence on ear canal pressure at low fre-
quencies.

It is interesting to note that at low frequencies, the
change in stapes displacement is smaller than the change in
umbo displacement~Murakamiet al., 1997!. A possible ex-
planation is that the decrease in umbo displacement for in-
creasing static pressures is partly compensated for by an im-
proved ossicular sound transmission due to a stiffness
increase in the incudo-mallear and incudo-stapedial joints.
For completely stiff joints~and ossicles!, the displacement
change expressed in dB should be the same for umbo and
stapes.

The tympanic membrane and the annular ligament are
nonlinear system elements. Their stiffnesses increase when a
static pressure is applied at the eardrum or the footplate. The
result will be a reduction in sound transmission at low fre-
quencies, and an increase in the frequency range in which the
system is stiffness controlled, see Figs. 5, 6, and 8. To the
author’s knowledge, a decisive test of the relative importance
of these stiffnesses has not been made. Experiments with
immobilized stapes~Békésy, 1960c! indicate that sound
transmission is affected by stiffness changes for the tympanic
membrane. The author’s own middle-ear model~Kringle-
botn, 1988! indicates that the stiffness of the annular liga-
ment is the most critical for sound transmission.

Stiffening the tympanic membrane and increasing its
mass by coating it partly or totally with Loctite 401 had
surprisingly little effect on sound transmission. The trans-
mission loss at low frequencies was less than 3 dB. The
experimental finding that the total stiffness increase is larger
for inward than for outward static displacement of the tym-

panic membrane~Fig. 7! probably reflects a similar asymme-
try for the stiffness of the annular ligament~Lynch et al.,
1982; Fig. 10, in agreement with the author’s own measure-
ments in cattle ears!. Changes in sound transmission there-
fore seem to be determined mainly by stiffness changes for
the annular ligament.

Sound transmission is almost independent of the inner
ear pressure. Be´késy ~1960a! and Lempertet al. ~1949!
found no dependence at all. Figure 8 shows that pressures in
the range 0–60 cm water cause mean sound transmission
losses less than 5 dB below 1 kHz, and negligible losses at
higher frequencies. It should be noted that mean transmission
losses are even smaller, as ears with undetectable changes
were excluded. The reason for missing changes is probably
that the pressure at the opening of the endolymphatic duct
was not communicated to the inner ear fluid, due to blocking
of the duct by squeezed tissue or air bubbles. Another pos-
sibility is simply that the changes were too small to be de-
tected.

Why is sound transmission so insensitive to changes in
the inner ear pressure? If the pressure force at the footplate
mainly was counteracted by the stiffness of the annular liga-
ment, this stiffness would be strongly dependent on the inner
ear pressure, as it is for an ear with an interrupted ossicular
chain when a static pressure is applied at the outer side of the
footplate~Lynch et al., 1982; Fig. 10, in agreement with the
author’s own measurements in cattle ears!. But this is not the
case. The reason must be that the static displacement of the
footplate and thus the stiffness change are effectively re-
duced by a predominating counteracting force from the os-
sicular chain.

A static pressure at the eardrum corresponds to a con-
siderably larger pressure at the footplate, the author’s own
measurements in cattle ears indicate about 15 dB larger. In
agreement with the results in Figs. 5, 6, and 8, the effect of a
static pressure at the eardrum will thus be considerably larger
than when the same pressure is applied at the footplate. It
may be noted that the frequency characteristics for 60 cm
water overpressure in the inner ear resemble those for 5 cm
underpressure in the ear canal.

The total stiffness is a minimum and the middle-ear sys-
tem works most efficiently when the static pressure across
the tympanic membrane is close to zero. In all ears, sound
transmission is definitely larger for a zero applied pressure at
the eardrum than for65 cm water. Initially, the stapes need
not be in its optimum position. It may have been displaced
by the anvil or by a static pressure in the inner ear. But for an
intact ossicular chain, the effect of a possible asymmetry is
very small. One of the six ears underlying Fig. 8 had a maxi-
mum sound transmission at a nonzero inner ear pressure, the
maximum at about 10 cm water being only 0.8 dB larger
than at zero pressure.

CONCLUSIONS

Cattle ears may be used with advantage to gain experi-
ence in acoustomechanical experiments. They are robust and
of convenient size, i.e., about the same size as human ears.
And at least for the author, they are easily available.

FIG. 7. Mean middle-ear sound transmission losses6 standard deviations
in the low-frequency range 72–360 Hz, for varying static pressures in the
ear canal relative to the middle ear~18 ears for underpressures, 21 for
overpressures!. Data points6 standard deviations have been connected by
spline curve fitting.
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Frequency characteristics for the volume displacement
in the round window relative to the sound pressure at the
tympanic membrane differ markedly for human and cattle
ears, especially at high frequencies. It is a challenging task to
find the reasons for these discrepancies. It would have been
very satisfying if a middle-ear model could be developed that
is able to mimic the middle-ear frequency characteristics for
the human as well as for the cattle ear, just by choosing the
appropriate parameter values.

Sound transmission in the ear decreases with an increas-
ing static pressure difference across the tympanic membrane,
especially at low frequencies, where changes in sound trans-
mission are determined by the stiffness changes of the tym-
panic membrane and the annular ligament. The stiffness
change for the annular ligament seems to predominate. At
higher frequencies, the transmission losses are smaller, and
in a limited frequency range near 3 kHz even an enhance-
ment may occur. Static pressure variations in the inner ear
have only a minor influence on sound transmission.
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1Mean eardrum areas for cat, human, and cattle are about 40, 60, and 95
mm2, respectively ~the first two values are taken from Wever and

Lawrence, 1954, and Kringlebotn, 1988!, while the corresponding equiva-
lent volumesVd for the eardrum input compliance at low frequencies are
0.34, and 0.7 cm3, and unknown for cattle. The value 0.34 is calculated
from the mean eardrum reactance 0.33 GV at 200 Hz~Lynch et al., 1994!,
0.7 is from Rabinowitz, 1981. The equivalent volume for the human tym-
panic membrane when calculated from the mean eardrum reactance 0.277
GV at 200 Hz for 15 cadaver ears~Rosowskiet al., 1990! is only 0.4 cm3,
indicating stiffer tympanic membranes than in live ears. The volume of the
middle ear cavitiesVc in cat is about 1 cm3 ~Peakeet al., 1992!. By visual
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the sound transmission in the middle ear at low frequencies is increased by
a factor 11Vd /Vc , i.e., about 1 dB in humans~0.6 dB for Vd

50.4 cm3), 2.5 dB in cat — and less than 3 dB in cattle, provided that
Vc'6 cm3 andVd,2.5 cm3, which seems quite probable.
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Individual differences in external-ear transfer functions of cats
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Knowledge of the direction-dependent filter characteristics of the external ears is useful for the study
of spatial hearing in experimental animals. The present study examined individual differences in the
directional components of external-ear transfer functions~directional transfer functions, DTFs!
among 24 anesthetized cats. Ears were fixed in a frontal position. Inter-cat differences in DTFs were
quantified across a mid-frequency range from 8 to 16 kHz and across 30 locations in the horizontal
plane and vertical midline. Across cats, DTFs showed similar direction dependence, but tended to
differ in regard to the center frequencies of spectral features, such as spectral peaks and notches.
Certain mid-frequency notches, for instance, varied in frequency across cats by nearly a factor of 2.
Scaling of DTFs in frequency could reduce the overall differences between pairs of cats. Scale
factors that minimized inter-cat differences ranged as high as 1.57 and correlated moderately with
cats’ body weights. Nevertheless, appreciable individual differences remained after frequency
scaling. Inter-cat differences in DTFs were substantially larger than differences that resulted from
variability in positioning the ears. The results suggest some guidelines regarding the conditions
under which it is acceptable to apply DTF measurements from one cat to another. ©2000
Acoustical Society of America.@S0001-4966~00!02903-9#

PACS numbers: 43.64.Ha, 43.66.Pn, 43.66.Qp@BLM #

INTRODUCTION

As a sound passes from a free-field source to the ear
canal, its spectrum is transformed by interaction with the
head and external ear. The transfer function is commonly
known as the head-related transfer function~HRTF! ~Butler,
1987; Morimoto and Ando, 1980; Wightman and Kistler,
1989a!. The HRTF varies with the angle of incidence of
sound, so the spectrum of the sound in the ear canal carries
directional information.

Domestic cats are widely used as experimental animals
for studies of spatial hearing, both for cortical physiology
~Bruggeet al., 1994, 1996, 1998; Imiget al., 1990; Middle-
brooks and Pettigrew, 1981; Middlebrookset al., 1998; Ra-
janet al., 1990; Xuet al., 1998, 1999! and for psychophysics
~Casseday and Neff, 1973; Jenkins and Masterton, 1982;
Huang and May, 1996; May and Huang, 1996; Populin and
Yin, 1998!. Knowledge of cats’ HRTFs can guide physi-
ological study of specific spatial cues~e.g., Roseet al., 1966!
and can inspire models of spatial sensitivity~e.g., Middle-
brooks, 1987; Riceet al., 1992!. In several recent studies, cat
HRTFs have been used for synthesis of a virtual auditory
space~Bruggeet al., 1994, 1996, 1998; Chanet al., 1993;
Delgutte et al., 1999; Nelken et al., 1997; Realeet al.,
1996!.

Human HRTFs show prominent differences among lis-
teners~Mehrgardt and Mellert, 1977; Middlebrooks, 1999a;
Shaw, 1966; Wightman and Kistler, 1989a!. The functional
significance of such individual differences is demonstrated
by studies of virtual sound localization. When human sub-
jects listen through HRTFs recorded from other subjects,

they show substantial errors in localization~Middlebrooks,
1999b; Wenzelet al., 1993!. This raises concern about the
validity of generalizing HRTFs measured from any particular
cat to a variety of other cats.

The present study characterized the individual differ-
ences in cat HRTFs across a sample of 24 cats. Particular
attention was paid to the directional components of HRTFs,
which are known as directional transfer functions~DTFs;
Middlebrooks and Green, 1990!. The results showed that the
amount of individual differences in cat DTFs is comparable
to, if not larger than, that of inter-subject differences in hu-
man DTFs. The individual differences could be reduced by
frequency scaling, and the scale factors were related to the
body weights of the animals. That indicates that there existed
a relationship between the physical sizes of the animals and
the frequencies of the prominent spectral features in the
external-ear transfer functions.

I. METHOD

A. Animal preparation

Twenty-four purpose-bred adult cats~11 females and 13
males! were used in this study. Three of them were supplied
by Sinclair Research Center, MO, and the rest were supplied
by Harlan Industrials, Inc., IN. Weights ranged from 2.4 to
6.1 kg. For the 21 cats obtained from Harlan Industrials, Inc.,
three shared a father, six pairs shared fathers, and the remain-
ing six cats were not related directly. Measurements of the
head-related transfer function were preceded by single-unit
recording in the right auditory cortex~Furukawaet al., 2000;
Middlebrookset al., 1998; Xuet al., 1998, 1999!. Each cat
was anesthetized for surgery with isoflurane, then was trans-
ferred toa-chloralose for single-unit recording followed by
acoustic measurement. A stainless-steel fixture was attached

a!Electronic mail: leehsu@umich.edu
b!Electronic mail: jmidd@umich.edu
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to the frontal bones with screws and dental cement. A mid-
line scalp incision was made, the temporalis muscle was re-
tracted on the right side, and a recording chamber was posi-
tioned over the right auditory cortex. Portions of scalp and
temporalis muscle were removed to accommodate the re-
cording chamber, and the scalp incision was closed to mini-
mize distortion of the ears. The presence of the skull opening
and recording chamber almost certainly influenced details of
external-ear transfer functions. Nevertheless, essentially the
same opening and chamber were present in all animals, so
there should have been minimal influence on the inter-cat
differences. Also, inter-cat differences that varied with body
weight and gender~Sec. II C! would not have been affected
by the recording chamber.

The animal was transferred to the center of a sound-
attenuating chamber with the cat’s interaural axis centered in
the sound chamber. The body of the cat was supported in a
canvas sling, and its head was supported from behind by a
bar attached to the skull fixture. Under anesthesia, the re-
laxed pinna position tended to be lateral and downward in
comparison to the pinna position of an alert cat. Care was
taken to restore the normal-appearing position of the pinnae.
Both ears were supported by a pair of curved wire supports
so that the pinnae resumed a symmetrical forward position
that resembled the pinna position adopted by a cat attending
to a frontal sound.

B. Experiment setup and acoustic system

Experiments were conducted in a sound-attenuating
chamber that was lined with acoustical foam~Illbruck! to
suppress reflections of sounds at frequencies.500 Hz.
Sound stimuli were presented from loudspeakers~Pioneer
model TS-879 two-way coaxials! mounted on two circular
hoops, 1.2 m in radius, one in the horizontal plane and one in
the vertical midline plane. On the horizontal hoop, 18 loud-
speakers spaced by 20 degrees covered 360 degrees. On the
vertical hoop, 14 loudspeakers spaced by 20 degrees ranged
from 60 degrees below the frontal horizon, up and over the
top, to 20 degrees below the rear horizon. Vertical locations
were labeled continuously in 20-degree steps from260 to
1200 degrees. Since the vertical and horizontal hoops shared
speakers at 0 and 180 degrees, the total number of locations
was 30. Experiments were controlled with an Intel-based
personal computer. Acoustic stimuli were synthesized digi-
tally, using equipment from Tucker-Davis Technologies. The
sampling rate for audio output was 100 kHz, with 16-bit
resolution.

C. Measurements of transfer functions

A 1
2-in. probe microphone~Larson-Davis model 2540!

was used for the acoustic measurements. The stainless-steel
probe tube that connected to the1

2-in. microphone had an
inner diameter of 3.2 mm and an outer diameter of 4.0 mm.
The probe tube was inserted approximately 2 mm into the
ear canal through a vertical incision at the posterior base of
the pinna. The probe stimuli delivered from each of the 30
loudspeakers were pairs of Golay codes~Foster, 1986; Go-
lay, 1961; Zhouet al., 1992! that were 81.92 ms in duration.

Recordings from the microphone were amplified, then were
digitized at a rate of 100 kHz, yielding a spectral resolution
of 12.2 Hz from 0 to 50 kHz.

Before each experiment, the frequency responses of the
loudspeakers were measured using the Golay stimuli and the
1
2-in. microphone positioned in the center of the sound cham-
ber in the absence of the animal. The influence of the fre-
quency responses of the loudspeakers was eliminated by di-
viding them from the ear-canal spectra. The resulting transfer
functions were head-related transfer functions~HRTFs!. A
similar procedure has been used in previous studies of cats’
external-ear transfer functions~Musicant et al., 1990; Rice
et al., 1992!. In the present study, our analysis was based on
the direction-specific components of the HRTFs, referred to
as directional transfer functions~DTFs!. The DTF for each
sound source location was obtained by dividing the HRTF
for each location by the root-mean-squared HRTF averaged
across all 30 locations~Middlebrooks and Green, 1990;
Middlebrooks, 1999a!. In control experiments performed in
three cats, recordings from the probe microphone in the ear
canal were made simultaneously with recordings from a
Knowles miniature microphone~model 1934! that was
placed at a deeper position in the ear canal. Consistent with
such dual-microphone recordings in humans~Middlebrooks
et al., 1989; Middlebrooks and Green, 1990!, HRTFs mea-
sured at the two sites were quite different, whereas DTFs
computed for the two recording sites were nearly identical.

D. Data analysis

We convolved each DTF in the linear frequency scale
with a bank of bandpass filters to obtain samples spaced
equally on a logarithmic scale~Middlebrooks, 1999a!. The
purposes of this procedure were~1! to roughly equalize the
number of samples per perceptual critical band and~2! to
facilitate scaling of DTFs in frequency. The filter bank con-
sisted of 118 triangular filters. The 3-dB bandwidth of the
filters was 0.0571 oct, filter slopes were 105 dB per oct, and
the center frequencies were spaced in equal intervals of
0.0286 oct from 3 to 30 kHz. The interval of 0.0286 oct was
chosen to give intervals of 2% in frequency. As a conse-
quence of bandpass filtering, the very sharp peaks or notches
in the DTFs were blunted, which resembled the perceptual
consequence of filtering by the cochlea~Glasberg and
Moore, 1990!.

Individual differences between DTFs were quantified by
a metric that will be referred to as the inter-subject spectral
difference. That metric was computed across the 36 filter-
bank components from 8 to 16 kHz. That mid-frequency
band was chosen because it contains prominent direction-
dependent spectral features~Musicant et al., 1990; Neti
et al., 1992; Riceet al., 1992! and because our preliminary
tests indicated that it captured the most systematic differ-
ences in the DTFs among cats. Behavioral studies have dem-
onstrated that cats can accurately localize noise that is lim-
ited to mid-frequencies~Huang and May, 1996!, and we
have shown that mid frequency sounds have the strongest
influence on cat neuronal signaling of sound locations~Xu
et al., 1999!. The spectral difference was computed as fol-
lows. For each pair of cats, the dB amplitudes of the 36
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components of DTFs were subtracted, component by compo-
nent, to form a difference spectrum for each source direction.
Then, the variance across the 36 components of the differ-
ence spectrum was computed. Finally, the variance was av-
eraged across the 30 tested directions for each pair of cats.

We quantified systematic frequency differences between
the DTFs of pairs of cats by using a frequency-scaling pro-
cedure~Middlebrooks, 1999a!. That procedure served as a
tool to quantify frequency disparities between DTFs and to
evaluate the relationship between the physical sizes of the
animals and the spectral features of their DTFs. For each pair
of cats, the set of 30 DTFs from one cat was scaled upward
by 2%, alternating with downward 2% scaling of the other
cat’s set of DTFs. Amplitudes of the DTFs were not ad-
justed. After each scaling, the spectral difference was com-
puted between 8 and 16 kHz. This procedure was repeated
until the scale factor was found that produced the minimum
spectral difference between any given pair of cats. That was
termed the optimal scale factor. The percent reduction in the
inter-subject spectral differences as a result of optimal fre-
quency scaling was also computed.

II. RESULTS

A. General properties of cat DTFs

For the 24 cats used in the present study, DTFs were
measured from all 24 left ears and 22 of the right ears. For
the 22 cats in which both ears were measured, the spectral
differences in DTFs between left and right ears averaged
11.3 dB2. The right ear was somewhat more distorted than
the left by the right-sided skull opening and recording cham-
ber ~see Sec. I!. That asymmetry presumably contributed to
the left/right spectral differences. Our subsequent data analy-
sis was based on recordings from the 24 left ears. Figure 1~a!
shows 14 DTFs of one cat~cat 19! before they were pro-
cessed with the bandpass filter bank. Filtering with the band-
pass filter bank resulted in significant smoothing of the spec-
tra and yet preserved the major spectral features@thick line in
Fig. 1~b!#. One of the prominent features in the cat DTFs was
the mid-frequency notches, as has been emphasized in pre-
vious studies of cat HRTFs~Musicant et al., 1990; Rice
et al., 1992!. Generally, the notch center frequencies tended
to increase systematically as source elevation increased. The
trend often was violated, however, for DTFs at lowest eleva-
tions. Also, the DTFs at the highest locations~180 and
1100 degrees! in about half of the cats failed to show any
obvious spectral features such as notches or peaks.

Changes in the position of a cat’s ears can produce sys-
tematic changes in HRTFs~Middlebrooks and Knudsen,
1987; Younget al., 1996!. When we compared DTFs among
different cats, we attempted to position the ears in a
‘‘normal-appearing’’ forward position that was consistent
across all subjects. In six cats, we tested the reliability with
which a consistent ear position could be attained. In each of
the six cats, the ears and the probe microphone were posi-
tioned twice, once by each of two investigators, and two sets
of DTF measurements were made. Figure 1~b! ~thin and
thick lines! shows examples of DTFs measured by two dif-
ferent experimenters. The two measurements matched each

other fairly well at all locations and across frequencies. The
spectral difference between the two measurements computed
across all 30 locations was 3.25 dB2. The spectral differences
of the two replicated measurements in the other five cats
were 0.56, 2.83, 3.04, 5.80, and 7.10 dB2. These spectral
differences are considerably smaller than the spectral differ-
ences between pairs of cats~detailed later in Fig. 4!. In an-
other subset of three cats, we deliberately changed the pinna
to extreme forward and backward positions beyond those
that could normally be obtained in a behaving cat. This was
done by pulling a thin string attached to the tip of the pinna
and by pushing or retracting the wire support of the pinna.
We found that the spectral differences between those ex-
treme pinna positions averaged 14.19 dB2 (n59, i.e., three
cats times three possible combinations of pinna positions!,
which was smaller than the mean spectral differences be-
tween pairs of cats~detailed later in Fig. 4!. Young et al.
~1996! tested the influence of more moderate change of ear
position on spectral notches of cat HRTFs. Data illustrated in
their figure 6 showed that inter-cat differences were substan-
tially larger than differences resulting from changes in ear
position. Therefore, we were confident that the individual
differences in cat DTFs were not solely due to the differ-
ences in ear position.

FIG. 1. Directional transfer functions~DTFs! from the left ear of one cat
~cat 19! for the 14 elevation locations in the vertical midline plane.~a!
Unfiltered DTFs.~b! Two sets of measurements processed by a bank of
bandpass filters~see Sec. I for details!. Thick lines are from the same set of
measurements as shown in~a!. Thin lines are after a second experimenter
repositioned the probe tube microphone and the pinnae.
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B. Individual differences

Despite some similarity in the general features of the
DTFs from different cats, we observed substantial individual
differences in the DTFs. Figure 2 plots DTFs from five cats
at six locations. The upper left panel represents DTFs at
ipsilateral 40 degrees on the horizontal plane. The rest of the
panels represent DTFs from five midline elevation locations
at 240 to1120 degrees in 40-degree steps. Arrows in those
panels indicate mid-frequency notches in the DTFs. A spec-
tral notch was defined here as a spectral minimum in the
frequency range between 5 and 20 kHz, bounded on either
side by slopes that were>5 dB high. The DTFs plotted in
each panel are ordered based on the spectral notch frequen-

cies defined at140 degrees elevation, and the order of cats is
the same across all panels. The inter-subject differences in
the DTFs included differences in the detailed shape of each
DTF and in the frequencies of the prominent spectral fea-
tures such as spectral notches and peaks.

The prominent mid-frequency spectral notches highlight
the individual differences among cat DTFs. Figure 3 summa-
rizes the inter-subject differences in the spectral notch center
frequencies in the DTFs of the 14 elevation locations. Figure
3~a! plots the center frequencies of notches for the five cats
whose DTFs are shown in Fig. 2. Each line represents data
from one of the cats. The lines are broken at locations at
which no spectral notches could be identified. In frontal lo-

FIG. 2. The DTFs from five cats for
selected locations. The upper left
panel represents DTFs for a location in
the horizontal plane 40 degrees ipsilat-
eral to the ear that contained the mi-
crophone, and the other five panels
represent DTFs for240- to 120-
degree elevations in 40-degree steps in
the vertical midline plane as labeled
above the DTFs. Arrows indicate the
spectral notches defined in the text. In
all panels, DTFs from the five cats are
ordered based on the spectral notch
frequencies in the DTFs for140-
degree elevation. The same order is
given by a rank of body weights of the
cats; that is, DTFs for the lightest cat
are placed on the top and those for the
heaviest cat at the bottom. Cats 8, 12,
15, 1, and 11 had body weights of 2.5,
2.9, 3.6, 4.0, and 6.1 kg, respectively.

FIG. 3. Individual differences in the
spectral notch center frequencies of
the DTFs.~a! Each line plots for one
of the five cats shown in Fig. 2 the
spectral notch frequencies in the DTFs
for the 14 elevation locations.~b! The
box plot summarizes the distribution
of spectral notch frequencies in the 14
elevation DTFs of all 24 cats. At each
elevation, the mean is represented by
the small square and the minimum and
maximum are represented by the aster-
isks. The three vertical bars represent
the 25, 50 and 75 percentiles and the
ends of the two horizontal bars repre-
sent the 5 and 95 percentiles of the
distribution. The number to the right
indicates the number of cats at each
elevation at which mid-frequency
notches could be identified.
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cations, notch frequencies increased systematically as source
elevation increased from220 to 180 degrees. In rear loca-
tions, notch frequencies also increased as sources moved up
from the rear horizon. Individual differences in the notch
frequencies of cat DTFs were apparent. The lines were
roughly parallel to each other, at least for frontal locations,
suggesting that the set of all DTFs from one cat could be
aligned with that of another cat by scaling in frequency.

The distributions of the individual differences in spectral
notch frequency among the sample of 24 cats are illustrated
in Fig. 3~b! in a box-plot format. In this format, the mean
notch frequency at each location is represented by the small
square and the minimum and maximum values are repre-
sented by the asterisks. The three vertical lines represent 25,
50, and 75 percentiles and the ends of the two horizontal bars
represent 5 and 95 percentiles of the distribution, respec-
tively. The number of cats in which mid-frequency notches
could be identified varied from elevation to elevation. Those
numbers are given in a column on the right side of Fig. 3~b!.
There was a clear trend that the spectral notch center fre-
quencies varied systematically with the frontal midline el-
evation. Nevertheless, the inter-subject differences in the
spectral notch frequencies could be as large as 1 oct for most
locations in elevation. The variation was especially large in
the rear locations. The smallest range of notch frequencies
was found at 0 degrees elevation at which they varied over
only 0.60 oct in our sample of 24 cats. The extent of the
individual differences in the spectral notch frequencies can
also be appreciated from another perspective. If one makes a
vertical line in Fig. 3~b! anywhere between 10 and 12 kHz, it
passes within the distribution of notch frequencies at all el-

evations. That means that a notch at, say, 11 kHz could sig-
nal nearly any location among one or more of the cats in our
sample.

We computed the spectral differences in the DTFs aver-
aged across all 30 locations for each pair of cats. These spec-
tral differences were computed across 36 frequency compo-
nents from 8 to 16 kHz~see Sec. I for details!. The
distribution of the spectral differences across all of the 276
pairwise combination of cats is shown in Fig. 4~a!. The mean
of the distribution was 17.02 dB2 and the spectral differences
of 9.5% of pairs were>25 dB2.

C. Frequency scaling

The notch data in Fig. 3~a! showed that inter-cat differ-
ences in notch frequencies tended to be fairly constant across
most locations. That suggests that inter-cat alignment of
spectral features could be improved, and spectral differences
decreased, by scaling the sets of DTFs for each pair of cats
by a single scale factor. That procedure was followed as
described in Sec. I. An example is shown for one pair of cats
in Fig. 5. Panels~a! and ~b! show the eight frontal-midline
DTFs of the two cats~cat 11 and cat 21! before and after
frequency scaling. At optimal scaling, the DTFs from cat 11
were scaled upward by 2% ten times and the DTFs from cat
21 were scaled downward nine times, resulting in a total
relative scale factor of 1.457 (1.0210/1.022951.457). Note
that the prominent spectral features~e.g., notches! in the two
sets of DTFs matched well after frequency scaling. The spec-
tral difference of this pair of cats was reduced by 51.3% from

FIG. 4. Distributions of inter-subject spectral differences in DTFs before~a!
and after~b! frequency scaling. Values were computed for all 276 possible
pairwise combination of 24 cats.

FIG. 5. Examples of frequency scaling between a pair of cats~cat 11 and cat
21!. ~a! The DTFs from cat 11~thin lines! and cat 21~thick lines! for the
eight frontal elevation locations before frequency scaling.~b! At optimal
frequency scaling, DTFs from cat 11~thin lines! were scaled upward by
1.219 and those from cat 21~thick lines! were scaled downward by 1.195, a
combined relative scaling of 1.457. The vertical grid lines indicate the fre-
quency band~8–16 kHz! over which quantitative comparisons were made.
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34.5 dB2 before scaling to 16.5 dB2 after. Figure 6 shows the
spectral differences for this pair of cats as a function of rela-
tive scale factor.

The distribution of spectral differences for the 276 pairs
of cats after scaling is shown in Fig. 4~b!. The mean was
14.01 dB2. Only one pair showed a spectral difference>25
dB after scaling. Figure 7~a! and ~b! shows the distributions
of the optimal frequency scale factor and the percent reduc-
tion of spectral differences by frequency scaling. For this
illustration, all pairs were ordered such that the optimal scale
factor was>1. The optimal scale factors ranged from 1 to
1.57 with a median of 1.10. The percent reduction in the
inter-subject spectral differences accomplished by frequency
scaling had a median of 11.5%, ranging from 0% to 60.7%.
A substantial amount of spectral difference remained even
after frequency scaling due to nonsystematic differences in
the DTFs among cats that could not be removed by fre-
quency scaling.

The spectral details of a DTF result from the physical

interaction of an incident sound wave with the head and
pinnae. For that reason, one would expect that the frequen-
cies of spectral features depend on the sizes of the head and
pinnae as well as the shapes of the pinnae. We used the body
weight of each cat as a single number to represent its overall
size. The body weights correlated somewhat with the fre-
quencies of spectral features in the DTFs. For example, for
the DTFs of the five cats shown in Fig. 2, which were sorted
by the notch frequency in the DTF for140 degrees eleva-
tion, the body weights fell in order such that the lightest cat
was represented by the top line and the heaviest cat by the
bottom line. In general, spectral features in the DTFs of a
smaller cat tended to fall in a higher frequency region than
those of a bigger cat~Fig. 2!. We summarized the frequen-
cies of spectral features in each cat’s DTFs as the geometric
mean of the optimal scale factor between that cat and every
other cat. Figure 8 plots the mean optimal scale factor for
each cat as a function of its body weight. The circles repre-
sent female cats and squares represent male cats. The solid
and dashed lines are linear~least-square! fits for each set of
data. Within each gender, mean scale factor correlated with
body weight. Correlation coefficients~r! were 0.609 for fe-
males and 0.806 for males. The correlation was reduced to
0.547 when females and males were combined. The gender
differences were interesting. We measured the pinna sizes in
a few cats and found that female cats tended to have bigger
pinnae compared to male cats of similar body weights. Con-
versely, given males and females having heads and ears of
similar sizes, the males tended to be more muscular and,
thus, heavier. We speculate that the gender differences would
disappear if we could use the pinna or head size to correlate
with the scale factors. Unfortunately, we did not have ear and
head measurements from every cat. In a recent study of in-
dividual differences in human DTFs, we found no indication

FIG. 6. Spectral difference as a function of frequency scale factor for the
pair of cats represented in Fig. 5~cat 11 versus cat 21!. The optimal scale
factor is indicated by the filled symbol.

FIG. 7. Distributions of optimal scale factor~a! and percent reduction of
spectral difference by frequency scaling~b!. Values were computed for all
276 possible pairwise combination of 24 cats.

FIG. 8. Relationship between cat body weight and mean frequency scale
factor. Eleven female and 13 male cats are represented by the circles and
squares, respectively. Solid and dashed lines are linear fits to the data from
female and male cats, respectively.
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of a gender effect that could not be accounted for by the
tendency of females to be smaller than males~Middlebrooks,
1999a!. The correlation between the body weights and the
optimal scale factor is further evidence that the inter-cat dif-
ferences that we observed were not entirely due to different
ear positions among cats.

III. DISCUSSION

The general properties of the directional components of
HRTFs~i.e., DTFs! that we studied were similar to previous
studies of cat HRTFs, but we noted considerable individual
differences in the HRTFs among cats. In the following, we
compare our results to previous studies of cat HRTFs and
discuss the implications of individual differences in HRTFs
for studies of spatial hearing.

A. Comparison with previous studies

Previous descriptions of cat external-ear transfer func-
tions have emphasized characteristics of the direction depen-
dence of the transfer functions that are consistent among
cats. Musicant and colleagues~1990! measured the HRTFs
from six cats for sounds at numerous horizontal and vertical
locations. They observed prominent spectral notches in the
8–18 kHz frequency region. Individual differences were
considered small. Rice and colleagues~1992! confirmed and
extended the observations of the spectral notches in the
HRTFs. They focused on a slightly larger frequency range
~5–18 kHz! and proposed a sound-localization scheme based
on the mid-frequency notch frequencies in the two ears.
Again, they emphasized the similarities rather than differ-
ences in the HRTFs among the five cats used in that study.

Our measurements of individual DTFs were largely con-
sistent with previous studies in regard to the general location
dependence of spectral features. In general, we found that
spectral features in the mid-frequency region shifted to
higher frequency as sound source moved from lower eleva-
tion to higher elevation in the front midline~Fig. 1!. The
same was true for rear midline locations, but variability there
was much greater. We sampled lower elevations than in pre-
vious studies, i.e.,260 degrees rather than230 degrees
~Musicantet al., 1990; Riceet al., 1992!. At 240- and260-
degree elevations, mid-frequency notches tended to be wide
and blunt~Figs. 1 and 2!. The center frequencies of those
notches tended to shift to higher frequency with decreasing
elevation, which was counter to the trend at elevations
>220 degrees. In a behavioral study, May and Huang
~1996! tested cat’s head orientation to sounds presented as
low as245 degrees elevation and found that response errors
increased dramatically compared to those at more centric lo-
cations. They attributed these increased errors to the poorer
quality of spectral cues at lower elevations. We note that
most single neurons in the cat superior colliculus show spa-
tial tuning centered above230 degrees~Middlebrooks and
Knudsen, 1984!. Also, coding of low elevations by neurons
in the cat’s auditory cortex tends to be relatively inaccurate
~Xu et al., 1998!.

In the present study, optimal scale factors served as glo-
bal measures of inter-cat differences in the frequencies of
spectral features. In the sample of 24 cats, optimal scale fac-

tors ranged as high as 1.57 with a median value of 1.10.
Individual spectral notches varied across a larger range, up to
a factor of 2 in some cases~Fig. 3!. Although previous stud-
ies have measured smaller samples of cats, one can see in-
stances of variation in the frequencies of spectral features. In
the study by Wiener and colleagues~1966!, the center fre-
quencies of mid-frequency notches in five cats ranged from
approximately 10 to 13 kHz for sound sources at 0 degrees
azimuth and 0 degrees elevation~a factor of 1.3; measured
from fig. 6 in Wieneret al., 1966!. However, in that study,
the authors focused on the low-frequency features of the
external-ear transfer functions and largely ignored the indi-
vidual differences in frequencies higher than 10 kHz. In the
data illustrated by Musicant and colleagues~1990!, three cats
showed similar directional dependence of HRTFs, and it is
difficult to see any differences in frequencies of spectral fea-
tures. Rice and colleagues~1992; Fig. 11! showed HRTFs
from four cats that appeared very similar. A fifth animal
showed a mid-frequency notch that was displaced upward by
a factor of;1.15, but the authors discussed several experi-
mental factors that might have produced that difference. An
additional cat measured in the same laboratory~Younget al.,
1996, Fig. 3! showed a HRTF for location at 0 degrees azi-
muth, 0 degrees elevation that was quite similar in shape to
the HRTFs shown in the 1992 report but was displaced up-
ward in frequency by a factor of;1.3. Considering the
smaller sample sizes of previous studies, the magnitude of
inter-cat variation in published data is roughly in line with
the present observations. We consider in the next section
whether that magnitude of variation is likely to be significant
for studies of spatial hearing.

The magnitudes of individual differences in cats are
roughly comparable to those observed in a similar study in
humans~Middlebrooks, 1999a!. Optimal scale factors for
DTFs from pairs of humans were somewhat smaller than our
results in cats: humans exhibited a median of 1.06 and maxi-
mum of 1.38 compared to median of 1.10 and maximum of
1.57 in cats. The reduction of spectral differences by fre-
quency scaling was more efficient in humans than in cats:
median and maximum percent reductions were 15.5% and
;80%, respectively, in humans compared to 11.5% and
60.7% in cats. The lower percentage reduction in cats indi-
cates that efforts to tailor DTFs from one subject for use with
another might be less satisfactory in cats than in humans
~Middlebrooks, 1999b!. We speculate that inter-cat differ-
ences in ear position might contribute spectral differences
that remain after optimal frequency scaling.

B. Implications of individual differences for
physiological studies of spatial hearing

When human subjects listen through headphones to
sounds that have been filtered by HRTFs measured from
their own ears, they report a well localized ‘‘virtual target’’
that appears to originate from the location of the original
free-field source~Wightman and Kistler, 1989b!. Virtual lo-
calization technology has been applied recently to physi-
ological studies in cats~Brugge et al., 1994, 1996, 1998;
Chanet al., 1993; Delgutteet al., 1999; Nelkenet al., 1997;
Realeet al., 1996! and other species~Hartung and Sterbing,
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1997; Kelleret al., 1998!. This approach offers several ad-
vantages, including the potential for independent manipula-
tion of various acoustic parameters and the ability to deliver
spatial cues under conditions in which it would be impos-
sible to achieve high-quality free-field conditions~i.e., due to
interference from experimental apparatus or due to necessary
surgical distortion of the external ear!.

When human subjects attempt to localize virtual sources
that have been synthesized using HRTFs measured from
other listeners’ ears~‘‘nonindividualized’’ HRTFs! they
show an increase in localization error, particularly in the ver-
tical and front/back dimensions~Wenzelet al., 1993!. Sys-
tematic trends in errors can be related to the optimal fre-
quency scale factors between subjects’ own DTFs and the
DTFs from which virtual targets are synthesized~Middle-
brooks, 1999b!. When small subjects localize targets that are
synthesized from larger subjects’ ears, the most common er-
rors are front/back confusions. When large subjects localize
targets that are synthesized from smaller subjects’ ears, the
most common error is an upward bias in responses. This
increase in localization error resulting from use of nonindi-
vidualized DTFs raises concern about the use of nonindi-
vidualized DTFs in physiological experiments in cats, since
systematic frequency differences as small as the median
value in our sample of cats~i.e., 1.10! produce conspicuous
localization errors in humans.

Based on the observations in the present study, we can
speculate on some of the likely consequences of using non-
individualized DTFs in cat physiological experiments. We
observed that the general shapes of DTFs and the general
spatial dependence of DTFs are quite similar across cats.
This indicates that basic studies of sensitivity to particular
spectral features and, perhaps, studies of the general charac-
teristics of spatial receptive fields would not suffer from use
of nonindividualized DTFs. Indeed, Reale and colleagues
~1996! examined the receptive fields of cortical neurons in a
cat using stimuli synthesized with HRTFs from three other
cats. Receptive fields measured in the three conditions dif-
fered at near-threshold stimulus levels but were quite similar
at higher levels. We note, however, that the HRTFs used in
that study were themselves quite similar. In a study in the
guinea-pig inferior colliculus, Hartung and Sterbing~1997!
found that receptive fields of units changed substantially
when stimuli synthesized from another guinea pig’s HRTFs
were exchanged for those synthesized from an animal’s own
HRTFs.

Spectral features~i.e., peaks and notches! at particular
frequencies corresponded to different locations in different
cats. Thus, one might expect to encounter errors in experi-
ments in which spatial sensitivity of neurons would be com-
pared to an independent spatial reference, such as when au-
ditory and visual modalities are compared in the superior
colliculus ~e.g., Middlebrooks and Knudsen, 1984; Wallace
et al., 1998!. Similarly, one might expect to find distortions
in any systematic progression of spatial tuning in such a
midbrain structure, particularly since~at least in humans! use
of nonindividualized DTFs in psychophysical procedures can
result in a high rate of front/back confusions that are greater
than 90 degrees in magnitude.

We recently have presented results of a study that exam-
ined the locations that are signaled by cortical neurons when
presented with narrow bandpass stimuli~Xu et al., 1999!. By
using narrow-band sounds, that study emphasized fine details
of DTFs. Stimuli were presented in a free field, so cats were
exposed to stimuli filtered by their own DTFs. Physiological
results showed a close correspondence with the output of a
model of spectral recognition that was based on DTFs mea-
sured from each cat’s own ears. That correspondence would
have been largely obscured had we used nonindividualized
DTFs. Indeed, two sets of DTFs that were used as examples
in the report showed optimal scale factors, one cat to the
other, of only 1.025, yet inter-cat differences in details of the
DTFs produced markedly different results in the acoustical
model and in the physiology.

We regard our measurements of inter-cat differences in
DTFs as conservative. All the measurements in the present
study were from domestic short hair cats supplied from one
of two breeding colonies. Similarly, previous studies appear
to have used purpose-bred domestic short hair cats. We have
by no means explored the great variability that can be found
among other breeds of cats. A visit to any cat show reveals a
wide variety of shapes and sizes of heads and ears. The po-
tential for error derived from a mismatch between cats and
DTFs is large. Nevertheless, the present results indicate that
under certain conditions DTFs are generally similar among
cats. We urge caution in interpreting results obtained with
nonindividualized DTFs, but affirm that such procedures are
acceptable for studies of spatial hearing when suitable care is
taken to match animals by breed, size, and gender.
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Distortion product otoacoustic emissions~DPOAEs! are used widely in humans to assess cochlear
function. The standard procedure consists of recording the 2f 1- f 2 DPOAE amplitude as a function
of the f 2 frequency, using a fixedf 2/f 1 ratio~DPOAE-gram!, close to 1.20. DPOAE amplitude, as
recorded in the DPOAE-gram, shows a wide range of values in normal-hearing subjects, which can
impair the predictive value of the DPOAE-gram for hearing thresholds. This study is aimed at
comparing intersubject variability in 2f 1- f 2 DPOAE amplitude according to three paradigms: a
fixed f 2/f 1 ratio, such as the DPOAE-gram, a variable ratio DPOAE-gram~f 2/f 1 adapted to
frequency! and an ‘‘optimum’’ DPOAE-gram, where thef 2/f 1 is adapted both to subject and
frequency. The 2f 1- f 2 DPOAE amplitude has been investigated on 18 normally hearing subjects
at ten differentf 2 frequencies~from 0.75 to 6 kHz!, using anf 2 fixed, f 1 sweep paradigm, and
allowed to define, for each frequency, thef 2/f 1 ratio giving the greatest 2f 1- f 2 DPOAE amplitude
~or optimum ratio!. Results showed a large intersubject variability of the optimum ratio, especially
at frequencies below 1.5 kHz, and a significant decrease of the optimum ratio with frequency. The
optimum DPOAE-gram was underestimated by up to 5.8 dB on average~up to 14.9 dB for an
individual subject! by the fixed ratio DPOAE-gram, and by up to 3 dB on average~up to 10.6 dB
for an individual subject! by the variable ratio DPOAE-gram. Intersubject variability was slightly
but significantly reduced in the optimum DPOAE-gram versus the fixed-ratio DPOAE-gram. Lastly,
correlations between tone-burst evoked otoacoustic emission~TBOAE! amplitudes and maximum
DPOAE amplitudes were significantly greater than correlations between TBOAE amplitudes and
fixed-ratio DPOAE amplitudes. ©2000 Acoustical Society of America.@S0001-4966~00!03102-7#

PACS numbers: 43.64.Jb@BLM #

INTRODUCTION

It is now widely accepted that cochlear status can be
assessed objectively in humans by otoacoustic emissions
~OAEs!, recorded for the first time in 1978~Kemp, 1978!.
Otoacoustic emissions are sounds originating from the outer
hair cells of the internal ear and can be recorded in the ex-
ternal auditory meatus. Depending on the stimulus param-
eters used to record OAEs, different types of otoacoustic
emissions have been defined. The most widely used in as-
sessing cochlear status in humans are transiently evoked
otoacoustic emissions~TEOAEs!, generated by click stimuli,
and distortion product otoacoustic emissions~DPOAEs!,
generated by two pure tones of different frequenciesf 1 and
f 2 ~with f 1, f 2) ~Kemp, 1979!. When stimulated by two
pure tones of different frequenciesf 1 and f 2 ~primary fre-
quencies!, cochlear nonlinearities give rise to OAEs at fre-
quencies corresponding to algebraic combination off 1 and
f 2, or distortion products. Most studies have dealt with 2
f 1- f 2, which is of greatest amplitude over a wide range of
stimuli. It is now well accepted that the 2f 1- f 2 DPOAE is
generated primarily at a cochlear place corresponding to the
region of the primary frequencies, as shown by pure tone
exposure experiments~Martin et al., 1987! and iso-

suppression experiments~Brown and Kemp, 1984; Harris
et al., 1992; Kummeret al., 1995; Gaskill and Brown, 1996;
Abdala et al., 1996!. Furthermore, distortion products have
been shown in basilar membrane responses to originate in
the basilar membrane region corresponding to the primary
frequencies, and then propagate to the region corresponding
to their distortion frequency~Robleset al., 1991, 1997!.

Like other types of OAEs, DPOAE presence and ampli-
tude are decreased in cochlear hearing loss. The first and
now most usual method of studying DPOAEs in clinical ap-
plications~Martin et al., 1990! consists of recording 2f 1- f 2
DPOAE amplitude as a function of primary frequencies, for
fixed primary levels, and for a fixedf 2/f 1 ratio, which de-
fines the separation of the two primary frequencies~DPOAE-
gram!. A good correlation between the DPOAE-gram pattern
and the audiogram could be found in patients, using
DPOAE-grams recorded at 65, 75 and 85 dB SPL~Martin
et al., 1990; Harris and Probst, 1991; Lonsbury-Martinet al.,
1993!. However, the intersubject variability of DPOAE am-
plitude is such that it precludes precise prediction of the pure
tone audiogram of a given subject using a DPOAE-gram
~see, for instance, Probst and Hauser, 1990; Laskyet al.,
1992; Suckfu¨ll et al., 1996!. Lower primary levels~at or
lower than 62 dB SPL! allow a better sensitivity of the
DPOAE-gram with a better correlation between DPOAE am-
plitude and auditory threshold at the corresponding primarya!Electronic mail: amoulin@olfac.univ-lyon1.fr
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frequency~Avan and Bonfils, 1993!. Because it is generated
at thef 2 place, at the basal end of thef 1 traveling wave, the
2 f 1- f 2 DPOAE amplitude is more dependent on the level of
L1 than on the level of L2, as shown in human data by
Gaskill and Brown~1990! and Whiteheadet al. ~1995a, c!.
Furthermore, Whiteheadet al. ~1995a, c! showed that lower-
ing the level off 2 relative to the level off 1, at moderate L1
levels, increased 2f 1- f 2 amplitude by less than 3.5 dB in
normal-hearing subjects, but increased the reduction of
DPOAE amplitude in subjects with sensorineural hearing
loss when compared to normals. This suggests that using
L1.L2 might help to separate normal hearing from abnor-
mal hearing using DPOAE amplitude. Several studies have
shown that DPOAE amplitude can be used to separate
normal-hearing subjects from subjects having a hearing
threshold above 20 dB HL~Gorgaet al., 1993!. Using sta-
tistical analysis by receiver operating characteristic curves,
Stover et al. ~1996b! have shown that primary levels of
65/55 dB SPL allowed a better differentiation between
normal-hearing and hearing impaired subjects. In this study,
a level of L1565 dB SPL has been chosen as it is now one
of the most commonly used in clinical applications. A dif-
ference of only 5 dB between L1 and L2 has been chosen
(L2560 dB SPL!, because increasing the level of L1 well
above L2 decreases the amplitude of upper sideband
DPOAEs such as 2f 2- f 1 or 3f 2-2f 1. A compromise of
only 5 dB allowed us to be close to the usual parameters
used in clinical applications, without impairing the recording
of upper sideband DPOAEs which are described in the com-
panion paper.

Most studies using the DPOAE-gram use a fixedf 2/f 1
around 1.20 for all the frequency and level ranges. It is well
known that 2f 1- f 2 DPOAE amplitude increases as thef 2/
f 1 frequency ratio increases from 1.01, up to an optimal
ratio beyond which DPOAE amplitude decreases. The opti-
mal f 2/f 1 ratio is then defined as thef 2/f 1 ratio giving the
DPOAE of greatest amplitude. Several studies have defined,
in humans subjects, the optimal ratio for different stimuli
conditions: Harriset al. ~1989! reported on five adult human
subjects, optimum ratios at three different primary levels~65,
75, and 85 dB SPL!, and three different 2f 1- f 2 frequencies
~1, 2.5, and 4 kHz!, changingf 2/f 1 by changing bothf 1 and
f 2 frequencies. They showed a decrease of the optimumf 2/
f 1 ratio as a function of frequency and level, and obtained an
average ratio of 1.22 across the three frequencies and three
stimulus levels tested. This ratio of 1.22 has subsequently
been widely used as the standard set parameter for clinical
2 f 1- f 2 DPOAE-gram. However, the parameters used for the
DPOAE-gram have changed: the primary levels used now
tend to be lower than 70 dB SPL, and different forf 1 andf 2
(L1.L2). Furthermore, Harriset al. ~1989! kept the 2f 1- f 2
frequency fixed, and changed bothf 1 and f 2, so that, for
instance, for a DPOAE at 1 kHz, thef 2 frequency was modi-
fied from 1220 to 1860 Hz for anf 2/f 1 ranging from 1.10 to
1.30, which represents a substantial frequency range. The
modification of DPOAE amplitude could then be attributed
not only to the f 2/f 1 ratio, but to the changing place of
DPOAE generation as well~f 2 frequency!. Applying their
results to a standard DPOAE-gram is therefore not straight-

forward, but, from Harriset al.’s data, we would expect a
change in the optimum ratio with frequency and level. In
addition, Harriset al.’s reported some degree of intersubject
variability, showing asymmetrical amplitude versusf 2/f 1
ratio functions between ears of a subject. Using a fixedf 1
and varyingf 2 to changef 2/f 1, Gaskill and Brown~1990!
obtained an average ratio of 1.225, using stimulus levels be-
low 65 dB SPL, but reported only slight variations with fre-
quency and subjects. More recently, Abdala~1996! studied
in great detail the 2f 1- f 2 DPOAE amplitude versusf 2/f 1
ratio function ~ARF! ~i.e., DPOAE amplitude as a function
of f 2/f 1! in humans and neonates at 1500 and 6000 Hz,
using a fixedf 2 and a varyingf 1, and showed a significantly
lower ratio at 6 kHz than at 1.5 kHz, and a decrease in the
f 2/f 1 ratio with decreasing level separation of the primary
frequencies from 15 to 0 dB (L1.L2). A similar decrease
in the optimum ratio with frequency was obtained in adults
by Lasky~1998!, using a fixedf 2 and varyingf 1, at 60 dB
equilevel primaries, for six differentf 2 frequencies between
1 and 8 kHz. It is therefore likely that using a fixedf 2/f 1
ratio for the DPOAE-gram does not give the greatest ampli-
tude DPOAE response one would expect when using anf 2/
f 1 adapted to frequency and primary levels. Moreover, none
of these studies have specifically addressed the intersubject
variability of the amplitude versusf 2/f 1 ratio functions and
its consequences on intersubject variability of DPOAE am-
plitude. To address this issue, amplitude ratio functions have
been systematically studied as a function of ten differentf 2
frequencies, in a group of normally hearing subjects, to de-
termine mean values and variability of ARFs~and optimum
f 2/f 1 ratio! as a function of frequency. The DPOAE-gram
has been reconstructed at eachf 2/f 1 ratio to see the conse-
quence of ARF variability on the DPOAE-gram pattern.
Lastly, interrelations between DPOAE amplitude and tone-
burst-evoked OAE~TBOAE! amplitude recorded in the same
subjects were analyzed to determine to what extent modify-
ing the f 2/f 1 ratio could modify the relationship between
DPOAEs and other types of OAEs.

I. MATERIAL AND METHODS

A. Subjects

Eighteen normally hearing adult human subjects~ten
women, eight men!, aged between 24 and 46 years@mean
531.4 years, standard deviation~s.d.!56 years#, were tested.
None of the subjects had any history of significant otologic
disease and all exhibited pure tone audiometric thresholds in
both ears equal to or better than 15 dB HL at standard au-
diometric frequencies and a normal middle ear function as-
sessed by impedance measurements. No significant differ-
ences according to gender were found in auditory thresholds,
nor in age.

B. OAE recordings

1. Material

All recordings were made in a soundproof room.
Tone-burst-evoked OAEs~TBOAEs! and distortion

product OAEs~DPOAEs! were recorded using respectively
Otodynamics ILO88 version 5.50c software~TBOAEs! and
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ILO92 Analyzer, version 1.35 software~DPOAEs!. A stan-
dard adult ILO92 DPOAE probe with three ports was used.
The two tone stimuli were generated by two separate loud-
speakers and the recording of the response was measured by
a microphone incorporated into the probe. The probe was
sealed in the external auditory meatus with a foam ear tip.
Search for spontaneous otoacoustic emissions~SOAEs! was
done for all subjects, using the SOAE search facility of the
ILO88 software.

Subjects were comfortably seated in an armchair, and
instructed to remain as quiet as possible. Only one ear per
subject was tested, chosen at random. TBOAE and DPOAE
recordings were performed in two recording sessions, whose
order was randomized across subjects.

2. DPOAE recordings

Amplitudes of the 2f 1- f 2 DPOAEs were recorded as a
function of f 2/f 1 ratio to obtain DPOAE amplitude versus
f 2/f 1 ratio functions. Thef 2/f 1 ratio was modified from
1.02 to 1.50 by fixing thef 2 primary frequency, and chang-
ing f 1 primary frequency in steps varying from 12 Hz at low
frequencies to 72 Hz at high frequencies, corresponding to a
step change off 2/f 1 between 0.012 and 0.02. Each sweep
was preceded by a ‘‘probe check fit’’ procedure that allowed
an assessment of the probe fitting using a real-time fast Fou-
rier transform~FFT! analysis of the ear canal response to
wideband clicks. The levels of the primaries were monitored
during the sweep, so that if the difference between the actual
levels of the primaries and their expected values was greater
than 1.5 dB, the stimulus levels were set again.

Primary levels were fixed at 65 dB SPL forf 1 ~L1! and
60 dB SPL for f 2 ~L2!. Ten differentf 2 frequencies were
tested in a random order for each subject: 757, 879, 1000,
1257, 1500, 2002, 3003, 4004, 5005, and 6006 Hz. Each
sweep contained a minimum of ten frequency steps or mea-
surement points and, for each point, 128 signal samples were
averaged. The DPOAEs were considered as present when
their amplitude was greater than the mean noise floor plus 2
standard deviations. The mean noise floor was obtained from
the average amplitude of the five spectral components on
either sideband of the 2f 1- f 2 frequency.

3. TBOAE recordings

Tone-burst stimuli were nonlinear, five-cycle-long tone-
bursts, two-cycle rising time, one-cycle plateau and two-
cycle fall time, generated at ten different frequencies, corre-
sponding to the frequencies chosen asf 2 frequencies for
DPOAE recordings, i.e., 750, 880, 1000, 1250, 1500, 2000,
3000, 4000, 5000, and 6000 Hz. Stimulus intensities were
adjusted prior to recording for each subject and for each
frequency in order to obtain an intrameatal intensity between
65 and 68 dB SPLpe~peak equivalent sound pressure level!.
The recording time window was 25 ms for the 750- and
880-Hz stimuli, and 15 ms for greater frequencies, with cor-
responding repetition rates of 40 and 60 Hz, respectively.
Noisy responses exceeding 3.1 mPa were rejected and an

average of 300 responses were performed for each subject at
each frequency. The different frequencies were presented
randomly to each subject.

4. Intrasubject variability assessment

In order to study the intrasubject variability of DPOAE
amplitude as a function off 2/f 1 ratio, the DPOAE record-
ings were repeated several months apart in three subjects, at
1, 1.5, 2, 3, 4, and 6 kHz, using the same equipment and
recording rooms. However, due to the length of time be-
tween the different recording sessions~2 years in one case!,
the same probe could not be used for each of the sessions.
For subject 1, DPOAE recordings were repeated twice, at 10
weeks apart, and 2 years apart. For subjects 17 and 18, the
recordings were repeated once, at 45 weeks apart, and at 36
weeks apart, respectively.

C. Data analysis

1. DPOAE

For eachf 2 frequency, thef 2/f 1 ratio giving the great-
est DPOAE amplitude~termed as ‘‘optimumf 2/f 1 ratio’’!
and the greatest DPOAE amplitude obtained over thef 2/f 1
ratio range~termed as ‘‘maximum DPOAE amplitude’’! was
obtained from each subject. The DPOAE amplitude as a
function of f 2/f 1 was then smoothed according to a three-
point running average method, and the optimumf 2/f 1 and
the maximum DPOAE amplitude obtained with the
smoothed functions were obtained for each subject.

In order to obtain parameters describing the overall pat-
tern of each amplitude ratio function, a nonlinear regression
analysis, using a third-degree polynomial function, was per-
formed between the DPOAE amplitude as a function of the 2
f 1- f 2 DPOAE frequency, for each of the tenf 2 frequencies
tested, and for each subject@following the technique de-
scribed by Abdala~1996!#. Correlation coefficients~R! ob-
tained from this nonlinear regression analysis ranged be-
tween 0.62 and 0.9996. Five individual functions~out of
180! did not reach statistical significance (p.0.05! and were
therefore excluded. To study the pattern of the amplitude
versus DPOAE frequency functions, the two DPOAE fre-
quencies for which DPOAE amplitude was equal to the op-
timum amplitude minus 3 dB were obtained for each func-
tion. The bandwidth defined by the difference between these
two DPOAE frequencies was used to calculate aQ value~cf.
Abdala, 1996!, as the ratio of the DPOAE frequency giving
the greatest DPOAE amplitude, divided by the bandwidth.
The Q value was used as an indicator of the width of the
ARF. This technique allowed us to obtain theQ value, the
optimum DPOAE amplitude, andf 2/f 1 ratio by taking into
account the whole ARF function, and not only a few points.

The DPOAE-grams were calculated for each subject us-
ing ten points ~corresponding to the tenf 2 frequencies
tested!, and for fixedf 2/f 1 ratios, ranging from 1.04 to 1.40,
by 0.02 steps. An ‘‘optimum’’ DPOAE-gram was calculated
for each subject, and consisted of the greatest DPOAE am-
plitude obtained over anf 2/f 1 sweep for eachf 2 frequency.
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2. TBOAEs and SOAEs

The amplitudes of TBOAEs were obtained for each
stimulus frequency for each subject. Only data at least 3 dB
above the noise and showing a reproducibility greater than
70% were selected. At 5 and 6 kHz, only 12 subjects out of
18 met these criterions. Intrameatal stimulus intensities
ranged from 65.6 to 67.6 dB SPLpe, with an average of
66.12 dB SPLpe.

The SOAEs were defined as present when synchronized
transiently evoked otoacoustic emissions were present more
than 60 ms after the click stimulus, and were at least 3 dB
above the noise floor. Eight subjects~seven women, one
man! out of 18 presented SOAEs.

3. Statistical analyses

Analyses of the optimumf 2/f 1 ratios, Q values and
DPOAE amplitude as a function of frequency were per-
formed by analysis of variance for repeated measurements
~Anova-R!. The intersubject variability in DPOAE-grams
was compared with the variability obtained in the optimum
DPOAE-gram using Snedecor and Cochran’s test.

Student t-test was used to analyze the differences in
DPOAE amplitude functions and TBOAE amplitudes ac-
cording to SOAE presence.

Correlation analysis was used to analyze relationships
betweenf 2/f 1 optimum ratios, DPOAE amplitudes, primary
frequencies, and TBOAE amplitudes. Pearson’s correlation
coefficients are specified as ‘‘r.’’ Steiger’s test~Steiger,
1980! was used to compare the correlations obtained be-
tween DPOAE amplitudes and TBOAE amplitudes and the
correlations obtained between DPOAE amplitudes and
TBOAE amplitudes.

The level of statistical significance chosen was 5% and
is specified for each test asp.

II. RESULTS

A. DPOAE presence

Across all frequencies, 2f 1- f 2 DPOAE presence was
above 92% acrossf 2/f 1 ratios below 1.30 and decreased
rapidly for greaterf 2/f 1 ratios. At frequencies below 2000
Hz, presence above 92% was obtained forf 2/f 1 ratios up to
1.34. More detailed results concerning DPOAE presence is
presented in the companion paper~Moulin, 2000!.

B. Intrasubject variability of ARFs „Fig. 1 …

To assess the intrasubject variability of ARFs, the maxi-
mum DPOAE amplitude for each ARF was calculated. When
averaged across the three subjects, the differences in maxi-
mum DPOAE amplitude ranged between 1.4 dB at 1.5 kHz
and 2.8 dB at 3 kHz~for raw data!. When considered as a
function of f 2/f 1, the average, across the three subjects, of
the maximum difference in amplitude obtained at two differ-
ent recordings, across all frequencies, was between 3 and 7
dB for low ratios (,1.28), and between 4.6 and 11.5 dB for
f 2/f 1 above 1.28. Figure 1 shows an example of ARF re-
producibility, at 1.5 kHz@Fig. 1~a!# and 4 kHz@Fig. 1~b!#,
for a subject. The mean noise floor plus 2 standard deviations
is shown as lines without symbols on the figure.

C. Intersubject variability of amplitude ratio functions
„Fig. 2 …

Figure 2 shows smoothed ARFs withf 2 at 1 and 5 kHz
for different normal-hearing adults, with the noise floor as
dotted lines. Both the shape of the ARF and the optimumf 2/
f 1 ratio vary from subject to subject. At 1 kHz, at the ratio of
1.22, subjects 9, 11 and 17 show very similar DPOAE am-
plitude, whereas at a greater ratio, subjects 14 and 17 show
substantially greater DPOAE amplitude than subjects 4 and
11. At smaller ratios than 1.22, subject 9 show larger
DPOAE amplitude than subjects 11, 14 and 17. At 5 kHz,

FIG. 1. Reproducibility of 2f 1- f 2 DPOAE amplitude
as a function off 2/f 1, recorded twice at a 45-week
interval, with an f 2 fixed, f 1 sweep method, for a
single subject at 1.5 kHz~a! and 4 kHz ~b!. The
DPOAE amplitude is represented by symbols, and noise
floor by lines.

FIG. 2. The 2f 1- f 2 DPOAE ampli-
tude as a function off 2/f 1 for differ-
ent normal-hearing subjects, recorded
with an f 2 fixed, f 1 sweep method,
with f 2 fixed at 1 kHz~a! and at 5
kHz ~b!. Primary levels are set at 65
dB SPL for f 1 and 60 dB SPL forf 2.
Data have been smoothed according to
a three-point running average. Noise
floor is shown for each subject as dot-
ted lines~mean noise12 standard de-
viations!.
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according to the ratio chosen, subject 4 shows greater or
smaller amplitude than subject 17. According to thef 2/f 1
ratio chosen, the relative amplitudes of DPOAEs from one
subject to another change.

D. Optimum f 2Õf 1 as a function of frequency

The optimum f 2/f 1 decreased significantly with in-
creasingf 2 frequencies from 750 Hz to 5 kHz@Anova-R,
F(17,9)54.47, p,0.0001] ~Fig. 3!. Similar results were
obtained for the three methods used to obtain the optimum
ratio ~raw data, smoothed data, or third-degree polynomial
fit!. Across all subjects, the decrease of the optimumf 2/f 1
was linear as a function off 2 frequency in kHz~Fig. 3!,
following the functions obtained for each of the methods
used:

Optimum f 2/f 151.24420.105 05 log~f 2!, with r 50.99,
p,0.001~polynomial fit!.

Optimum f 2/f 151.23820.0766 log~f 2!, with r 50.93,
p,0.001~smoothed data!

Optimum f 2/f 151.22820.0684 log~f 2!, with r 50.89,
p,0.001~raw data!.

A significant correlation between the optimumf 2/f 1
obtained by a polynomial fit andf 2 frequency between 750
and 5000 Hz was observed for 17 subjects out of 18.

However, at 6 kHz, the optimum ratio was significantly
greater than the ratios obtained at 4 and 5 kHz, whatever
method was used to calculate thef 2/f 1 ratios~pairedt-tests
on fitted data,t54.46, p,0.0005 between 6 and 5 kHz,t
53.79,p,0.005 between 6 and 4 kHz! ~Fig. 3!.

No statistically significant correlation was obtained be-
tween the optimumf 2/f 1 ratio and the maximum DPOAE
amplitude.

Intersubject variability of the optimum ratio decreased
with increasing frequency~Fig. 3! and was significantly
larger at lower frequencies than at higher frequencies: the
standard deviations obtained at 1 and 1.5 kHz were signifi-
cantly greater than the standard deviations obtained at 4, 5,
and 6 kHz~t-test,p,0.05!. Furthermore, the interpercentile

range and the range of the optimum ratio decreased signifi-
cantly linearly with the logarithm of thef 2 frequency@r
50.77 p,0.01 ~interpercentile range!, and r 50.87, p
,0.005 ~range! for fitted data, r 50.80, p,0.01 and r
50.87, p,0.005 for smoothed data, andr 50.66, p,0.05
and r 50.71,p,0.05 for raw data#.

The pattern of the amplitude versus ratio function varied
with frequency: theQ values increased significantly as fre-
quency increased@F(9,149)53.3, p,0.005 ~Anova-R!#
~Fig. 4!. A significant correlation between theQ values and
the logarithm of thef 2 frequency~in kHz! was obtained on
mean data ~Fig. 4!: QF253.6511.92*log@f2~Hz!# (r
50.95, p,0.0001). No correlations were found betweenQ
values and maximum DPOAE amplitude.

E. DPOAE amplitude as a function of f 2Õf 1 and
frequency

The DPOAE amplitude as a function of frequency and
f 2/f 1 ratio showed a non-monotonic behavior, as a function
of frequency, with lowest amplitudes in the 3-kHz region,
and greater amplitudes around 1.5 kHz and above 5 kHz,
whatever thef 2/f 1 ratio ~Fig. 5!. However, the DPOAE-
gram pattern was quite different according to the ratio cho-
sen: higher ratios favor lower frequencies, whereas lowerf 2/
f 1 ratios favor higher frequencies. The maximum DPOAE

FIG. 3. Optimum f 2/f 1 for 2f 1- f 2
DPOAE amplitude recorded at 65 and
60 dB SPL, obtained in 18 normal-
hearing subjects~mean6 standard de-
viation: left panels; median and per-
centiles: right panels!. Optimum ratios
have been obtained for each ARF after
smoothing using a three-point running
average~smoothed data: lower panels!
and using a third-degree polynomial fit
~fitted data: upper panels!.

FIG. 4. The 2f 1- f 2 DPOAE ARF tuning~Q value! calculated from a third-
degree polynomial fit on individual ARFs~mean6 standard error of the
mean!, obtained in 18 normal-hearing subjects, using anf 2 fixed, f 1 sweep
method, with primary levels at 65 and 60 dB SPL.
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amplitudes were statistically significantly greater in subjects
presenting SOAEs, at frequencies ranging from 3 to 6 kHz.
When individualf 2/f 1 ratios were considered, subjects pre-
senting SOAEs showed significantly greater DPOAE ampli-
tude at 2, 3, 4, 5, and 6 kHz, mainly at lowf 2/f 1 ratios.
SOAE presence did not show any statistically significant in-
fluence onQ values @F(1,13)53.27, p50.09]. Detailed
data about SOAEs for each subjects and further analysis are
included in the companion paper~Moulin, 2000!.

The optimum DPOAE-gram showed significantly larger

DPOAE amplitude across all the ten frequencies than any of
the fixed ratio DPOAE-grams, whether raw data or smoothed
data were considered@Fig. 6~a! and ~b!# (p,0.01). For in-
dividual subjects, the differences in amplitude between the
optimum DPOAE-gram and a DPOAE-gram constructed by
taking the optimum ratio at each frequency~DPOAE-
gramFvar) could reach 10.6 dB~for raw data! and 8.3 dB~for
smoothed data!. When differences were taken between the
optimum DPOAE-gram and the 1.22 fixed ratio DPOAE-
gram~DPOAE-gram1.22), the differences could reach, for an
individual subject, 13.3 dB~for smoothed data! and 14.9 dB
~for raw data!. The mean differences between the optimum
DPOAE-gram and the fixed ratio DPOAE-grams increased
greatly when the fixed ratio used was far from the optimum
ratio at the frequency considered, especially at high frequen-
cies ~Fig. 7!.

Intersubject variability of DPOAE amplitude tended to
be lower in the optimum DPOAE-gram than at fixed ratio
DPOAE-grams: Standard deviations of the DPOAE-gram1.22

were significantly greater than standard deviations of the op-
timum DPOAE-gram at 0.75, 1 and 1.5 kHz (p,0.05) @Fig.
6~a!#. At several differentf 2/f 1 and frequencies, standard
deviation of DPOAE amplitude was significantly lower in
the optimum DPOAE-gram than in the fixed ratio DPOAE-
gram, as shown in Fig. 8. The interpercentile range obtained
for the optimum DPOAE-gram was 14.8% smaller using raw
data ~8.8% smaller using smoothed data! than the interper-
centile range obtained for fixed ratio DPOAE-grams, across
the ten frequencies and across ratios from 1.14 to 1.32.

FIG. 5. The 2f 1-f 2 DPOAE amplitude~dB SPL! as a function off 2
~DPOAE-gram!, for f 2/f 1 ratios ranging from 1.06 to 1.40, in a group of 18
normal-hearing subjects, at 65~L1! and 60 dB SPL~L2!.

FIG. 6. The DPOAE-gram obtained by taking the greatest DPOAE amplitude for each subject andf 2 frequency, over a 1.02 to 1.50f 2/f 1 range
~‘‘Optimum’’ DPOAE-gram or DPOAE-gramopt, circles!, and standard DPOAE-gram obtained with a fixedf 2/f 1 of 1.22~DPOAE-gram1.22, squares!, with
raw data~a! and smoothed data~b!. ~c! and ~d! show the mean differences in dB obtained between the ‘‘optimum’’ DPOAE-gram, and the standard
DPOAE-gram for anf 2/f 1 at 1.22~circles!, and the mean differences in dB obtained between the ‘‘optimum’’ DPOAE-gram and the DPOAE-gram obtained
by taking a variablef 2/f 1 ratio across thef 2 frequencies~squares, DPOAE-gramFvar). ~c! Has been obtained from raw data and~d! from smoothed data. In
addition, ~d! shows the mean differences in dB obtained between the ‘‘optimum’’ DPOAE-gram, and the standard DPOAE-gram for anf 2/f 1 at 1.18
~triangles, DPOAE-gram1.18). In ~a!, standard deviations of the optimum DPOAE-gram and fixed ratio DPOAE-gram have been compared, with* for p
,0.05. The difference in DPOAE amplitude between the two DPOAE-grams is statistically significant whatever thef 2 frequency.

1465 1465J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 A. Moulin: Influence of f 2/f1 on 2f 1-f 2 DPOAE



F. Correlations between DPOAE amplitude and
tone-burst evoked otoacoustic emissions amplitude
„Fig. 9 …

The mean echo amplitude was 6.34 dB SPLpe~s.d.
55.8!, and ranged from 0.63 dB SPLpe at 6 kHz~s.d.56.5!
to 9.41 SPLpe at 1 kHz~s.d.54.12!. Subjects presenting
SOAEs showed significantly greater TBOAE amplitude from
1250 Hz to 6 kHz.

Significant positive correlations were found between
DPOAE amplitude ~raw data and smoothed data! and
TBOAE amplitude for 1.5 kHz (r 50.54,n516, p,0.05), 2
kHz (r 50.58, n517, p,0.05), 3 kHz (r 50.82, n517, p
,0.001) and 4 kHz (r 50.90,n517, p,0.0001).

Correlations between TBOAE amplitude and the maxi-
mum DPOAE amplitude~Fig. 9, black dots! were signifi-
cantly greater than correlations obtained between TBOAE
amplitude and DPOAE amplitude recorded at a fixed ratio
~Fig. 9, white dots!, especially at 3 and 4 kHz. Correlations
between DPOAE amplitude taken at the optimum ratio
~black dots! and TBOAE amplitude, and correlations be-
tween DPOAE amplitude recorded at af 2/f 1 fixed at 1.28
and TBOAE amplitude~white dots! are shown at 1.5 kHz
@Fig. 9~a!# and 3 kHz @Fig. 9~b!#. Correlations between
TBOAE and maximum DPOAE amplitude were significantly
greater than correlations between TBOAE and DPOAE am-
plitude recorded at ratios 1.24 at 1.25 kHz; 1.24 to 1.34 at
1.5 kHz; 1.22, 1.24 and 1.30 at 2 kHz@Fig. 9~c!#; 1.20 to
1.34 at 3 kHz; 1.12 to 1.32 at 4 kHz@Fig. 9~d!#, 1.22 to 1.30
at 5 kHz, and 1.24 at 6 kHz. The correlations obtained be-
tween TBOAE amplitude and smoothed data DPOAE ampli-
tude did not differ significantly from the correlations ob-
tained between TBOAEs and raw data DPOAE amplitude.

III. DISCUSSION

Repetitive measurement of DPOAE amplitude for sev-
eral f 2/f 1 ratios showed a greater intrasubject variability for
high f 2/f 1 ~up to 13.6 dB! than atf 2/f 1 close to the opti-
mum ratio ~up to 4.4 dB!, which can be explained by the
smaller DPOAE amplitude at the ratios far from the optimum
ratio, and by the greater noise floor of the recordings at lower
DPOAE frequencies~recorded at highf 2/f 1 ratios! ~Fig. 1!.
The slightly greater mean intrasubject variability obtained

FIG. 7. Mean differences in dB~raw data! observed in 18 normal-hearing subjects between the optimum DPOAE-gram and the fixed ratio DPOAE-gram as
a function of frequency~f 2, kHz! and f 2/f 1.

FIG. 8. Intersubject variability in DPOAE amplitude as a function of thef 2/
f 1 ratio ~triangles!, compared to the intersubject variability of the optimum
DPOAE amplitude~circles!. Comparisons have been done using the same
subjects for eachf 2/f 1, hence the variation of the optimum DPOAE ampli-
tude variance withf 2/f 1 due to variation in the number of subjects.
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here than in Roedeet al. ~1993! and Franklinet al. ~1992!
studies can be explained by our small sample size, and a
substantially longer period of time between the different
measurements taken. The pattern of the ARFs showed very
good reproducibility over long periods of time for each of
the three subjects tested repeatedly in this study, which is in
agreement with Brownet al. ~1992! and Gaskill and Brown
~1990!. The intersubject variability of ARFs shown in Fig. 2
therefore cannot be attributed simply to intrasubject variabil-
ity.

In order to assess the influence of the variability of the
ARF on the fixed ratio DPOAE-gram, the optimumf 2/f 1
for each frequency tested needed to be obtained. Harriset al.
~1989! showed decreasing optimum ratios at 1, 2 and 4 kHz,
and Abdala~1996! reported a significantly lower optimum
f 2/f 1 at 6 kHz than at 1 kHz. Our results agree with a
systematic variation of the optimum ratio according to fre-
quency, and show significant decrease of optimumf 2/f 1
ratio, as a function off 2 frequency, for a frequency range of
750 Hz to 6 kHz in humans~Fig. 3!. Allen and Fahey~1993!
reported the equation of the variation of the frequency of the
maximum distortion peak withf 2, in a single human ear, at
65 dB SPL equilevel primaries, and forf 2 above 1 kHz:
Frequency of distortion50.53 f 21.04, which becomes, trans-
lated in terms of optimumf 2/f 1, optimum f 2/f 151.2058
20.0444 log(f2) ~with f 2 in kHz!, which gives a ratio of
1.21 at 750 Hz and 1.17 at 6 kHz. Compared to our results,
Allen and Fahey’s results show similarf 2/f 1 ratios at high
frequencies, but a smallerf 2/f 1 at low frequencies. How-
ever, the fact that their equation has been obtained in a single
human ear, and at frequencies greater than 1 kHz, could ac-
count for this difference, the frequencies below 1.5 kHz, in
our data set, giving the largestf 2/f 1 ratios.

The greater optimumf 2/f 1 ratio obtained at 6 kHz~Fig.
3! can be explained by underestimation of the primary levels,
due to standing waves within the outer ear canal of the sub-
jects. These standing waves can be responsible for great
variation in the primary intensities at the eardrum, so that the
sound pressure level of primaries at the probe tip can under-
estimate the levels of the primaries at the ear drum by up to
20 dB SPL ~Siegel and Hirohata, 1994; Whiteheadet al.,
1995b!. It is highly likely that at 6 kHz, the sound pressure
level at the ear drum was underestimated. Optimumf 2/f 1,
for a given frequency, increases as primary levels increase
~Harris et al., 1989; Moulin et al., 1999!. The greater opti-
mum ratio obtained at 6 kHz can therefore be explained by a
higher level of primaries at 6 kHz than at lower frequencies,
which yielded greater optimum ratios. According to Siegel
~1994!, the influence of standing waves on the primary levels
at the eardrum can occur at frequencies as low as 3 kHz.
Therefore, it is not impossible that the optimum ratios ob-
tained at frequencies above 3 kHz, have been overestimated.
If that is the case, the dependency of the optimum ratio on
the f 2 frequency would even be greater than the results de-
scribed here, and therefore could have more influence on the
DPOAE levels obtained with an iso-ratio paradigm. The
other possible consequence of the standing wave problem
would be an added intersubject variability in the primary
levels at the eardrum and, therefore, on the optimumf 2/f 1
ratios. However, our results show a significantly larger inter-
subject variability in the optimumf 2/f 1 at low frequencies,
where there should be much less effect of the standing waves
on primary levels. This greater intersubject variability at low
frequencies is more probably due to the lesser tuning of the
amplitude versus ratios functions at low frequencies, as
shown in theQ value data~Fig. 4!. Admittedly, noise floor at

FIG. 9. Correlations between TBOAE
amplitude at 1500 Hz~a! and at 3000
Hz ~b! and 2f 1-f 2 DPOAE amplitude
taken at a fixedf 2/f 1 ~white dots!
~correlation coefficients r 1.24 and
r 1.28), and at the optimum ratio~black
dots! ~correlation coefficientr opt). The
bottom panels show the correlations
coefficients obtained between DPOAE
amplitude ~obtained at a fixed ratio:
white dots, and taken as the maximum
amplitude over the ratio range: black
dots! and TBOAE amplitude for each
f 2/f 1, for f 2 at 2000 Hz~c! and f 2 at
4000 Hz ~d!. Correlation coefficients
have been compared by Steiger’s test,
and statistical significance is specified
for eachf 2/f 1 with * for p,0.05;**
for p,0.01, and*** for p,0.0001.
The number of subjects varies slightly
for each ratio as not all subjects pre-
sented a DPOAE for a givenf 2/f 1 ra-
tio and correlation coefficients have
been compared in exactly the same
subjects.
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low frequencies is always greater than at high frequencies.
However, as only DPOAE above the noise floor plus 2 stan-
dard deviations have been taken into account, and indeed,
DPOAE amplitude around the optimum ratio was well above
the noise floor~see for instance, Figs. 1 and 2!, it is not likely
that the noise floor had a significant influence onQ values
and on the optimum ratio variability. This greater intersub-
ject variability in the optimumf 2/f 1 at low frequencies
leads to greater variability in DPOAE amplitude, as the stan-
dard deviation obtained in the optimum DPOAE-gram tends
to be smaller than standard deviation obtained in the fixed
ratio DPOAE-grams forf 2 at 0.75 to 1.5 kHz~Fig. 6!.

Whatever thef 2/f 1 used, the DPOAE-grams showed a
dip around the 3-kHz region, with high level DPOAEs at the
1.5- and 6-kHz regions~Fig. 5!. The levels obtained in this
study for f 2/f 1 ratios of 1.20 and 1.22 are within less than 3
dB of the levels obtained by Lonsbury-Martinet al. ~1990!
in a sample of 44 ears~22 subjects!, using anf 2/f 1 ratio of
1.21 and equilevel primary levels at 65 dB SPL, and within 4
dB of the levels obtained by Smurzynskiet al. ~1992! using
equilevel primaries at 65 dB SPL and anf 2/f 1 ratio ranging
from 1.18 to 1.23. The slightly higher levels obtained here
can be attributed to the 5-dB difference between the prima-
ries levels used here, as lowering L2 increases 2f 1- f 2 level
by a few dB when L1565 dB SPL~Whiteheadet al., 1995a!.
Moreover, Hauser and Probst~1991! showed that the maxi-
mum 2f 1- f 2 level was reached by 10-dB difference be-
tween L1 and L2 at 1 and 2 kHz and 5 dB at 4 kHz with L1
fixed at 65 dB SPL~and L1.L2). Our results demonstrate
that this dip in the DPOAE-gram cannot be attributed to the
f 2/f 1 chosen as it is constant over the ratios tested, and is
only slightly reduced in the optimum DPOAE-gram.

Results presented here show a substantial difference in
DPOAE amplitude between the optimum DPOAE-gram and
the standard 1.22 fixed ratio DPOAE-gram, as differences up
to 14 dB for an individual subject could be obtained and up
to 5.8 dB on average data~Fig. 7!. The greatest differences
were found at high frequencies, which reflects the greater
tuning of the ARFs at these high frequencies: A slight depar-
ture from the optimum ratio, at frequencies above 3 kHz,
leads to a greater loss of DPOAE amplitude than at frequen-
cies below 2 kHz. The use of a fixed ratio close to the opti-
mum ratio~as, for instance, 1.22! would probably not result,
in normal hearing subjects, in an absent DPOAE that would
be present if an optimum ratio adapted to both frequency and
subject was used, at 65 dB SPL, as DPOAE amplitudes re-
corded at 65 dB SPL in normal-hearing subjects are quite
large. However, if the DPOAE amplitude, and not only
DPOAE presence, is to be taken into account, the choice of
the f 2/f 1 used might have a substantial influence. The use of
primary levels of 65 dB was motivated by the fact that it is
similar to primary levels used in DPOAE-grams. Further-
more, by yielding an average ratio across frequencies close
to 1.20, 65-dB primary levels represent the level at which the
least difference between optimum DPOAE-gram and fixed-
ratio DPOAE-gram would be obtained. Indeed, optimum
f 2/ f 1 depends strongly on primary levels~Moulin et al.,
1999!, and comparison between fixed 1.22f 2/f 1 DPOAE-
gram with optimum DPOAE-gram at low primary intensities

are likely to show much greater differences between both
methods. Admittedly, the optimum DPOAE-gram seems un-
realistic: obtaining the optimum DPOAE-gram for each of
the ten frequencies tested would require recording sessions
too long to be useful in day-to-day clinical applications.
However, based on the results presented here, if the search
for the optimum DPOAE-gram is based on the normative
data of the optimumf 2/f 1 as a function of frequency, the
number of recording points necessary to obtain the maxi-
mum DPOAE amplitude decreases greatly. Using the same
f 2 frequencies as presented here, and anf 2 fixed, f 1 sweep
method, with a step change off 2/f 1 of 0.01 and a ratio
range equal to the 10th and 90th percentiles of the data set,
the maximum DPOAE amplitude could be obtained with
only four points at high frequencies~Table I!. Furthermore,
intersubject variability of the optimum ratio, at frequencies
above 3 kHz, is low compared to the variability observed at
lower frequencies. High-frequency DPOAE amplitudes can
therefore be well approximated taking anf 2/f 1 adapted to
the frequency tested, without requiring individual adaptation
for each subject.

There is a significant but small decrease of intersubject
variability in DPOAE amplitude from the fixed ratio
DPOAE-gram to the optimum DPOAE-gram~Fig. 8!, which
shows that most of the DPOAE amplitude variability ob-
served in the DPOAE-gram is not due to the ARF variability.
Other factors, such as age~Lonsbury-Martin et al., 1991;
Dorn et al., 1998! and small variations in hearing thresholds
~Dorn et al., 1998!, have been suggested to have an influence
on DPOAE amplitude~in the absence of middle ear pathol-
ogy!. Whether a 14% decrease in the interpercentile range of
DPOAE amplitude obtained in the present study is sufficient
to increase the sensitivity of the DPOAE amplitude in dis-
criminating normal-hearing versus hearing impaired subjects
needs to be assessed. Nevertheless, the decrease in intersub-
ject variability is greater for low frequencies~below 1.5
kHz!, i.e., for frequencies where the sensitivity and specific-
ity of the DPOAE test is known to be the lowest~Kim et al.,
1995; Gorgaet al., 1993!.

Results presented here show correlations between fixed

TABLE I. Frequency parameters adapted to find the optimumf 2/f 1 for
each subject andf 2 frequency, by modifyingf 2/f 1 over the interpercentile
range, and the full range of optimumf 2/f 1 ratios obtained in normal-
hearing subjects, using smoothed ARFs~the number of steps is adapted to a
change off 2/f 1 of 0.01!.

f2 ~Hz!

10th–90th percentile Full range

Starting f 1
~Hz! No. of steps

Starting f 1
~Hz! No. of steps

757 575 7 573 11
879 683 10 662 15

1001 779 7 760 10
1257 991 5 974 8
1501 1188 5 1159 10
2002 1593 6 1561 10
3003 2434 4 2423 8
4004 3313 3 3259 7
5005 4135 4 4103 6
6006 4884 4 4820 6
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ratio DPOAE amplitudes and TBOAE amplitudes~Fig. 9!
that are similar to correlations obtained between DPOAE
amplitude and click evoked OAE frequency-band amplitudes
in Smurzynski and Kim~1992! and in Moulinet al. ~1993!.
This agrees with the similarities between TEOAEs and
TBOAEs described by Prieveet al. ~1996!. Correlations in-
creased greatly~above 0.80!, especially at high frequencies,
when the maximum DPOAE amplitude was taken into ac-
count, which argues for a common mechanism responsible
for TBOAE and DPOAE generation. The intersubject vari-
ability observed in OAE amplitude in normal-hearing sub-
jects would then be more linked to intersubject variability in
cochlear status than to an added variability due to the tech-
nique used. The relatively low correlations obtained previ-
ously between transiently evoked OAE amplitude and fixed
ratio DPOAE amplitudes could be attributed to the added
variability of DPOAE amplitude obtained at a fixedf 2/f 1
ratio. Results show that correlations between DPOAE ampli-
tude and TBOAE amplitude are greater at smallf 2/f 1 ratios,
which agrees with the greater correlations obtained by
Knight and Kemp~1999! between transiently evoked OAEs
and DPOAE amplitudes, when using a 1.05f 2/f 1 ratio. The
correlations between TBOAEs and DPOAE amplitude have
been performed with the TBOAE frequency band centered at
the f 2 frequency place. Once generated at thef 2 place, the
2 f 1- f 2 DPOAE propagates towards the apex, to its fre-
quency specific place, and backwards towards the base of the
cochlea. The DPOAE recorded in the outer ear canal can be
composed of a direct component, coming from thef 2 place,
and of an indirect DPOAE component, coming from the
DPOAE place. Recent studies suggest that the indirect com-
ponent can have a substantial influence on DPOAEs re-
corded in the ear canal, especially at low to moderate pri-
mary levels~Stover et al., 1996a; Brownet al., 1996! and
Kemp and Knight~1999! suggested that lowf 2/f 1 2f 1- f 2
DPOAEs come from reflection from their distortion product
frequency place. If the DPOAE component coming from the
DPOAE place has some influence on DPOAE amplitude as
recorded in the outer ear canal, then DPOAEs recorded at
different frequencies, with anf 2 fixed, might have different
origin. This could explain the greater correlations with
TBOAE amplitude we obtain at lowf 2/f 1, where DPOAE
frequency is high and close tof 2 frequency, than at greater
ratios, where DPOAE frequency is much lower than the
TBOAE center frequency. This issue will be further devel-
oped in the companion paper~Moulin, 2000!, where influ-
ence of spontaneous OAEs and correlations between the dif-
ferent lower-sideband DPOAE and TBOAE amplitude will
be described.

IV. CONCLUSION

Our results show a substantial modification of the opti-
mum f 2/f 1 with frequency, which can lead to substantial
amplitude differences and greater intersubject variability in
DPOAE amplitude when an iso-ratio paradigm such as the
DPOAE-gram is used. Furthermore, correlations between
TBOAE amplitude and maximum DPOAE amplitude are
significantly greater than correlations obtained with fixed ra-
tio DPOAE amplitudes. Therefore, using a fixed ratio para-

digm contributes to the intersubject variability observed in
DPOAE amplitude in normal-hearing subjects, but is not the
main factor at the origin of this variability.
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Distortion product otoacoustic emissions~DPOAEs! are used widely in humans to assess cochlear
function. It is well known that 2f 1- f 2 DPOAE amplitude increases as thef 2/ f 1 ratio increases
from 1.0 to about 1.20, and then decreases as thef 2/ f 1 ratio increases above 1.20, showing an
amplitude ratio function, which is thought to be related to cochlear filtering properties. Different
lower sideband DPOAEs are believed to show the same amplitude ratio functions as the 2f 1- f 2
DPOAE, with a magnitude peak situated at a constant DPOAE frequency relative tof 2. More
recently, several studies have suggested the involvement of a DPOAE component coming from its
own distortion product place as well as the DPOAE component coming from thef 2 place. To
investigate DPOAE generation sites and the importance of the DPOAE frequency place, amplitude
ratio functions of 2f 1- f 2, 3f 1-2f 2, 4f 1-3f 2 and 2f 2- f 1, 3f 2-2f 1, 4f 2-3f 1 DPOAE
components have been systematically studied in 18 normally hearing subjects, using anf 2 fixed, f 1
sweep method, and anf 1 fixed, f 2 sweep method, at ten differentf 2 frequencies. Results show a
dependency of the distortion magnitude peak onf 2 frequency for each lower sideband DPOAE, and
a small frequency shift of the distortion peak for the high order lower sideband DPOAE
components. Strong correlation between the different lower sideband DPOAE amplitude were
obtained, whether they were recorded with the samef 1 ~and a differentf 2! or with the samef 2
~and a differentf 1!, suggesting that lower side-band DPOAE amplitude does not depend on small
variations in thef 2 frequency. Moreover, correlations between DPOAE amplitude and tone-burst
evoked otoacoustic emissions~TBOAEs! are highly significant for TBOAEs centered at thef 2
frequency and at12 octave below thef 2 frequency, suggesting some degree of importance of the
cochlear status at frequencies belowf 2 in DPOAE amplitude. Subjects presenting spontaneous
otoacoustic emissions showed a greater lower sideband DPOAE amplitude recorded for lowf 2/ f 1
ratios, and a distortion magnitude peak shifted towards higher frequencies. The best correlation
between upper sideband DPOAE amplitude and lower sideband DPOAE amplitude occurred for
lower sideband DPOAEs generated by anf 2 frequency1

2 octave to 1 octave below the primaries
used to generate upper sideband DPOAEs, suggesting a site of generation basal tof 2 for the upper
sideband DPOAEs. Correlations between TBOAE amplitude and upper sideband DPOAE amplitude
agreed with a site of upper sideband DPOAE generation basal tof 2, and which would move with
the DPOAE frequency itself. ©2000 Acoustical Society of America.@S0001-4966~00!03202-1#

PACS numbers: 43.64.Jb, 43.64.Kc@BLM #

INTRODUCTION

It is well known that cochlear status can be assessed
objectively by otoacoustic emissions, or sounds emitted by
the ear, originating in the outer hair cells’ system of the
organ of Corti. Distortion product otoacoustic emissions
~DPOAEs! are otoacoustic emissions evoked by two pure
tones of different frequencies~primary frequenciesf 1 and
f 2, with f 1, f 2) at frequencies corresponding to algebraic
combinations off 1 and f 2. Although multiple combination
DPOAEs can be obtained, numerous studies have focused on
2 f 1- f 2 DPOAEs, especially in humans, since it is the com-
ponent of greatest amplitude over a wide range of stimulus

parameters. Numerous suppression studies have shown in
animals and humans that the 2f 1- f 2 is suppressed by a third
tone in the primary frequency region~Brown and Kemp,
1984; Harris et al., 1992; Kummeret al., 1995; Abdala
et al., 1996!. It is now generally accepted that the 2f 1- f 2
DPOAE site of generation is in the cochlear region corre-
sponding to the primary frequencies, more precisely for
some studies at thef 2 place. Once generated, the 2f 1- f 2
DPOAE propagates in two directions: backwards from the
f 2 place to the base of the cochlea~and can be recorded in
the outer ear canal as an otoacoustic emission! and towards
its own apical frequency place~Robleset al., 1991, 1997;
Brown et al., 1992!. The DPOAE amplitudes vary according
to the ratio of the primary frequencies: when the separationa!Electronic mail: amoulin@olfac.univ-lyon1.fr
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between the two primary frequencies increases~f 2/ f 1 in-
creases!, 2f 1- f 2 DPOAE amplitude increases up to an opti-
mum f 2/ f 1 of about 1.20 and then decreases asf 2/ f 1 in-
creases further. The decrease of DPOAE amplitude as the
two primaries grow apart is easy to explain by the separation
of the two traveling waves along the cochlear partition, until
the overlapping region betweenf 2 andf 1 traveling waves is
not sufficient to elicit a DPOAE. However, the decrease of
DPOAE amplitude as the two primaries get closer to one
another is still under discussion. When lower sideband
DPOAE components~2 f 1- f 2, 3f 1-2f 2, 4f 1-3f 2! are re-
corded as a function of their DPOAE frequency, using anf 2
fixed, f 1 sweep method, their amplitude peaks at the same
distortion frequency~Brown et al., 1992; Allen and Fahey,
1993a, b!. Several authors~Brown et al., 1992; Allen and
Fahey, 1993a! have suggested the presence of a second filter,
tuned to about half an octave relative to thef 2 frequency,
that would be responsible for this tuning of the lower side-
band DPOAE responses. However, the same tuning of the
DPOAE response has been observed without filtering in a
nonlinear cochlea model~Matthews and Molnar, 1986!, and
without the need for a second filter in a computational model
of the cochlea~Kanis and deBoer, 1997!. Kanis and deBoer
~1997! attributed this filtering to suppression between several
DPOAE components coming from the DPOAE frequency
places and the primaries.

Results concerning cochlear traveling time delays re-
corded in humans have shown the same interdependency of
the different lower sideband DPOAEs: 3f 1-2f 2 and 2f 1- f 2
DPOAEs show similar latency provided they have the same
distortion frequency and samef 2 frequency~Moulin and
Kemp, 1996!. This would suggest that the DPOAEs recorded
in the outer ear canal are composed mainly of the component
coming from thef 2 place. However, other evidence suggests
that the DPOAE component coming from the DPOAE place
itself might have a significant influence on the DPOAEs re-
corded in the outer ear canal~Gaskill and Brown, 1996!,
especially at low to moderate primary levels~Brown et al.,
1996; Stoveret al., 1996!. Kemp and Knight~1999! have
suggested that 2f 1- f 2 DPOAE recorded at very lowf 2/ f 1
ratios are a reflection from the DPOAE frequency place it-
self, rather than from thef 2 place. If there is a significant
participation of the DPOAE place in DPOAE amplitude,
then correlation between the amplitude of the different lower
sideband DPOAE components and tone-burst-evoked OAE
~TBOAE! amplitudes might differ according to thef 2/ f 1
ratio, and to the order of the DPOAE components: high-
order lower sideband DPOAEs~3 f 1-2f 2, 4f 1-3f 2! might
show correlations with OAE amplitude recorded at lower
frequencies. To this aim, correlations between TBOAE am-
plitude and multi-component DPOAE amplitudes recorded at
different f 2/ f 1 ratios have been performed in 18 normal-
hearing subjects, for frequencies ranging from 0.75 to 6 kHz.
In addition, as subjects with spontaneous OAEs~SOAEs!
present greater DPOAE amplitude~see, for instance,
Lonsbury-Martinet al., 1990; Ozturan and Oysu, 1999!, the
influence of SOAE presence on DPOAE amplitude recorded
as a function off 2/ f 1 will be investigated. The different
f 2/ f 1 ratios have been obtained by, first, keepingf 2 fixed

and varyingf 1 and, second, by keepingf 1 fixed and varying
f 2. With f 2 fixed, a high degree of correlation is expected
between the maximum amplitude of the different lower side-
band DPOAEs, as they have the samef 2 frequency~and
therefore the same generation site! when their DPOAE fre-
quencies are made equal. However, when recording the
maximum DPOAE amplitude as a function off 2/ f 1 for dif-
ferent lower sideband DPOAEs using anf 2 sweep,f 1 fixed
method, the correlations between the different lower side-
band DPOAE maximum amplitudes are made when the
DPOAEs have the same frequency but differentf 2 frequen-
cies, and therefore a different generation site. To see the
importance of thef 2 place in the DPOAE amplitude re-
corded in the outer ear canal, results concerning correlations
between multicomponent DPOAE amplitude obtained at dif-
ferent f 2/ f 1 will be compared using anf 2 fixed, f 1 sweep
method and using anf 2 sweep,f 1 fixed method. Correla-
tions with TBOAE amplitude and the influence of SOAE
presence on DPOAE amplitude versusf 2/ f 1 ratio will be
analyzed.

Upper sidebands have been thought to carry very little
useful information for clinical application, until recently~Er-
miny et al., 1998; Nelsonet al., 1999!. Several studies have
brought arguments for a different generation site for 2f 2- f 1
than for lower sideband DPOAEs~Brown and Kemp, 1985;
Martin et al., 1987; Whiteheadet al., 1996!. Moulin and
Kemp ~1996! observed a significantly longer latency for
lower sideband DPOAEs when latency was calculated using
DPOAE phase gradient, with anf 2 sweep method versus an
f 2 fixed, f 1 sweep method. Such difference was not ob-
served for 2f 2- f 1 DPOAEs. The longer latency observed
when f 2 is modified was attributed to an additional delay
due to the peak of thef 2 traveling wave~Moulin and Kemp,
1996! or to a greater proportion of the cochlear filter re-
sponse time near the 2f 1- f 2 DPOAE site of generation
~Bowmanet al., 1997, 1998!. The absence of such a differ-
ence in 2f 2- f 1 latency data argues in favor of a DPOAE
generation site further from the primary frequencies region.
Using ipsilateral suppression techniques, DPOAEs onset la-
tencies and amplitude correlations, Martinet al. ~1998! sug-
gested a 2f 2- f 1 DPOAE generation site more basal to the
primary frequencies and closer to the 2f 2- f 1 DPOAE fre-
quency itself. If the place of 2f 2- f 1 DPOAE generation is
close to the DPOAE frequency itself, then the place of gen-
eration should be different when the primary frequencies
f 2/ f 1 ratio is modified, and for higher-order upper sideband
DPOAEs (3f 2-2f 1 and 4f 2-2f 1!. This study systemati-
cally investigates presence and amplitude characteristics of
upper sideband DPOAE amplitude in humans subjects, as a
function of f 2/ f 1 ratios, and its relationship with TBOAE
amplitude.

I. MATERIAL AND METHODS

A. Subjects and OAE recordings

The same population as described in the companion pa-
per ~Moulin, 2000! has been tested according to the same
stimulus and recording parameters. The DPOAEs have been
recorded as a function off 2/ f 1 using Otodynamics’s ILO92
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software and hardware in one ear of each subject, withf 2
fixed at ten different frequencies, and presented in a random
order for each subject: 757, 879, 1000, 1257, 1500, 2002,
3003, 4004, 5005 and 6006 Hz. Primary levels were fixed at
65 dB SPL forf 1 ~L1! and 60 dB SPL forf 2 ~L2!. For each
f 2 frequency,f 1 was varied from a ratio of 1.04 to 1.50, by
steps ranging from 0.012~at low frequencies! to 0.02 ~at
high frequencies!. In addition, DPOAE amplitude was re-
corded as a function off 2/ f 1 using a fixedf 1 frequency and
a varyingf 2. Thef 2 was varied from a ratio of 1.04 to 1.50,
by steps ranging from 0.012 to 0.02 depending on frequen-
cies. For thef 1 fixed, f 2 sweep method, thef 1 fixed fre-
quencies have been chosen so that the ratio off 2 fixed/f 1
fixed frequencies was around 1.20.

For each measurement point, 128 signal samples were
averaged. The 2f 1- f 2, 3f 1-2f 2, 4f 1-3f 2, 2f 2- f 1,
3 f 2-2f 1, and 4f 2-3f 1 DPOAE components have been re-
corded. The DPOAEs were considered as present when their
amplitude was greater than the mean noise floor plus 2 stan-
dard deviations~calculated for each DPOAE component as
the mean of the five spectral components on either sideband
of the DPOAE frequency!.

Tone-burst-evoked OAEs~TBOAEs! were recorded us-
ing Otodynamics ILO88 version 5.50c software at the ten
different frequencies corresponding to the frequencies cho-
sen for DPOAE recordings, with an intrameatal stimulus in-
tensity ranging between 65 and 68 dB SPLpe~peak equiva-
lent sound pressure level!. Subjects were also tested for
presence of spontaneous otoacoustic emissions, using the
SOAE search facility of the ILO88 software, which records
synchronized SOAEs. Details of the SOAEs obtained are
presented in Table I.

B Data analysis

1. DPOAEs

For each subject andf 2 frequency, thef 2/ f 1 ratio giv-
ing the greatest DPOAE amplitude~termed as ‘‘optimumf 2/
f 1 ratio’’! and the greatest DPOAE amplitude~termed as
‘‘maximum DPOAE amplitude’’! recorded over thef 2/ f 1
ratio range was obtained. The DPOAE amplitude as a func-
tion of f 2/ f 1 was then smoothed according to a three-point
running average method, and the optimumf 2/ f 1 and the
maximum DPOAE amplitude obtained with the smoothed
functions were obtained for each subject. Similar analysis
was performed using thef 1 fixed, varyingf 2 amplitude ra-
tio functions.

2. Statistical analyses

Analyses of the optimumf 2/ f 1 ratio DPOAE amplitude
as a function of frequency were performed by analysis of
variance for repeated measurements~Anova-R!.

Student t-test was used to analyze the differences in
DPOAE amplitude functions and TBOAE amplitude accord-
ing to SOAE presence.

Correlation analysis was used to analyze relationships
betweenf 2/ f 1 optimum ratios, DPOAE amplitude, primary
frequencies, and TBOAE amplitude. Pearson’s correlation
coefficients are specified as ‘‘r.’’

The level of statistical significance chosen was 5%, and
is specified for each test asp.

II. RESULTS

A. DPOAE presence

The DPOAE presence decreased as thef 2/ f 1 ratio in-
creased~Fig. 1!. Lower sideband DPOAEs decreased more

TABLE I. Details of spontaneous otoacoustic emissions~frequency and
amplitude! in a group of 18 normal-hearing subjects.

Subject
Frequency

~Hz!
Amplitude
~dB SPL!

S3 916 6.5
1147 10.6

S4 1660 5.8
1721 2.6
2185 1
2502 23.5
3455 0.3
3833 4.5

S5 1440 27.2
2332 22.3
2856 0.6

S6 1135 11.9
1636 10.6
2283 1
4565 27.7

S7 1992 24.2
2578 0.1

S9 1175 1.3
4895 23.5

S11 1184 28.9
1514 27.9
1831 21.7
2161 22.9
2747 1
4700 27.7

S18 1000 10.3
1221 2.9
1599 3.9
2832 21.3
3564 21.3

FIG. 1. The DPOAE percentage presence as a function off 2/ f 1 ratio, for
each DPOAE component recorded with anf 1 sweep, f 2 fixed method
~black symbols for lower sideband DPOAEs and open symbols for upper
sideband DPOAEs! and with anf 1 fixed, f 2 sweep method~grey symbols
for lower sideband DPOAEs and dotted symbols for upper sideband
DPOAEs! for 18 normal-hearing subjects tested at ten frequencies~0.75 to 6
kHz!.
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abruptly with increasingf 2/ f 1 ratios than upper sideband
DPOAEs, and were more present across the ratio range.
Similar findings were obtained whether anf 2 fixed, f 1
sweep method or anf 1 fixed, f 2 sweep method was used.

The 2f 1- f 2 DPOAEs tended to show a greater presence
at high f 2/ f 1 ( f 2/ f 1.1.30) at lowfrequencies than at high
frequencies@Fig. 2~a!#, but the decrease of 3f 1-2f 2 pres-
ence with increasingf 2/ f 1 showed a very similar pattern
across frequency@Fig. 2~b!#.

Upper sideband DPOAEs presence varied greatly not
only according tof 2/ f 1 ratio, but also according to fre-
quency, as shown for 2f 2- f 1 @Fig. 2~c!# and 3f 2-2f 1 @Fig.
2~d!#: DPOAE presence decreased with increasing frequen-
cies, with only 28% at 6 kHz versus 75% at 1 kHz for
3 f 2-2f 1.

B. DPOAE amplitude

Results presented here have been obtained on DPOAEs
recorded using anf 2 fixed, f 1 sweep method. Results con-
cerning DPOAEs recorded using anf 1 fixed, f 2 sweep
method are presented only when different to thef 2 fixed, f 1
sweep method.

1. Amplitude ratio functions

a. Lower sideband DPOAEs.As expected from previous
work ~see, for instance, Brownet al., 1992!, lower sideband
DPOAE amplitude increased withf 2/ f 1 ~modified with f 2
fixed, f 1 sweep! up to an optimum ratio beyond which it
decreased@Fig. 3~a!#. The optimum ratio of 4f 1-3f 2 was
significantly lower than the optimum ratio of 3f 1-2f 2,
which was significantly lower than 2f 1- f 2 optimum ratio.
Each lower sideband DPOAE optimumf 2/ f 1 showed a sig-
nificant decrease as a function of frequency@Fig. 4~a!#. Here
F(9,178)54.21, p,0.0001 for 2f 1- f 2, F(9,170)
59.25, p,0.0001 for 3f 1-2f 2, F(9,114)53.93, p
,0.0005 for 4f 1-3f 2. The correspondingf 2/ f 1 ratio ver-
sus frequency functions were~with f 2 in kHz!

f 2/f 1opt(2f 1- f 2)51.23820.083 log~ f 2!,

r 50.93~p,0.005!,

f 2/f 1opt(3f 1-2f 2)51.14320.053 log~ f 2!,

r 50.92~p,0.004!,

f 2/f 1opt(4f 1-3f 2)51.11920.043 log~ f 2!,

r 50.68~p,0.05!.

FIG. 2. The DPOAE percentage pres-
ence as a function off 2/ f 1 ratio for
different f 2 frequencies~1, 2, 4 and 6
kHz! and for lower sideband DPOAEs
@~a! 2f 1-f 2, ~b! 3f 1-2f 2# and upper
sideband DPOAEs@~c! 2f 2-f 1 and
~d! 3f 2-2f 1# for 18 normal-hearing
subjects. DPOAEs have been recorded
using anf 1 sweep,f 2 fixed method.

FIG. 3. Mean DPOAE amplitude~6
sem! as a function off 2/ f 1 calculated
on 18 normal-hearing subjects, with
f 2 fixed at 3 kHz. Lower sideband
DPOAE components are shown in~a!,
and upper sideband components are
shown in~b!.
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b. Upper sideband DPOAEs.Upper sideband DPOAEs
showed a quite different pattern from lower sideband
DPOAEs, as a function off 2/ f 1: average data showed a
decrease of amplitude as a function off 2/ f 1 for each fre-
quency@see, for instance, data at 3 kHz in Fig. 3~b!#. How-
ever, intersubject variability of the pattern of the amplitude
ratio functions for upper sideband DPOAEs~Fig. 5! was
greater than the intersubject variability of the lower sideband
DPOAEs. Figure 5 shows a similar tuning of the 2f 2- f 1 as
for lower sideband DPOAEs for two subjects~S9 and S18!
who presented high-frequency SOAEs.

The optimumf 2/ f 1 was obtained for each subject and
frequency~using thef 2 fixed, f 1 sweep method!, and de-
creased significantly as a function of frequency@Fig. 4~b!#:
F(9,163)56.6, p,0.0001 for 2f 2- f 1, F(9,85)57.5, p
,0.0001 for 3f 2-2f 1, and F(9,82)52.77, p,0.01 for
4 f 2-3f 2.

f 2/f 1opt(2f 2- f 1)51.17620.1153 log~ f 2!,

r 50.94~p,0.0005!,

f 2/f 1opt(3f 2-2f 1)51.13520.0733 log~ f 2!,

r 50.85~p,0.004! with f 2 in kHz.

The optimum ratios of 3f 2-2f 1 and 4f 2-3f 1 could not
be obtained for each subject and frequency due to the low
presence of these components.

2. DPOAE amplitude and optimum f2 Õf1

There was no correlation between DPOAE amplitude
and f 2/ f 1 optimum ratios for upper sideband DPOAEs.

There was no correlation between 2f 1- f 2 DPOAE am-
plitude andf 2/ f 1 optimum ratios when all frequencies were
pooled together. Per frequency analysis showed an increase
of the optimumf 2/ f 1 as DPOAE amplitude increased at 750
Hz (r 50.56, p,0.02, n517) and at 1 kHz (r 50.54,
p,0.03).

However, the 3f 1-2f 2 optimum ratio decreased signifi-
cantly as 3f 1-2f 2 DPOAE amplitude increased (r 50.31,
n5162,p,0.0001 for smoothed data!. Per frequency analy-
sis showed a significant decrease of 4 kHz DPOAE optimum
ratio as DPOAE amplitude increased (r 50.64, n517, p
,0.01).

The 4f 1-3f 2 optimum ratio decreased significantly as
4 f 1-3f 2 DPOAE amplitude increased (r 50.49, p
,0.0001,n589 for smoothed data!. Per frequency analysis
showed a significant decrease of 3 kHz DPOAE optimum

ratio as DPOAE amplitude increased (r 50.77, n513, p
,0.01) at 4 kHz (r 50.66,n511, p,0.03), and a tendency
at 5 and 6 kHz.

3. DPOAE-grams

The optimum DPOAE-grams reconstructed from the
multi-component data showed a nonmonotonic pattern for
each lower sideband DPOAE component, with a dip around
3 kHz and two peaks around 1.5 and 6 kHz@Fig. 6~a!#.
Anova-R shows significant differences across frequencies for
each component@F(9,170)56.6, p,0.0001 for 3f 1-2f 2
andF(9,114)54.7, p,0.0001 for 4f 1-3f 2#.

The 3f 1-2f 2 DPOAE component amplitude was sig-
nificantly lower than the 2f 1- f 2 DPOAE amplitude~paired
t-tests,p,0.001 at each of the ten frequencies!, significantly
greater than the 4f 1-3f 2 DPOAE amplitude for frequencies
greater than 879 Hz~pairedt-tests,p,0.0005), and signifi-
cantly greater than the 2f 2- f 1 DPOAE component at all
frequencies except 879 Hz and 3 kHz.

For upper sideband DPOAEs, the optimum DPOAE-
gram is nonmonotonic, showing two regions of high levels
DPOAEs, around 0.8 and 3 kHz, respectively, and a region
of lower level around 1.5 kHz.@Fig. 6~b!#, with DPOAE
amplitude significantly different across frequencies@Anova-
R, F(9,163)53.1, p,0.005 for 2f 2- f 1, F(9,85)52.2,
p,0.05 for 3f 2-2f 1#. The 4f 2-3f 1 DPOAE component
showed very low levels across the frequency range, with a
dip around 1.5 kHz and around 4 kHz, but still showed sta-

FIG. 5. Upper sideband 2f 2- f 1 DPOAE amplitude as a function off 2/ f 1,
for individual subjects, at 4 kHz. The noise floor~calculated as the average
of the spectral components on either sideband of the DPOAE frequency,
plus 2 standard deviations! is specified as dotted lines.

FIG. 4. Optimumf 2/ f 1 ~mean6 sem! as a function of
frequency for lower sideband DPOAEs~a! and upper
sideband DPOAEs~b!. ‘‘ , ’’ indicates when the num-
ber of subjects is lower than 10.
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tistically significant differences across frequencies@Anova-R
F(9,82)53.7, p,0.005 for 4f 2-3f 1]. The 2f 2- f 1
DPOAE amplitude was significantly greater than the
3 f 2-2f 1 DPOAE amplitude at all frequencies except 4 and
6 kHz ~paired t-tests,p,0.01). There was no statistically
significant differences between 4f 2-3f 1 DPOAE amplitude
and 3f 2-2f 1 DPOAE amplitude at any of the ten frequen-
cies tested, but the number of subjects presenting both a
3 f 2-2f 1 and a 4f 2-3f 1 DPOAE component was small
~from four to eight subjects depending on frequency!.

The optimum DPOAE-gram pattern differed between
the lower sideband DPOAE component groups@Fig. 6~a!#
and the upper sideband DPOAE component groups@Fig.
6~b!#, but they were quite similar within one DPOAE com-
ponent group, except for the 4f 2-3f 1 DPOAE component.

4. Influence of SOAEs

Lower sideband DPOAEs showed significantly greater
DPOAE amplitude in SOAE positive subjects from 3 to 6
kHz for the 2f 1- f 2 DPOAE, and only at 5 kHz for both
3 f 1-2f 2 and 4f 1-3f 2 DPOAEs. For upper sideband
DPOAEs, a significant difference was observed at 2, 4 and 5
kHz for 2f 2- f 1 and at 1.2, 2 and 5 kHz for 3f 2-2f 1
DPOAEs.

The influence of SOAEs on lower sideband DPOAE am-
plitude was greater forf 2/ f 1 at or lower than the optimum
ratio, whether anf 2 fixed or anf 2 sweep method was used
@Fig. 7~a!–~d!#. The SOAE1 subjects showed a tendency
towards a lower optimum ratio than SOAE2 subjects at 4
and 5 kHz (p,0.07) ~Fig. 7!, with a significant difference at
1000 Hz (p,0.01). When the optimum ratio was obtained
by the fitting procedure, SOAE1 subjects showed a signifi-
cantly lower optimum ratio@F(1,16)56.9, p,0.05], with
a statistical significance at 1 kHz (p,0.01), 757 Hz and 3
kHz (p,0.05).

For upper sideband DPOAEs, the influence of SOAE
presence on DPOAE amplitude did not show a consistent
pattern as a function off 2/ f 1: it was obtained at low ratios
for f 2 at 5 kHz ~i.e., for a 2f 2- f 1 DPOAE frequency at
5370 Hz! @Fig. 7~e!# and at greater ratio forf 2 at 4 kHz
~corresponding to DPOAE frequencies ranging from 4430 to
4610! @Fig. 7~f!#.

C. Relations between multi-component DPOAE
amplitudes

1. Maximum DPOAE amplitude

a. Lower sideband DPOAEs.There were highly signifi-
cant correlations between the maximum DPOAE amplitude
of the different lower sideband DPOAE components~Table
II !, whether DPOAEs were recorded using anf 2 fixed or an
f 2 sweep method, leading to the following equations:

A3 f 1-2f 250.91143A2 f 1- f 226.2141, r 50.90,

A4 f 1-3f 250.71463A2 f 1- f 229.7201, r 50.73,

A4 f 1-3f 250.85253A3 f 1-2f 225.3347, r 50.81.

FIG. 6. The DPOAE amplitude~dB
SPL, mean 6 sem of 18 normal-
hearing subjects’ data! as a function of
f 2 frequency, for lower sideband
DPOAE components~a! and upper
sideband DPOAE components~b!.
The maximum DPOAE amplitude
over the ratio range has been taken for
each subject andf 2 frequency, in or-
der to obtain optimum DPOAE-grams.
In ~b!, the dotted lines represent the
optimum DPOAE-gram pattern of
lower sideband DPOAEs.

FIG. 7. The DPOAE amplitude~mean6 sem! as a function off 2/ f 1 ratio
for subjects presenting SOAEs~SOAE1 subjects, triangles! and for subjects
presenting no SOAEs~SOAE2 subjects!. The top four panels represent
lower sideband DPOAEs: 2f 1- f 2 with f 2 at 5 kHz~a! and f 2 at 6 kHz~b!;
3f 1-2f 2 ~c! and 4f 1-3f 2 ~d!, recorded withf 2 fixed at 5 kHz. The bottom
panels represent upper sideband DPOAEs~2f 2- f 1! recorded withf 2 fixed
at 5 kHz ~e! and 4 kHz ~f!. Statistical significant differences between
SOAE1 subjects and SOAE2 subjects are specified~unpairedt-tests!, with
*** for p,0.001,** for p,0.01 and* for p,0.05. In~a!, the two vertical
lines represent the ratios for whichp,0.001.
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Analysis per frequency showed similar results, with sig-
nificant correlations between 2f 1- f 2 and 3f 1-2f 2 obtained
at all frequencies above 750 Hz (r .0.85, p,0.0001) ~at
750 Hz, r 50.49, p,0.10, n513), and significant correla-
tions between 2f 1- f 2 and 4f 1-3f 2 at all frequencies above
879 Hz (r .0.51,p,0.05) ~at 750 and 879 Hz, the number
of subjects showing both 2f 1- f 2 and 4f 1-3f 2 was 4 and 6,
respectively!. The 3f 1-2f 2 DPOAE amplitude increased
significantly with 4f 1-3f 2 DPOAE amplitude for all fre-
quencies above 879 Hz (r .0.65,p,0.01).

There was no significant difference between the correla-
tions obtained using anf 2 sweep,f 1 fixed method~maxi-
mum DPOAE amplitude recorded at differentf 2! and corre-
lations obtained using anf 1 sweep, f 2 fixed method
~maximum DPOAE amplitude recorded for the samef 2!.
The correlations obtained using anf 2 sweep method were

slightly greater than correlations obtained using anf 1 sweep
method.

b. Upper sideband DPOAEs.Correlations between
lower sideband and upper sideband DPOAE amplitudes are
summarized in Table II. There was a weak but significant
correlation between the 2f 2- f 1 DPOAE amplitude and the
2 f 1- f 2 DPOAE amplitude, all subjects and frequencies
taken into account. Analysis per frequency found significant
correlations between the 2f 1- f 2 DPOAE amplitude and the
2 f 2- f 1 DPOAE amplitude forf 2 at 1.5, 2 and 4 kHz (p
,0.05), and a tendency at 3 kHz (r 50.44, n516, p
,0.10). A significant correlation was obtained between
2 f 2- f 1 DPOAE amplitude and 3f 1-2f 2 DPOAE amplitude
at 4 kHz (r 50.63, n516, p,0.01), 5 kHz (r 50.61, p
,0.02,n515) and 6 kHz (r 50.67,n517, p,0.03), and a
tendency at 3 and 1.5 kHz (p,0.10).

Significant correlations between the different upper side-
band DPOAE amplitudes were obtained~Table II!.

2. Correlations between multicomponent DPOAE
amplitudes with different primary frequencies:
Comparison between upper sideband DPOAEs and
lower sideband DPOAEs

a. Maximum DPOAE amplitude.Amplitude correlations
were performed when the primary frequencies used to gen-
erate 2f 2- f 1 were shifted below primary frequencies used to
generate 2f 1- f 2 frequencies~Table III!. Analysis per fre-
quency showed no correlations between 2f 1- f 2 DPOAE
amplitude and 2f 2- f 1 DPOAE amplitude at frequencies
lower than 1.2 kHz. A trend towards better correlations be-
tween 2f 1- f 2 DPOAE amplitude and 2f 2- f 1 DPOAE am-
plitude, when the primary frequencies used to generate

TABLE II. Correlations between maximum DPOAE amplitude of different
DPOAE components~r5correlation coefficient,n5number of point,
p5level of significance with NS for nonsignificant!.

3f 1-2f 2 4f 1-3f 2 2f 2-f 1 3f 2-2f 1 4f 2-3f 1

2f 1-f 2 r 0.90 0.73 0.19 0.14 0.14
p p,0.0001 p,0.0001 p,0.02 NS NS
n 169 115 164 96 91

3f 1-2f 2 r 0.82 0.22 0.28 0.01
p p,0.0001 p,0.01 p,0.03 NS
n 111 155 64 60

2f 2-f 1 r 0.62 0.26
p p,0.0001 p,0.05
n 80 75

3f 2-2f 1 r 0.29
p p,0.08
n 40

TABLE III. Correlations ~r5correlation coefficient,n5number of point,p5level of significance with NS for nonsignificant! between maximum 2f 1- f 2
DPOAE amplitude and the maximum upper sideband DPOAE amplitudes, for each frequency, when the primary frequencies were identical~difference of 0
octave!, and when primary frequencies used to generate upper sideband DPOAEs were shifted below primary frequencies used to generate 2f 1-f 2, by
1
4-octave steps. Empty cells in the table account for the combination of frequencies which were not recorded: for instance, a difference of 1 octave lower than
f 2 at 5 kHz would require anf 2 frequency at 2500 Hz, which was not part in the ten frequencies tested in this study.

Frequency
shift ~octave!

f 2
~Hz! 750 879 1000 1250 1500 2000 3000 4000 5000 6000

r 0.06 0.09 0.00 0.16 0.52 0.49 0.44 0.80 0.39 0.41
0 n 15 18 16 17 18 17 16 17 15 15

p NS NS NS NS p,0.05 p,0.05 NS p,0.0001 NS NS
r 0.27 0.13 0.25 0.47 0.8 0.61

2
1
4 n 16 18 16 17 17 16

p NS NS NS NS p,0.0001 p,0.05
r 0.32 0.51 0.50 0.61 0.68 0.78 0.58

2
1
2 n 16 18 16 18 17 16 18

p NS p,0.05 p,0.05 p,0.01 p,0.005 p,0.001 p,0.05
r 0.53 0.45 0.75 0.6

2
3
4 n 16 18 17 16

p p,0.05 NS p,0.001 p,0.05
r 0.34 0.60 0.64 0.62 0.47

21 n 16 16 18 17 17
p NS p,0.05 p,0.005 p,0.01 NS
r 0.54 0.75

2
5
4 n 17 17

p p,0.05 p,0.001
r 0.38 0.23 0.48 0.55

21.5 n 16 18 18 18
p NS NS p,0.05 p,0.05
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2 f 2- f 1 are1
4 to 3

4 octave below the primary frequencies used
to generate 2f 1-f 2, is shown in Table III. Empty cells in the
table account for the combination of frequencies which were
not recorded: for instance, a difference of 1 octave lower
than f 2 at 5 kHz would require anf 2 frequency at 2500 Hz,
which was not part of the ten frequencies tested in this study.

Correlations between 2f 1- f 2 DPOAE and upper side-
band DPOAEs have been performed with increasing differ-
ences between the primary frequencies used to record
2 f 1- f 2 and primary frequencies used to record upper side-
band DPOAEs. The differences between the two sets of pri-
maries are multiples of12 octave, so that the intermediary
frequencies of 879, 1257, and 5000 Hz have been deleted
from the calculations. The best correlations between 2f 1- f 2
and 2f 2- f 1 are obtained when the 2f 2- f 1 primaries are1

2

and 1 octave below the 2f 1- f 2 primaries, and the best cor-
relations between 2f 1- f 2 and 3f 2-2f 1 are obtained when
the 3f 2-2f 1 primaries are1

2 and 1 octave below the 2f 1- f 2
primaries~Table IV!. The best correlations between 2f 1- f 2
and 4f 2-3f 1 are obtained when 4f 2-3f 1 primaries are 1.5
octave below the 2f 1- f 2 primaries.

Correlations between 2f 2- f 1 and 3f 2-2f 1 DPOAE
amplitudes have been performed when shifting the primary
frequencies by1

2 octave. The only significant correlations
found were when the primaries used to record 2f 2- f 1 and
the other sideband DPOAEs~3 f 2-2f 1 and 4f 2-3f 1! were
identical.

b. DPOAE amplitude recorded per f2/f1 ratios.Correla-
tions have been performed with 2f 1- f 2 maximum DPOAE
amplitude and 2f 2- f 1 DPOAE amplitude recorded perf 2/
f 1 ratio, by shifting primary frequencies eliciting the 2f 2- f 1
DPOAE 0, 1

2 or 1 octave below primary frequencies eliciting
the 2f 1- f 2 DPOAE. Correlations coefficients are shown in
Fig. 8~a! ~using anf 1 sweep method! and in Fig. 8~b! ~using
an f 2 sweep method!. The most significant correlations are
obtained when the difference between the two sets of pri-
mary frequencies was12 octave whatever sweep method was
used. For thef 2 sweep method, the correlations obtained
with a difference of 1 octave in primary frequencies in-
creased forf 2/ f 1 above 1.20@Fig. 8~b!#.

D. DPOAE optimum ratios

1. Lower sideband DPOAEs

The 3f 1-2f 2 optimum ratio increased significantly with
the 2f 1- f 2 ratio (r 50.523,n5165,p,0.0001)@Fig. 9~a!#.
Per frequency analysis showed a significant correlation at
1250 Hz (r 50.64,p,0.01), 1.5 kHz (r 50.49,p,0.04), 3
kHz (r 50.54,p,0.05), and a tendency at 2 kHz and 5 kHz
(p,0.1). A significant correlation was also found between
the 4f 1-3f 2 optimum ratio and the 3f 1-2f 2 (r 50.63, n
591, p,0.0001), with significant correlation at 1.2 kHz
(r 50.77, p,0.01) and 4 kHz (r 50.73, p,0.005). How-
ever, no significant correlations were obtained between
2 f 1- f 2 optimum ratio and 4f 1-3f 2 f 2/ f 1.

If the DPOAEs are of maximum amplitude when they
have the same DPOAE frequency and the samef 2, then the
optimum ratio of 3f 1-2f 2 can be deducted from the opti-
mum ratio of 2f 1- f 2 using

3 f 81-2f 252 f 1- f 2 ~1!

with f 2/ f 1 the optimum ratio of 2f 1- f 2 and f 2/ f 18 the
optimum ratio of 3f 81-2f 2.

By rearranging Eq.~1!, we obtain~with R for optimum
ratio!

R3 f 1-2f 2533R2 f 1- f 2 /~21R2 f 1- f 2!. ~2!

This function is displayed in Fig. 9~b! along with its
linear approximation~obtained for a ratio range from 1.05 to
1.50! and the regression line obtained from real data. The
linear approximation was considered close enough to the real
function as the correlation coefficient was greater than 0.997.

2. Upper sideband DPOAEs

There was a significant correlation between 2f 1- f 2 op-
timum ratio and 2f 2- f 1 optimum ratio (r 50.28, n5163,

TABLE IV. Correlations ~r5correlation coefficient,n5number of point,
p5level of significance with NS for nonsignificant! between maximum
2f 1-f 2 DPOAE amplitude and the maximum upper sideband DPOAE am-
plitudes when the primary frequencies were identical~difference of 0 oc-
tave! and when primary frequencies used to generate upper sideband
DPOAEs were shifted below primary frequencies used to generate 2f 1-f 2

~primary frequencies ranging from 2 to 6 kHz! by
1
2 octave steps.

f 2(2 f 1- f 2) / f 2(upper-side DPOAEs)

2f 1-f 2
vs

2f 2-f 1

2f 1-f 2
vs

3f 2-2f 1

2f 1- f 2
vs

4f 2-3f 1

r 0.34 0.02 0.05
0 octave n 64 32 12

p ,0.006 NS NS
r 0.56 0.52 0.16

2
1
2 octave n 68 38 19

p ,0.0001 ,0.001 NS
r 0.60 0.55 0.46

21 octave n 67 40 24
p ,0.0001 ,0.0005 ,0.03
r 0.31 0.21 0.48

21.5 octave n 67 38 29
p ,0.02 NS ,0.01

FIG. 8. Correlation coefficients obtained between
2f 2- f 1 DPOAE amplitude recorded perf 2/ f 1 ratio,
and 2f 1- f 2 DPOAE maximum amplitude, withf 2 fre-

quency generating the 2f 1- f 2 DPOAE 0,
1
2 and 1 oc-

tave above thef 2 frequency generating the 2f 2- f 1
DPOAE. The DPOAEs have been recorded using anf 1
sweep,f 2 fixed method~a!, and anf 2 sweep,f 1 fixed
method ~b!. Black symbols represent statistically sig-
nificant correlations.
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p50.0003). Per frequency analysis showed a significant cor-
relation at 879 Hz (r 50.56,n518, p,0.02). No significant
correlations were obtained at other frequencies.

There was a highly significant correlation between the
2 f 2- f 1 and the 3f 2-2f 1 optimum ratios@Fig. 9~c!#. Per
frequency analysis showed a significant correlation obtained
at 1257 Hz (r 50.79, n57, p,0.05), at 2000 Hz (r
50.75, n510, p,0.02), at 3000 Hz (r 50.88, n59, p

,0.005), and at 5 kHz (r 50.92,n57, p,0.005).
In the same way as for lower sideband DPOAEs, thef 2/

f 1 ratios for which the 2f 2- f 1 and 3f 2-2f 1 DPOAE fre-
quencies are equal, with the samef 2, can be calculated,
giving Eq. ~3!:

R3 f 2-2f 1523R2 f 2- f 1 /~11R2 f 2- f 1!. ~3!

The data obtained and the function given by the equation
are shown in Fig. 9~b!.

There was no significant correlations between lower
sideband and upper sideband optimum ratios when thef 2
frequencies of the upper sideband DPOAEs were shifted be-
low the f 2 frequencies of the lower sideband DPOAEs.

E. Correlations between different DPOAE component
amplitudes as a function of f 2Õf 1

Correlations between 2f 1- f 2 and 3f 1-2f 2 DPOAE
amplitudes, and correlations between 2f 2- f 1 and 3f 2-2f 1
DPOAE amplitudes, were performed for eachf 2/ f 1 ratio
combination, by 0.02 ratio steps, for thef 2 fixed, f 1 sweep
method, and for thef 1 fixed, f 2 sweep method. The ratio
pairs giving the greatest correlations were the ratio pairs cor-
responding to the two components having the same DPOAE
frequency, i.e., the ratios of 2f 1- f 2 corresponding to the
ratio of 3f 1-2f 2 according to the function defined by Eq.
~2!. The greatest correlations between 2f 1- f 2 and 3f 1-2f 2
DPOAE amplitude are shown in Fig. 10~a! and ~b! as black
dots, and significant correlations as triangles. The regression
line from these data is very close to the theoretical line de-
fined by Eq.~2!. When an f 1 fixed, f 2 sweep method is
chosen, thef 2/ f 1 ratios of 2f 1- f 2 and 3f 1-2f 2 giving the
same DPOAE frequency, with the samef 1 ~and a different
f 2!, are linked by the equation:

R3 f 1-2f 250.510.5R2 f 1- f 2 . ~4!

FIG. 9. Correlations obtained between the optimum ratios of different
DPOAE components~obtained using anf 1 sweep,f 2 fixed method!: lower
sideband DPOAEs@top panels,~a! and ~b!#, and upper sideband DPOAEs
@bottom panels,~c! and ~d!#. Correlation coefficients are specified as ‘‘r,’’
with the corresponding level of statistical significance~p!. In the right panels
~b and d!, the linear regressions obtained from data are repeated~dotted line
specified as ‘‘data’’! and the function for which the DPOAE components are
of equal frequency~with equal f 2, and therefore differentf 1 and f 2/ f 1!
and their linear approximation are specified as solid lines~equations speci-
fied with ‘‘R’’ as f 2/ f 1 ratio!. ~a! and ~b! show correlation between
3f 1-2f 2 and 2f 1- f 2 optimum f 2/ f 1 ratios and~c! and ~d! show correla-
tion between 3f 2-2f 1 and 2f 2-f 1 optimum f 2/ f 1 ratios.

FIG. 10. The 3f 1-2f 2 f 2/ f 1 ratio for
which 3f 1-f 2 DPOAE amplitude cor-
relates significantly with 2f 1-f 2
DPOAE amplitude, as a function of
2f 1- f 2 f 2/ f 1 ratio @~a! and ~b!#. The
3f 2-2f 1 f 2/ f 1 ratio for which
3f 2-2f 1 DPOAE amplitude corre-
lates significantly with 2f 2- f 1
DPOAE amplitude, as a function of
2f 2- f 1 f 2/ f 1 ratio@~c! and~d#. Black
dots represent the greatest~and signifi-
cant! correlations obtained, whereas
white triangles represent the signifi-
cant correlation obtained. The solid
line represents thef 2/ f 1 ratios for
which the two DPOAE frequencies are
equal ~with one primary frequency
fixed!, and the regression line obtained
from the pairs off 2/ f 1 showing the
best correlations is specified as a dot-
ted line. Data were obtained using an
f 2 sweep,f 1 fixed method@~a! and
~c!# and using anf 2 fixed, f 1 sweep
method@~b! and ~d!#.
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Similarly, for upper sideband DPOAEs,

R3 f 2-2f 15~2R2 f 2- f 111!/3. ~5!

For upper sideband DPOAEs, thef 2/ f 1 ratio pairs giv-
ing the greatest correlations tended to be the ratio pairs cor-
responding to the two components having the same DPOAE
frequency @Eqs. ~3! and ~5!#, whether anf 1 sweep@Fig.
10~d!# or an f 2 sweep method@Fig. 10~c!# was chosen.
There was no significant difference in the correlation coeffi-
cients obtained by anf 1 sweep versus anf 2 sweep method,
but correlation coefficients obtained using anf 2 sweep
method tended to be greater.

F. Correlations between DPOAE amplitude and
TBOAE amplitude

1. Maximum DPOAE amplitude

Significant positive correlations were found between
maximum 2f 1- f 2 DPOAE amplitude and TBOAE ampli-
tude for 1.5 kHz (r 50.54, n516, p,0.05), 2 kHz (r
50.58, n517, p,0.05), 3 kHz (r 50.82, n517, p
,0.001) and 4 kHz (r 50.90, n517, p,0.0001). In the
same way, 3f 1-2f 2 DPOAE amplitude increased signifi-
cantly with TBOAE amplitude (r 50.408, n5141, p
,0.0001), as did 4f 1-3f 2 DPOAE amplitude (r 50.356,
n597, p,0.005). Analysis per frequency showed correla-
tions between 3f 1-2f 2 DPOAE amplitude from frequencies
ranging from 1.5 to 6 kHz (p,0.05!, and between 4f 1-3f 2
DPOAE amplitudes for frequencies at 2 kHz and above 3
kHz (p,0.05).

Statistically significant correlations were obtained be-
tween upper sideband DPOAE amplitude and TBOAE am-
plitude with r 50.49, n5132, p,0.0001 for 2f 2- f 1 andr
50.48, n578, p,0.0001 for 3f 2-2f 1. No significant cor-
relation was obtained between 4f 2-3f 1 DPOAE amplitude
and TBOAE amplitude.

Amplitude correlations were performed when the pri-
mary frequencies used to generate DPOAEs were shifted be-

low ~21
2 and 21 octave! and above~1 1

2 and 11 octave!
frequencies used to generate TBOAEs~Table V!. In order to
perform correlations between DPOAEs and the same set of
TBOAE frequencies, whatever the frequency shift between
TBOAE frequencies and primary frequencies, 1.5-, 2- and
3-kHz TBOAE frequencies were selected. Lower sideband
DPOAE amplitude increased highly significantly with
TBOAE amplitude forf 2 frequencies at the same frequency
as TBOAEs, and1

2 octave above, with better correlations
with f 2 1

2 octave above. The correlations between 2f 2- f 1
DPOAE amplitude and TBOAE amplitude were highly sta-
tistically significant (p,0.005) for primary frequencies from
1
2 octave above to 1 octave below TBOAE frequencies. For
2 f 2- f 1 and 3f 2-2f 1, the greatest correlations were ob-
tained when DPOAE primary frequencies were at or1

2 octave
below TBOAE frequencies.

2. DPOAE amplitude per f2 Õf1 ratio and TBOAE
amplitude

For TBOAE frequencies ranging from 750 to 2000 Hz,
correlations were made between TBOAE amplitude and
DPOAE amplitude recorded at different ratios, withf 2 at or
above TBOAE frequencies. The respective frequencies of
TBOAEs and multi-component DPOAEs forf 2 at 2 kHz, for
the f 1 sweep method and thef 2 sweep method, are shown
in Fig. 11.

For both 2f 1- f 2 and 3f 1-2f 2, the greatest correlations
were obtained for a difference of1

2 octave betweenf 2 and
TBOAE frequency, with DPOAE amplitude increasing sig-
nificantly with TBOAE amplitude forf 2/ f 1 ranging from
1.10 to 1.32~for ratios ranging from 1.06 to 1.18 for 3f 1-
2 f 2!. Significant correlations were obtained for a difference
of 1 octave, for ratios ranging from 1.10 to 1.26~1.08 to 1.16
for 3f 1-2f 2!, and for f 2 corresponding to TBOAE frequen-
cies for ratios ranging from 1.06 to 1.34~for 1.06 to 1.20 for
3 f 1-2f 2!. When TBOAE frequencies were 1.5 octave below
f 2 frequencies, significant correlations were obtained be-

TABLE V. Correlations between maximum DPOAE amplitude of different DPOAE components and TBOAE
amplitude, with different frequency shifts between TBOAE center frequency andf 2 frequency. TBOAEs at 1.5,
2 and 3 kHz have been selected, in order to correlate DPOAE amplitude to the same set of data~r5correlation
coefficient,n5number of point,p5level of significance with NS for nonsignificant!.

f 2~DPOAEs!-
f ~TBOAEs!

Lower sideband DPOAEs Upper sideband DPOAEs

2f 1-f 2 3f 1-2f 2 4f 1-3f 2 2f 2-f 1 3f 2-2f 1

r 0.30 0.39 0.22 0.34 0.21
1 octave n 53 52 45 47 22

p ,0.05 ,0.01 NS ,0.05 NS
r 0.71 0.65 0.47 0.61 0.26

1/2 octave n 53 52 42 49 27
p p,0.0001 p,0.0001 ,0.005 ,0.0001 NS
r 0.62 0.55 0.44 0.65 0.44

0 octave n 53 53 37 51 30
p p,0.0001 p,0.0001 p,0.01 ,0.0001 ,0.05
r 0.29 0.28 0.36 0.66 0.43

2
1
2 octave n 53 53 32 41 31

p ,0.05 ,0.05 ,0.05 ,0.0001 ,0.05
r 0.10 0.01 0.24 0.48 0.35

21 octave n 52 53 23 49 28
p NS NS NS ,0.005 ,0.07
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tween 3f 1-2f 2 and TBOAE amplitude for ratios of 1.06,
1.08, 1.12, 1.20 and 1.22, but no significant correlations were
obtained between 2f 1- f 2 and TBOAE amplitude@Fig.
12~a!#.

For 2f 2- f 1, the greatest correlations were obtained for
f 2 corresponding to TBOAE frequencies for ratios ranging
from 1.04 to 1.28@Fig. 12~c!#. There were significant corre-
lations for 1

2 octave difference between TBOAE andf 2 fre-
quencies at a ratio of 1.08, for 1 octave difference at ratios
ranging from 1.12 to 1.25, and for 1.5 octave difference at a
single ratio of 1.10. No significant correlations were obtained
between TBOAE amplitude and 3f 2-2f 1 DPOAE ampli-
tude.

For TBOAE frequencies ranging from 2000 to 6000 Hz,
correlations were made between TBOAE amplitude and

DPOAE amplitude recorded at different ratios, withf 2 at or
below TBOAE frequencies.

For both 2f 1- f 2 and 3f 1-2f 2, the greatest correlations
were obtained when there was no difference betweenf 2 and
TBOAE frequencies, forf 2/ f 1 ratios ranging from 1.04 to
1.16~and 1.10 to 1.14 for 3f 1-2f 2!. Significant correlations
were obtained between 2f 1- f 2 DPOAE amplitude and
TBOAE frequencies1

2 octave abovef 2 frequencies, for ra-
tios ranging from 1.10 to 1.32~at ratios 1.12 and 1.16 for
3 f 1-2f 2!, and correlations were obtained with 1 octave dif-
ference for ratios between 1.10 to 1.18~ratio of 1.06 and
1.08 for 3f 1-2f 2! @Fig. 12~b!#. No correlations were ob-
tained for 1.5 octave difference.

For 2f 2- f 1 @Fig. 12~d!#, the greatest correlations were
obtained for f 2 corresponding to TBOAE frequencies for
ratios ranging from 1.04 to 1.26~for 1.10 ratio for 3f 2-2f 1!,
and for f 2 1

2 octave below TBOAE frequency for ratios rang-
ing from 1.06 to 1.28~1.10 and 1.14 for 3f 2-2f 1!. Signifi-
cant correlations were also found with 1-octave difference,
for ratios from 1.14 to 1.28 and 1.5-octave difference for
ratios ranging from 1.12 to 1.28. The correlation coefficients
obtained between 2f 2- f 1 DPOAE amplitude and TBOAE
amplitude tended to increase whenf 2/ f 1 ratios increased
from 1.04 to 1.22.

The same analysis was performed using anf 1 fixed, f 2
sweep method, and showed similar findings as thef 2 fixed,
f 1 sweep method.

III. DISCUSSION

A. Lower sideband DPOAEs and DPOAE tuning

When lower sideband DPOAEs are recorded as a func-
tion of the primary frequencies separation, withf 2 fixed
~and therefore varyingf 1!, their amplitude reaches a maxi-
mum value at a common DPOAE frequency value~Gaskill
and Brown, 1990; Brownet al., 1992; Brown and Williams,

FIG. 11. Frequencies of multicomponent DPOAEs recorded with anf 2
fixed at 2 kHz, and with a correspondingf 1 fixed, f 2 sweep method~f 1
fixed at 1.6 kHz!. Dotted lines represent center frequencies of TBOAEs with
which correlations between DPOAE amplitude and TBOAE amplitude have
been performed.

FIG. 12. Correlation coefficients ob-
tained between DPOAE amplitude re-
corded perf 2/ f 1 ratio, and TBOAE
amplitude, withf 2 frequency generat-

ing the DPOAEs 0,
1
2 and 1 octave

above the TBOAE center frequency
~TBOAE frequencies ranging from

750 to 2000 Hz! @~a! and~c!# and 0,
1
2

and 1 octave below the TBOAE center
frequency~TBOAE frequencies rang-
ing from 2000 to 6000 Hz! @~b! and
~d!#. Black symbols represent statisti-
cally significant correlations. The
DPOAEs have been recorded using an
f 1 sweep, f 2 fixed method. Upper
panels show correlations obtained be-
tween TBOAE and 2f 1- f 2 DPOAE
amplitude, and lower panels show cor-
relations between TBOAEs and
2f 2- f 1 DPOAE amplitude.
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1993; Allen and Fahey, 1993a, b!. Brown et al. ~1992! and
Allen and Fahey~1993a, b! hypothesized the presence of a
second filter, whose place is linked to thef 2 place, but tuned
to much lower frequency. This ‘‘second filter’’ would be
responsible for this tuning of the lower sideband DPOAE
responses. Brownet al. ~1992! have shown, in humans, that
the 3f 1-2f 2 and 2f 1- f 2 DPOAEs amplitude reached their
maximum for a common DPOAE frequency, which was situ-
ated around1

2 octave belowf 2, for f 2 at 4 kHz. The results
presented here show that this second filter is tuned to differ-
ent frequencies relative tof 2 along the cochlear partition.
The frequency place of the magnitude peak for each of the
lower sideband DPOAEs, relative tof 2 ~in octave! for each
f 2 frequency tested, is shown Fig. 13, along with Brown
et al.’s results obtained at 4 kHz for four subjects~using
2 f 1- f 2 and 3f 1-2f 2 data!, and Allen and Fahey’s results
obtained in a single human ear at six differentf 2 frequen-
cies. Results at 6 kHz show a distortion peak further from the
f 2 peak than at 5 kHz: this is due to the greater optimum
ratio obtained at 6 kHz for all lower sideband DPOAEs than
at 5 kHz, explained by an underestimation of the primary
levels at the eardrum~cf. the companion paper, Moulin,
2000!. Our results, at 4 kHz, show a distortion peak further
from the f 2 place than Brownet al.’s results. This can be
attributed to the lower levels of primaries used by Brown
et al. ~1992! ~55 dB/40 dB vs 65 dB/60 dB in this study!. As
optimum ratios for 2f 1- f 2 tend to decrease as primary lev-
els decrease~Harris et al., 1989; Moulin et al., 1999!, the
distortion peak would be expected to be closer to thef 2
place in Brownet al.’s data, which is the case. The recording
method~f 1 sweep versusf 2 sweep! should have an influ-
ence on the optimum DPOAEf 2/ f 1 ratio: If the second
filter is linked to thef 2 frequency, then the filter moves as
f 2 is swept. When 2f 1- f 2 and 3f 1-2f 2 have the same
DPOAE frequency, with a fixedf 1, then for a givenf 2/ f 1
ratio, f 2 of 3f 1-2f 2 is lower thanf 2 of 2f 1- f 2. The filter
would be at greater frequency for 2f 1- f 2 DPOAE than for
3 f 1-2f 2, hence the maximum DPOAE amplitude for

2 f 1- f 2 would be at greater DPOAE frequency than for
3 f 1-2f 2. Hence, the correspondingf 2/ f 1 ratio for 2f 1- f 2
would be lower than predicted by the formula equating the
2 f 1- f 2 and the 3f 1-2f 2 DPOAE frequencies. The theoret-
ical difference in f 2/ f 1 ratios due to the difference inf 2
frequencies can be calculated usingf 2/f 1opt(2f 1- f 2) 51.238
20.083log~f 2!, but ranges from 0.001 62 for a ratio of 1.10
to 0.006 334 for a ratio of 1.50, which is too small~lower
than the smallest step off 2/ f 1 change in our protocols! to
be observed in the relations between optimum ratios of
2 f 1- f 2 and 3f 1-2f 2 for the f 2 fixed versus thef 1 fixed
methods.

Interrelations between the amplitudes of different lower
sideband DPOAEs seem to be more robust than the relation
between optimum ratios of the same lower sideband
DPOAEs. On average data across 18 subjects, the optimum
DPOAE-grams obtained for the three lower sideband
DPOAEs showed a very similar pattern across frequencies,
whereas the functions describing optimumf 2/ f 1 ratios as a
function of frequency showed more differences between the
2 f 1- f 2 DPOAE and the 3f 1-2f 2 DPOAE. Furthermore,
when DPOAE amplitude correlations between different
lower sideband DPOAEs are considered perf 2/ f 1 ratio ~by
0.02 f 2/ f 1 steps!, the pairs of 2f 1- f 2 and 3f 1-2f 2 ratios
where the strongest correlations are obtained vary according
to a function very close to the theoretical function obtained
when equating 2f 1- f 2 DPOAE and 3f 1-2f 2 DPOAE fre-
quencies, for a fixedf 2 @Eq. ~2!# ~f 1 sweep method! and for
a fixed f 1 @Eq. ~4!# ~f 2 sweep method!. According to the
second filter hypothesis, DPOAE amplitude tuning would be
due to a second filter tuned at a frequency half an octave
below the f 2 frequency. Therefore, each lower sideband
DPOAE would peak at the same distortion frequency, pro-
vided they have the samef 2 frequency, and, therefore, the
relation between 3f 1-2f 2 and 2f 1- f 2 optimum ratios
should follow Eq.~2! ~Fig. 9!. This is not the case. Accord-
ing to our results, the different lower sideband DPOAE am-
plitude ratio functions peak at slightly different frequencies,
for a fixed f 2: 3f 1-2f 2 peaks at a greater ratio, and there-
fore at a lower DPOAE frequency than 2f 1- f 2 DPOAE,
when 2f 1- f 2 DPOAE f 2/ f 1 is below 1.22. Similar results
are obtained between 4f 1-3f 2 DPOAE and 2f 1- f 2
DPOAE optimum ratios: the 4f 1-3f 2 distortion magnitude
peak is at greaterf 2/ f 1 than expected, i.e., at a lower fre-
quency than 2f 1- f 2. When compared to the 3f 1-2f 2
DPOAE, 4f 1-3f 2 DPOAE peaks at a lower frequency. The
DPOAE amplitude peak is shifted towards low frequencies
as the order of the lower sideband DPOAE increases. Such
low-frequency shift of the place of the distortion peak with
different lower sideband DPOAEs can be seen in one subject
in Brown et al. ~1992! @Fig. 3~d!#, where the 3f 1-2f 2
DPOAE amplitude shows a downwards frequency shiftre
2 f 1- f 2 DPOAE amplitude peak, for a fixedf 2 of 4 kHz. A
similar downwards frequency shift of 3f 1-2f 2 relative to
2 f 1- f 2 DPOAE frequency is shown, for another human sub-
ject, at 4 kHz, by Brown and Williams~1993! @Fig. 1~b!#.
Although, admittedly, this difference in the distortion peak
frequency~for a fixed f 2, and for different lower sideband
DPOAEs! is small, it is not in favor of the hypothesis of a

FIG. 13. Maximum DPOAE amplitude peak frequency, relative tof 2 ~in
octaves!, as a function off 2 frequency, obtained from 2f 1-f 2 amplitude
ratio functions~black circles! fitted with a third degree polynomial~2f 1-f 2
fitted data, white circles! and from 3f 1-2f 2 DPOAE amplitude ratio func-
tions ~black squares!. Data obtained by Brownet al. ~1992! are specified as
diamonds and triangles, and the function obtained by Allen and Fahey
~1993a! on a human ear is specified as a solid line.
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second filter tuned at a fixed frequency relative tof 2. Once
generated, according to the second filter hypothesis, the
DPOAE amplitude response is filtered, but such a filter
would have to be tuned to slightly different frequencies for
each lower sideband DPOAE, for a fixedf 2. This cannot be
conceived without involving thef 1 frequency, as it is the
only different parameter between the 2f 1- f 2 and 3f 1-2f 2
recorded at the same DPOAE frequency and the samef 2
frequency. Recently, Martin~1999! suggested the possible
involvement of the second harmonic off 1, interacting with
f 2 to produce a 2f 1- f 2 that then would influence the origi-
nal DPOAE amplitude. Suppression of the DPOAE compo-
nents by the primary frequencies is one of the contributing
factor of the DPOAE amplitude tuning~Kanis and de Boer,
1997!. It is likely that the amount of such a suppression
varies according to the separation off 2 and f 1, and there-
fore would be different for 2f 1- f 2 and 3f 1-2f 2 recorded at
the same DPOAE frequency~with f 2 fixed!. Kanis and de-
Boer ~1997! showed that DPOAE amplitude tuning can be
achieved without the need for a second filter, and explained
this tuning by saturation of the active process within the
cochlea. Furthermore, their model showed a downwards fre-
quency shift of the distortion peak with increasing order of
the lower sideband DPOAE components. The results pre-
sented here do not agree with the second filter hypothesis
tuned to a fixed frequency relative tof 2 frequency, and are
more in agreement with the Kanis and de Boer hypothesis, as
suggested, as well by the influence of SOAEs on DPOAE
amplitude. The significantly greater TBOAE and DPOAE
amplitudes observed in subjects presenting SOAEs, at fre-
quencies above 3 kHz, can be explained by the fact that
seven out of eight subjects presenting SOAEs had SOAE
frequencies above 3.5 kHz. It is well known that evoked
OAE amplitudes are greater in subjects presenting SOAEs
~Lonsbury-Martinet al., 1990; Moulinet al., 1993; Abdala,
1996; Ozturan and Oysu, 1999!. However, data about the
influence of SOAEs on DPOAE amplitude ratio function are
meager. Results presented here show that the difference be-
tween DPOAE amplitude recorded in subjects presenting
SOAEs and subjects presenting no SOAEs is greater for low
f 2/ f 1 ratios for 2f 1- f 2, for ratios close to the optimum
ratio for 3f 1-2f 2, and for ratios lower than the optimum
f 2/ f 1 for 4f 1-3f 2. Moreover, the 2f 1- f 2 DPOAE opti-
mum ratio tends to shift towards low ratios in subjects show-
ing SOAEs. If SOAE1 subjects had a greater traveling wave
amplitude, for the same stimulus level, than SOAE2 subject,
then a greater optimumf 2/ f 1 in SOAE1 subjects would be
expected, with greater DPOAE amplitude atf 2/ f 1 greater
than the optimum ratio. This is not the case, suggesting that
the greater DPOAE amplitude in SOAE1 subjects is of dif-
ferent origin than the increase of DPOAE amplitude due to
an increase of stimulus intensity, i.e., an increase of traveling
wave amplitude. SOAE presence is associated with high-
amplitude DPOAE components, which is likely to favor mul-
tiple interactions between several waves originating from the
locations of the primaries of the multiple DPOAE compo-
nents, and of the SOAE frequencies, modifying the suppres-
sion of the DPOAE components by the primaries asf 2/ f 1
decreases from the optimum ratio to lower ratio.

B. Lower sideband DPOAEs and generation sites

Most of the available literature about DPOAEs suggests
that lower sideband DPOAEs are generated at thef 2 place.
However, new evidence suggests that, in some cases@i.e., at
low f 2/ f 1 ratios according to Kemp and Knight~1999!; in
some ears according to Gaskill and Brown~1996!; and at
low to moderate primaries levels according to Brownet al.
~1996!#, the DPOAE recorded in the outer ear canal can be
the product of a DPOAE coming from thef 2 place and a
more delayed DPOAE coming from its own frequency place.
Although our use of optimum ratios and primaries levels of
65 dB would not favor this hypothesis, correlations between
TBOAE amplitude and lower sideband DPOAE amplitude is
greater for TBOAE frequencies12 octave below thef 2 fre-
quency. Figure 11 explains the relative frequencies of
TBOAEs and DPOAEs tested on a logarithmic scale: The
TBOAE frequencies1

2 octave, even 1 octave, belowf 2 still
correspond to DPOAE frequencies andf 1 frequency. The
greatest correlations between fixed ratio DPOAE amplitude
and TBOAE amplitude are obtained for low ratios, i.e., for
high DPOAE frequencies, whether the TBOAE frequency is
centered on thef 2 frequency or12 octave below. The greater
correlation between TBOAE and DPOAE amplitude for
1
2-octave difference persists for allf 2/ f 1, suggesting that
there is no significant frequency shift in DPOAE generation
with f 1 sweep. Indeed, if the DPOAE site of generation was
moving as DPOAE frequency decreases, then correlations
between DPOAE amplitude and TBOAE amplitude recorded
1
2 and 1 octave belowf 2 would increase, and high-order
sideband DPOAEs would show correlations for lower
TBOAEs frequencies. As this is not the case, the DPOAE
site of generation does not seem to move with decreasingf 1,
but DPOAEs recorded at a givenf 2 seem to reflect cochlear
status at the frequencies at and below thef 2 frequency.
When anf 2 sweep method is used, similar correlations be-
tween DPOAE and TBOAE amplitudes are obtained, sug-
gesting that DPOAE amplitude does not depend strongly on
the precisef 2 place. This agrees with the strong correlations
between the maximum amplitude of each lower sideband
DPOAE, obtained by varyingf 2/ f 1 with f 2 sweep, which
are not different from the correlations obtained with anf 1
sweep method. With thef 2 sweep method, when the differ-
ent lower sideband DPOAEs have the same DPOAE fre-
quency, with a fixedf 1, f 2 is different~for instance, forf 2/
f 1 at 1.20,f 2 is equal to 4531 for 4f 1-3f 2, 4673 Hz for
3 f 1-2f 2 and 5098 Hz for 2f 1- f 2!. If the f 2 frequency
place had an important role in the DPOAE amplitude re-
corded in the outer ear canal, weaker correlations between
maximum multi-component DPOAE amplitudes would be
expected when using anf 2 sweep method. If anything, the
correlations obtained with anf 2 sweep method tend to be
greater than correlations obtained using anf 1 sweep method.
Similarly, amplitude correlations between different lower
sideband DPOAEs for eachf 2/ f 1 tended to be greater for
the f 2 sweep method. This argues for a less important role of
the precisef 2 place in lower sideband DPOAE amplitude
than previously thought. The small variations of DPOAE
amplitude seem to be more linked to thef 2/ f 1 ratio ~and to
the multiple interactions between different DPOAE compo-
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nents! than to the precisef 2 frequency place. This agrees
with Heitmannet al.’s findings ~1998!, who found that the
2 f 1- f 2 DPOAE amplitude microstructure can be suppressed
by adding a tone close to the 2f 1- f 2 DPOAE frequency,
suggesting that the amplitude microstructure is not linked to
cochlear status at thef 2 place, but to interferences between
two components coming from two different generation sites.
Lower sideband DPOAEs are tuned slightly differently from
one another, with a low-frequency shift for 3f 1-2f 2 and
4 f 1-3f 2 magnitude peaks relative to the 2f 1- f 2 peak. Fur-
thermore, the DPOAE tuning varies withf 2 frequency, and
its center frequency is at a lower frequency place relative to
f 2 at low frequencies than at high frequencies. Subjects pre-
senting SOAEs have greater lower sideband DPOAE ampli-
tude at lowf 2/ f 1 ratio and a smaller optimumf 2/ f 1. Simi-
larities between anf 1 sweep,f 2 fixed method and anf 2
sweep, f 1 fixed method in correlations obtained between
amplitudes of the different lower sideband DPOAEs suggest
that DPOAE amplitude is not strongly dependent on the pre-
cise place of the f 2 frequency. Correlations between
TBOAEs and DPOAEs suggest that lower sideband
DPOAEs reflect cochlear status at frequencies aroundf 2 and
at lower frequencies.

C. Upper sideband DPOAEs

Upper sideband DPOAEs have been neglected in hu-
mans comparatively to lower sideband DPOAEs. Indeed,
they are of smaller amplitude than the 2f 1- f 2 DPOAE, es-
pecially when the primary levels are set to favor the record-
ing of 2f 1- f 2 by lowering the level of L2 relative to L1.
Furthermore, most studies use anf 2/ f 1 ratio around 1.20,
which is optimum for 2f 1- f 2 recording for most stimulus
parameters, but is too high for good 2f 2- f 1 recordings. The
results presented here show a decrease of the presence of
upper sideband DPOAEs as a function off 2/ f 1, which
agrees with Erminyet al.’s results~1998!, which showed a
lower 2f 2- f 1 DPOAE presence for anf 2/ f 1 at 1.20 than at
1.12. Two major differences with lower sideband DPOAEs
can be seen: First, the decrease of the upper sideband with
increasingf 2/ f 1 ratio is shallower than that of lower side-
band DPOAEs, but it occurs from a smaller ratio than lower
sideband DPOAEs. The shallower decrease with increasing
f 2/ f 1 is the same whether thef 2/ f 1 ratio has been modified
using an f 2 fixed, f 1 sweep method, or anf 1 fixed, f 2
sweep method. Hence, it is linked to thef 2/ f 1 ratio rather to
the DPOAE frequency itself, as the step change in 2f 2- f 1
DPOAE frequency withf 2/ f 1 ratio is doubled in thef 2
sweep method versus thef 1 sweep method. Second, upper
sideband DPOAE presence is frequency dependent. Even for
small f 2/ f 1, presence of higher-order upper sideband
DPOAEs~3 f 2-2f 1 and 4f 2-3f 1! is very low (,50%), and
is down to 0% for af 2/ f 1 of 1.20, which could explain why
data available in humans are so meager. The second major
difference with lower sideband DPOAEs is the strong fre-

quency dependence of upper sideband DPOAE presence. Re-
sults presented here show a decrease of DPOAE presence as
f 2 frequency increases for 2f 2- f 1 and 3f 2-2f 1, whereas
the decrease of the corresponding lower sideband DPOAE,
3 f 1-2f 2, with increasing ratio has the same pattern what-
ever thef 2 frequency.

The influence of primary frequency separation on upper
sideband DPOAE amplitude is different from the tuning of
lower sideband DPOAEs. The average data presented forf 2
at 3000 Hz~Fig. 3! suggests that there is a steady decrease of
upper sideband DPOAE amplitude with increasingf 2/ f 1 ra-
tios. However, this is not universally true, especially at low
frequencies, where 2f 2- f 1 DPOAE amplitude increases as
f 2/ f 1 increases up to a ratio of 1.20, and then decreases.
Individual data at 4 kHz~Fig. 5! show the same kind of
tuning of 2f 2- f 1 DPOAE amplitude versus ratio functions,
as for lower sideband DPOAEs, for two subjects presenting
high-frequency SOAEs. The optimum ratios eliciting the
greatest 2f 2- f 1 and 3f 2-2f 1 DPOAE amplitudes for a
fixed f 2 frequency decrease as frequency increases, and this
decrease is sharper for upper sideband DPOAEs than lower
sideband DPOAEs. This could explain the much lower
2 f 2- f 1 DPOAE amplitude than 2f 1- f 2 DPOAE amplitude
obtained at high frequencies by Martinet al. ~1998!, using a
fixed ratio of 1.21 and 75 dB SPL equilevel primaries. From
our data set, a ratio of 1.21 is optimum only forf 2 frequen-
cies below 1 kHz. The optimum ratio is below 1.16 for fre-
quencies above 1.2 kHz. Admittedly, if the optimum ratio of
2 f 2- f 1 DPOAE behaves the same way as optimum ratio of
2 f 1- f 2, it increases with primary levels~Harriset al., 1989;
Moulin et al., 1999!, so that the optimum ratios for Martin
et al.’s data are very probably greater than the optimum ra-
tios described here for 65 dB/60 dB primary levels, espe-
cially since we used a lowerf 2 level which does not help
2 f 2- f 1 recordings. However, even with this taken into ac-
count, the strong dependency of the 2f 2- f 1 optimum ratio
on primary frequencies makes anf 2/ f 1 ratio of 1.21 far too
high for 2f 2- f 1 recordings at high frequencies, and can ex-
plain the amplitude difference between the 2f 1- f 2 and
2 f 2- f 1 DPOAE-grams observed by Martinet al. ~1998!,
and the decrease of 2f 2- f 1 amplitude with frequency ob-
served by Moulinet al. ~1993! with equilevel primaries and
a fixed ratio of 1.17. Nelsonet al. ~1999! observed a better
signal-to-noise ratio for 2f 2- f 1 than for 2f 1- f 2 at low fre-
quencies, and attributed this to the lower noise floor ob-
served for 2f 2- f 1 compared to 2f 1- f 2. This is true, how-
ever, at low frequencies; 2f 2- f 1 optimum ratios are similar
to 2f 1- f 2 DPOAE optimum ratios, therefore 2f 2- f 1 and
2 f 1- f 2 are likely to be of similar amplitude at low frequen-
cies at a 1.20f 2/ f 1 ratio, whereas at higher frequencies, the
optimum ratio of 2f 2- f 1 being very small compared to
2 f 1- f 2 optimum ratio, 2f 2- f 1 DPOAE amplitude decreases
greatly with frequency in a classic fixed ratio recorded
method such as the DPOAE-gram. Lastly, the upper side-
band DPOAE ‘‘optimum’’ DPOAE-grams do not show a
steady decrease in amplitude with increasingf 2 frequencies.

As seen above, lower sideband DPOAE-grams show a
similar pattern whatever order the DPOAE components are.
Similar findings are obtained for upper sideband DPOAEs:
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the 2f 2- f 1 and 3f 2-2f 1 DPOAE-grams show the same pat-
tern with frequency. However, this pattern is quite different
from the lower sideband DPOAEs when the same primary
frequencies are considered, but similarities can be seen if the
primary frequencies of upper sideband DPOAEs are shifted
to the right, i.e., towards high frequencies, by about1

2 octave.
Moreover, differences in DPOAE amplitude due to SOAE
presence are obtained for lowerf 2 frequencies~from 2 kHz
for 2f 2- f 1 and 3f 2-2f 1 DPOAEs! than lower sideband
DPOAEs~significant differences obtained from 3 kHz with
2 f 1- f 2 and 5 kHz for 3f 1-2f 2 DPOAE!. This bring argu-
ments in favor of a different site of DPOAE generation for
upper sideband DPOAEs, situated at greater frequencies than
f 2. Furthermore, 2f 2- f 1 DPOAE amplitude is better corre-
lated with 2f 1- f 2 DPOAE amplitude when the 2f 2- f 1 pri-
mary frequencies are12 to 3

4 octave below thef 2 frequency
generating the 2f 1- f 2 DPOAE, which gives a ratio of fre-
quencies between 1.5 and 1.7 between the two sets of prima-
ries, which agrees with the ratio of 1.6 obtained by Martin
et al. ~1998!. Admittedly, these correlations show a spread of
results, with significant correlations obtained with primaries
shifted from 1

4 to 25
4 octaves forf 2 at 5 kHz. This could be

attributed to the fact that the maximum DPOAE amplitude
has been recorded over a large ratio range at 65 dB SPL
primary levels, and would thus reflect cochlear properties
over a substantial frequency range. Similarly, when the
maximum DPOAE amplitude was correlated to TBOAE am-
plitude, the greatest correlation between upper sideband
DPOAE and TBOAE amplitude were obtained when
TBOAE center frequency was 0 to12 octave above thef 2
frequency used to generate upper sideband DPOAEs,
whereas correlations between lower sideband DPOAEs and
TBOAEs were greater for TBOAE frequencies at or lower
than the f 2 frequencies used to generate lower sideband
DPOAEs ~Fig. 12!. This strongly suggests a difference in
generation site, with upper sideband DPOAEs generated
more basally than lower sideband DPOAEs. However, sev-
eral questions arise: it is accepted that the different lower
sideband DPOAEs are generated at a common place, namely
the f 2 place. Do the upper sideband DPOAE show the same
pattern? The similarities between the optimum DPOAE-
grams obtained between the 2f 2- f 1 and the 3f 2-2f 1
DPOAEs argue in favor of a common generation site for
upper sideband DPOAEs. However, correlations between the
optimum amplitude for each upper sideband DPOAEs, with
a commonf 2, are much weaker than the same correlation
obtained for lower sideband DPOAEs~Table II!. If the
2 f 2- f 1 DPOAE is generated close to its frequency, its gen-
eration site is likely to be modified with thef 2/ f 1 ratio, as
its frequency moves. In addition, the generation site of
higher-order upper sideband DPOAE would be basal to the
2 f 2- f 1 DPOAE generation site. The correlation of maxi-
mum DPOAE amplitude between lower sideband DPOAEs
and upper sideband DPOAEs showed stronger correlation
when the primaries generating 2f 2- f 1 and 3f 2-2f 1
DPOAEs were 1

2 to 1 octave below primaries generating
2 f 1- f 2 DPOAEs, which gives a ratio between 1.5 and 2
between the two sets of primaries. The correlation between
4 f 2-3f 1 and 2f 1- f 2 were greater for a difference of 1 to

1.5 octave between the two sets of primaries, and were not
significant for only 1

2-octave difference, suggesting that the
place of generation of the 4f 2-3f 1 is more basal than the
other upper sideband DPOAEs’ place of generation. How-
ever, this could be explained by the fact that for 2f 2- f 1 and
3 f 2-2f 1, the maximum DPOAE amplitude over the ratio
range was obtained, whereas the optimumf 2/ f 1 ratio for the
4 f 2-3f 1 is so small that it is likely to have been overesti-
mated by our calculation procedure. The maximum DPOAE
amplitude of the 4f 2-3f 1 would be then recorded at a
higher frequency than for other upper sideband DPOAEs,
which would explain a better correlation with very low pri-
mary frequencies, whereas 2f 2- f 1 and 3f 1-2f 2 both show
a similar behavior. Correlations between different upper
sideband DPOAEs when the primary frequencies generating
the 4f 2-3f 1 were shifted towards lower frequencies than the
primaries eliciting the 2f 2- f 1 response showed significant
correlations between maximum DPOAE amplitude of the
different upper sideband DPOAEs only when the primaries
were identical. This would argue for a common site of upper
sideband generation. However, these correlations have been
obtained using the maximum DPOAE amplitude obtained
over the same ratio range, which could involve different sites
of generation for different orders of DPOAEs. One way to
solve this problem is to study correlations between 2f 1- f 2
maximum DPOAE amplitude~and TBOAE amplitude! and
upper sideband DPOAE at different ratios. Results showed a
better correlation between 2f 1- f 2 maximum amplitude re-
corded at lower primaries and 2f 2- f 1 DPOAE amplitude
recorded perf 2/ f 1 ratio, when upper sideband DPOAEs are
recorded at greaterf 2/ f 1 ratio, i.e., at greater DPOAE fre-
quencies. This is more pronounced when anf 2 sweep
method is used, with which the upper sideband DPOAE fre-
quencies increase more rapidly with thef 2/ f 1 ratio. Further-
more, correlations between TBOAE amplitude and 2f 2- f 1
DPOAEs increase as the ratio increases, i.e., as the 2f 2- f 1
DPOAE frequency becomes higher, for differences of1

2 and
1 octave between TBOAE frequency andf 2 frequency. This
agrees with a site of DPOAE generation dependent upon the
DPOAE frequency itself. Correlation between the different
upper sideband DPOAEs amplitude should be greater when
the different upper sideband frequencies are at the same fre-
quency. Mathematical equations have been derived to see for
which f 2/ f 1 ratio pairs the 2f 2- f 1 and 3f 2-2f 1 were of
equal frequencies~for a fixed primary frequency! @Eqs. ~3!
and~5!#. The pairs off 2/ f 1 ratios showing the best correla-
tions between 2f 2- f 1 and 3f 2-2f 1 DPOAE amplitudes fol-
low Eqs. ~3! and ~5!. However, as the amplitude perf 2/ f 1
has been considered only forf 2/ f 1 differing by 0.02 steps, a
small variation from the function described by Eqs.~3! and
~5! cannot be seen in our data set.
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Mechanical responses in the basal turn of the guinea-pig cochlea are measured with low-level
broad-band noise as the acoustical stimulus@for details see de Boer and Nuttall, J. Acoust. Soc. Am.
101, 3583–3592 ~1997!#. Results are interpreted within the framework of a classical
three-dimensional model of the cochlea that belongs to a very wide class of nonlinear models. The
use of linear-systems analysis for this class of nonlinear models has been justified earlier@de Boer,
Audit. Neurosci.3, 377–388~1997!#. The data are subjected to inverse analysis with the aim to
recover the ‘‘effective basilar-membrane impedance.’’ This is a parameter function that, when
inserted into the model, produces a model response, the ‘‘resynthesized’’ response, that is similar to
the measured response. With present-day solution methods, resynthesis leads back to an almost
perfect replica of the original response in the spatial domain. It is demonstrated in this paper that this
also applies to the response in the frequency domain and in the time domain. This paper further
reports details with regard to geometrical properties of the model employed. Two three-dimensional
models are studied; one has its dimensions close to that of the real cochlea, the other is a stylized
model which has homogeneous geometry over its length. In spite of the geometric differences the
recovered impedance functions are very similar. An impedance function computed for one model
can be used in resynthesis of the response in the other one, and this leads to global amplitude
deviations between original and resynthesized response functions not exceeding 8 dB. Discrepancies
are much larger~particularly in the phase! when a two-dimensional model is compared with a
three-dimensional model. It is concluded that a stylized three-dimensional model with homogeneous
geometric parameters will give sufficient information in further work on unraveling cochlear
function via inverse analysis. In all cases of a sensitive cochlea stimulated by a signal with a
stimulus level of 50 dB SPL per octave or less, the resulting basilar-membrane impedance is found
to be locally active, that is, the impedance function shows a region where the basilar membrane is
able to amplify acoustic power or to reduce dissipation of power by the organ of Corti. Finally, the
influence of deliberate errors added to the data is discussed in order to judge the accuracy of the
results. © 2000 Acoustical Society of America.@S0001-4966~00!02703-X#

PACS numbers: 43.64.Kc, 43.64.Bt@RDF#

INTRODUCTION

In the first paper of the present series~de Boer and Nut-
tall, 1997b-GLIDE! we presented experimental data on the
response of the basilar membrane~BM! to click and noise
stimuli. We now turn to the theoretical side. Quantitative
interpretation of experimental data on the response of the
cochlea is only possible within a well-definedframe of ref-
erence. In our case the proper frame of reference isa model
of the mechanics of the cochlea, i.e., a conceptional construc-
tion describing how different mechanical parts of the cochlea
interact and cooperate to achieve that organ’s remarkable
performance. For the work presented in this paper a model of
the cochlea is utilized in which acoustic waves propagate

through fluid channels in close interaction with the mechan-
ics of the BM and its associated structures. The model is
briefly described in the Appendix. It is assumed that on its
way the wave may be amplified in power by a specific
frequency- and place-dependent mechanism@proposed by
Kim et al. ~1980!, theoretically founded by de Boer, 1983,
and coined as the ‘‘cochlear amplifier’’ by Davis~1983!#.
The region where amplification occurs, the region of ‘‘activ-
ity,’’ is spatially limited and such a model is called ‘‘locally
active’’ ~de Boer, 1993, 1996!.

Furthermore, it is assumed that the elements of this
mechanism of the model arenonlinear, and that they are the
only nonlinear elements of the model. The Appendix de-
scribes not only the model we used but also the class of
nonlinear models to which it belongs~which encompasses
almost all of the models published to date! and indicates
under which conditionslinear-systems theorycan be applied

a!Electronic mail: e.deboer@amc.uva.nl
b!Electronic mail: nuttall@ohsu.edu
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to a model of this class. The present paper will treat data
obtained at low stimulus levels where nonlinear effects are
small enough to be neglected. We will use three-dimensional
models which support all types of waves, long, intermediate
and short waves. In addition, we will briefly study a two-
dimensional model. All models will be linear.

We performed physiological–mechanical experiments
on the response of the BM using wide bands of flat-spectrum
random noise as stimulus signals. The responses have been
converted into input–output cross-correlation functions
~ccfs!. This technique is a prerequisite for interpretation of
the data in terms of linear-systems theory~see the Appen-
dix!. A central place in our work is occupied by the inverse-
solution method that has been described in three earlier pa-
pers, de Boer~1995a,b!, de Boer and Nuttall~1999!,
henceforth to be called INV-1, INV-2, and INV-3, respec-
tively. In the inverse procedure the measured response in the
frequency domain for a fixed locationx is first converted into
a hypothetical response in thex domain for a fixed fre-
quency. The inverse procedure yields the ‘‘effective BM im-
pedance’’ZBM(x,v) of the model, where the independent
variablex is the longitudinal coordinate of the model and the
parameterv is the radian frequency. The variablesx andv
are assumed to ‘‘scale,’’ i.e., one can be traded for the other
using the assumed cochlear map. Furthermore, we computed
~‘‘resynthesized’’! the response of a model which uses the
BM impedance functionZBM(x,v), recovered by inverse
analysis, as its BM impedance function.

The inverse-solution method will be applied to various
types of models, to be described in Sec. I B. The nature of
the results remains the same, only details differ. The most
severe test of the integrity of the entire chain of procedures,
starting with the spectral response, going via inverse analysis
to resynthesis of the spatial response and ending with the
response in the frequency domain, is performed by comput-
ing the impulse response of the model, and comparing it with
the impulse response in the data. The deviations are found to
remain within reasonable boundaries, in particular, all the
dominant features of the impulse response are preserved. In
the first paper of the present series of papers~de Boer and
Nuttall, 1997b-GLIDE!—which we will refer to as ‘‘Part
I’’—we reported on a typical frequency modulation in the
impulse response of the BM, the ‘‘glide.’’ The resynthesized
impulse response is found to include a good representation of
the glide. That means that a cochlear model with the function
ZBM(x,v)—as recovered by inverse analysis—is capable of
simulating the glide. We reported earlier~Part I! that not all
current models of the cochlea are able to do that.

I. METHOD AND RESULTS I—FROM THE DATA TO A
MODEL

A. Data

We have collected data on movements of the basilar
membrane~BM! in the basal turn of the guinea-pig cochlea
with a laser velocimeter~cf. Nuttall et al., 1990; Nuttall and
Dolan, 1996!. The measurement and data processing tech-
niques used in the present work have been described in Part
I. For the experiments described here1 bands of flat-spectrum

pseudo-random noisewere used as acoustical stimuli.
‘‘Stimulus level’’ is defined as the SPL of one octave of the
stimulus signal around the best frequency~BF!. We mea-
sured the velocity of the BM at a location tuned to a fre-
quency between 16 and 18 kHz as a function of time and
computed input–output cross-correlation functions~ccf’s!.
The accuracy of the spectrum of a ccf usually is sufficient
only over a narrow range of frequencies around the BF. In
order to obtain a useful ccf spectrum over a wider frequency
range, we constructedcomposite ccf spectraby combining
ccf spectra obtained with flat-spectrum stimuli of different
bandwidths, center frequencies and intensities in the same
animal ~see INV-3 for details!. The composite ccf spectrum
should be interpreted as if it had been possible to measure
the ccf spectrum in one experiment with constant stimulus
power density over the entire frequency range from below 1
kHz to over 25 kHz. The composite ccf spectrum is mea-
sured and processed in such a way that it representsthe ratio
of BM-to-stapes velocity. For the description of the modest
amount of smoothing applied to the composite spectrum we
refer to INV-3, Appendix B. The corresponding ccf wave-
form is obtained from the composite ccf spectrum via~in-
verse! Fourier transformation. When the stimulus level is so
low that the cochlea is operating like a linear system, we
may consider the ccf waveform as an estimate of the impulse
response.

B. Models

The underlying model is a member of the class of mod-
els described in the Appendix. In this paper we will assume
that a linear model is sufficient. For higher stimulus levels a
nonlinear model would be needed. However, for a nonlinear
model, the composite ccf spectrum can still be interpreted as
the input–output ccf spectrum of alinear model, namely, the
‘‘comparison model’’ as described in the Appendix. The cor-
responding ccf waveform then becomes the impulse response
of the comparison model.

The model to be used isthree-dimensionaland supports
long, intermediate as well as short waves. We will consider
two versions of this model. In one, model ‘‘3dm,’’ the cross
sections of the channels and the width of the BM all vary
with x ~the longitudinal coordinate!, and we will refer to this
model as the ‘‘realistic’’ model. Figure 1 shows the BM
width bBM(x) and the channel cross-sectional areas as func-
tions of the longitudinal coordinatex. We adopted the data
for this figure from the paper by Mammano and Nobili
~1993! who used data published by Ferna´ndez ~1952!. For
our purpose~all relevant frequencies are above 5 kHz! it will
be sufficient to include only the most basal part. Therefore,
the model will have a length of 6 mm@L56 ~mm!#. In Fig.
1 the corresponding segments of the curves are shown by
solid lines. The remaining part of the length~curves drawn
by dashed lines! is not included in our model. In the second
version of the model, to be denoted by ‘‘3ds,’’ the cross
sections of the two channels are the same and constant over
the lengthL of the model. Likewise, the width of the BM
~which is the movable part of the partition between the two
channels! is constant, it is« times the widthb of the model.
To conform with earlier work~INV-1 to INV-3! we madeb
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equal to 1~mm! and « equal to 0.2. The heighth of each
channel is also 1~mm!. The dimensions differ considerably
between the two models, particularly in the basal region, but
we will see further on what the effect of this discrepancy is.
We will call this model the ‘‘stylized’’ model. In addition to
three-dimensional models we will consider a two-
dimensional model, to be labeled ‘‘2d.’’ This model has the
same outer dimensions as the ‘‘stylized’’ three-dimensional
model but the BM is assumed to moveuniformly over the
entire widthb of the model. A few words about units. We
will use mm~millimeter! as the unit for length and g~gram!
as the unit of mass. As a result the density of water is 1023

~not 1 as in the cgs system!.
Before the inverse solution can be applied, it is neces-

sary to transform the response, measured at one location as a
function of frequency~f!, to the response at one frequency
~e.g., the best frequency, BF! as a function oflocation ~x!.
We assume that frequency and place ‘‘scale’’ in the sense
described by~among others! Zweig ~1976! and Zweiget al.
~1976!. In particular, the~radian! frequencyv(x) (2p f )
corresponding to locationx is

v~x!5vmaxexp~2 1
2ax!, ~1!

wherevmax is the radian frequency corresponding to the lo-
cation of the stapes (x50) and a is a constant. Scaling
implies that the BM impedance functionZBM(x,v) has the
corresponding property in its dependence onx and v. It is
found as the impedance for one frequency, as a function ofx,

but it can be transformed to a function ofv for a given value
of x. We use the following parameters:

a50.5~mm21!, vmax52p45~kHz!, L56 ~mm!, N5700.

~2!

The value ofa is ‘‘borrowed’’ from Greenwood~1961!, and
that ofvmax is extrapolated from Cooper and Rhode’s~1992!
findings~their Fig. 10, corrected for a shift of 1.7 mm!.2 The
mapping is assumed to be the same in all models that we will
consider. The parameterN is the number of sections in which
the lengthL is divided.

The model equation has been solved with the full-matrix
technique described in INV-3, which is based on papers by
Allen ~1977! and by Mammano and Nobili~1993!. This
technique was chosen because an alternative, faster and more
economical technique~de Boer, 1998! could only be used for
model ‘‘3ds.’’ In the inverse solution the boundary condition
at the stapes side is formulated in terms of the ‘‘virtual stapes
velocity’’ which is defined as the stapes velocity for which
the volume of fluid in one channel of the model is conserved
~INV-3!. This definition can be used for model ‘‘3ds.’’ For
model ‘‘3dm’’ we have to reinterpret the virtual stapes ve-
locity because the BM widthbBM(x) varies withx. In our
formulations the BM velocityvBM(x,v) is defined as the
point velocityof the center of the BM. For model ‘‘3dm’’
the virtual stapes velocity must then be computed as
~minus! the fluid volume velocity density—which is
bBM(x)vBM(x,v)—integrated overx divided by the area of
the stapes~which is taken as the area of the upper channel in
Fig. 1 atx50).

Executing a forward solution for the chosen model~re-
synthesis! is a way of ‘‘going from the model back to the
data.’’ When thesamemodel is used for inverse analysis and
resynthesis, the resulting response is identical~within plot-
ting accuracy! to the response used as input to the inverse
procedure. As a result of smoothing the BM impedance func-
tion small deviations occur~cf. INV-3!, and we have seen to
it that these are less than 2 dB in amplitude. We will explore
more subtle relations between experimental data and resyn-
thesized response in Secs. II and III.

C. Results „I…

Theupperpanel~a! of Fig. 2 shows, for one experiment,
the measured composite ccf spectrum transformed from the
frequency to the place domain. The abscissa is the longitu-
dinal coordinatex ~labeled ‘‘location’’!. We have divided the
length L of the model~6 mm! into N ~700! sections. The
solid line shows the amplitude, and the dashed line the
phase. The amplitude is normalized to 0 dB at the peak~see
the legend for the maximal BM-to-stapes velocity ratio3 and
the virtual stapes velocity!. The response shown is the re-
sponse of the model under consideration, for stimulation by a
tone with its frequency equal to the BF.

In the lower panel~b! of Fig. 2 the computed BM im-
pedanceZBM(x,v) resulting from the inverse solution is pre-
sented, the solid line showing the real part and the dashed
line the imaginary part. The impedance function is computed
for model ‘‘3dm’’ ~the ‘‘realistic’’ model!. As in earlier pa-
pers~INV-1 to INV-3!, the ordinate scale for the impedance

FIG. 1. Width of the basilar membrane~BM! and cross-section area of
cochlear ducts for the guinea pig. Modified from Fig. 1 in Mammano and
Nobili ~1993!. Dashed lines: original data. The segment shown by solid
curves is used for the model in this paper. In this segment the data have been
slightly smoothed to remove discontinuities.
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is nonlinear: small values are plotted linearly and large val-
ues are compressed logarithmically. See the legend to the
figure.

In earlier work ~e.g., INV-2 and INV-3! it was found
that alocally active modelis needed to simulate data from a
good preparation at low stimulus levels. Figure 2 and later
figures confirm this: there invariably is a region ofx where
the real part of the BM impedance is negative. This region
lies basalward from—in our figure to the left of—the loca-
tion of the largest response, and extends from the point
where the response amplitude starts its final rise toward the
peak to the location of the peak itself. In Fig. 2 the ‘‘active’’
region is indicated by shading.

Figure 3 shows response and BM impedance functions
for four other experiments. In each of the four panels the
upper and lower panels of Fig. 2 are merged. The ordinate
scales for amplitude and phase are shown on the sides of the
figure. The BM impedance is plotted on the same nonlinear
ordinate axis as in Fig. 2; the impedance scale is placed in
the middle. Of the abscissa only the region from 1 to 5 mm
is shown to present more details in the region of the response
peak. Response amplitude is plotted by solid and response
phase by dashed lines. The real part of the BM impedance is
plotted by solid and the imaginary part by dashed lines

whereby the impedance curves are drawn with thickened
lines. Curves are labeled in the upper left panel, the general
shape and the line thickness serve to identify the curves in
the other panels. See the legend for experiment codes, BFs,
maximum BM-to-stapes ratios and values of the virtual
stapes velocity for the four experiments. Figure 3 has been
prepared for the same ‘‘realistic’’ model~‘‘3dm’’ ! as Fig. 2.

Figures 2 and 3 serve to illustrate the large variability in
the BM response and, especially, in the recovered impedance
function. We observe that in all records the real part of the
BM impedance is negative~the model is ‘‘locally active’’! in
the region where the response amplitude rises to its peak.
Over this region the BM is enhancing the power of the
cochlear wave, and it has been demonstrated earlier that ac-
tual amplification does occur in the model, but also that it is
less than anticipated~INV-3!. In panels~b! and ~c! we ob-
serve secondary lobes where the real part of the BM imped-
anceZBM(x,v) is negative. Such lobes always correspond to
regions where the response amplitude is rising rapidly. We
should not expect appreciable amplification in these regions,
however, because the imaginary part of the impedance is too
large.4

In some experiments we found that the ‘‘active’’ region
extends all the way to the left, and includes the location of
the stapes (x50). We have come to the conclusion that this
type of finding is most probably due to errors in the data. The
arguments for this conclusion come from the study described
in Sec. IV. Here we recall that the influence of data errors
generally increases from the right~the region just beyond the
peak! to the left ~the region of the stapes! ~an effect amply
illustrated in INV-2 and INV-3!. That the model has to be
‘‘locally active’’ in the response peak region is a much more
‘‘robust’’ finding than a similar property in the basal region.

II. RESULTS II—BACK TO THE DATA: ‘‘CROSS-
FERTILIZATION’’

Our next task is to explore differences between various
models. In order to find out what is essential and what is not,
we derive the BM impedance function for one model and
execute resynthesis with another one. We will call this pro-
cedure ‘‘cross-fertilization.’’ We found it more rewarding
than mere inspection of BM impedance functions, as will
become apparent further on. It is recalled that, when the
samemodel is used for inverse analysis and resynthesis, the
resynthesized response is virtually identical to the response
that serves as the input to the inverse procedure~INV-3!.

Figure 4 shows response and BM impedance function
for one of our experiments, the same as in Fig. 2. The BM
impedance is computed for the ‘‘realistic’’ model~‘‘3dm’’ !,
as before. Next, resynthesis is done, but this time with the
‘‘stylized’’ model ~‘‘3ds’’ !, in which model the geometry is
independent ofx. The result is labeled with the code ‘‘3dm-
3ds,’’ and it is seen to be similar in shape to the input re-
sponse. It has a somewhat smaller slope of the amplitude
curve and also a steeper phase curve. These two features are
obviously due to the taper in dimensions that the ‘‘3dm’’
model exhibits and that is absent in the ‘‘3ds’’ model. De-
viations in the amplitude are limited to 8 dB.

FIG. 2. Upper panel: Measured response~amplitude and phase! transformed
to thex domain. Experiment 7619, stimulus level 50 dB. Maximal response
amplitude level in this figure is normalized to 0 dB on the ordinate. Lower
panel: BM impedance~real and imaginary parts! resulting from inverse
solution for model ‘‘3dm’’ ~the ‘‘realistic’’ model!. The impedance scale is
nonlinear: values from21 to 11 are shown linearly, larger values are loga-
rithmically compressed. The norm ‘‘1’’ corresponds to 2 g mm22 s21, or
2000 kg m22 s21. Best frequency~BF!: 16.6 kHz. Maximal BM-to-stapes
velocity ratio: 112.4. Virtual stapes velocity: 2.2620.5i . The filled area
shows the region where the BM impedance is ‘‘active’’~i.e., where the real
part is negative!. The right-hand end point of this region coincides with the
response peak~cf. de Boer, 1983!. Length~L! of model: 6 mm. Number of
sections~N!: 700.
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The converse procedure is illustrated by Fig. 5. The BM
impedance is computed for the ‘‘stylized’’ model~‘‘3ds’’ !.
The first thing that meets the eye is that the BM impedance
function in Fig. 5 is not much different from the one shown
in Fig. 4. Resynthesis is done with the ‘‘realistic’’ model
~‘‘3dm’’ !, and, as before, the differences between the models
turn out to be moderate. This time the resynthesized response
~labeled ‘‘3ds-3dm’’! is about 5 dB larger in amplitude at the
response peak, and the phase slope is seen to be slightly
smaller than for model ‘‘3ds.’’ In both Figs. 4 and 5 the
variations of the amplitude in the region of the response
peak are reasonably well reconstructed, and the same is true
for the variations of the phase. It should now be clear that
‘‘cross fertilization’’ is better suited to illustrate differences
between models than mere observation of the BM impedance
function. We conclude that the effect of the taper in model
dimensions on the response is relatively small. Sizable ef-
fects in the stapes region~nearx50)—where model ‘‘3dm’’
is highly inhomogeneous—can only be expected for much
lower frequencies~cf. the ‘‘breaking of symmetry’’ treated
by Shera and Zweig, 1991!.

We now turn to thetwo-dimensional model~see Sec.
I B!. Figure 6 shows, in the lower panel, the BM impedance
function for the three-dimensional ‘‘stylized’’ model
~‘‘3ds’’ !, the same function as in Fig. 5. Resynthesis is car-
ried out for the two-dimensional model~‘‘2d’’ !, again with
the full-matrix method~see Allen, 1977 and Sondhi, 1978!.
The resynthesized response is labeled ‘‘3ds-2d’’~upper
panel!. Now we see larger differences, especially in theini-
tial slopeof the phase curve. In point of fact, this comparison
is somewhat unfair. In the basal region of this two-
dimensional model, the width of the BM is 1 mm, which is
five ~or more! times that in the other two models~see Sec.
I B!. This implies that in the long-wave approximation the
phase variations will be more than two times what they are in

the three-dimensional model@de Boer ~1996!, Eq. ~4.2.8!
with H replaced by the quotient of channel cross-section area
and BM width#, and this is indeed what we observe.

III. RESULTS III—BACK TO THE DATA: IMPULSE
RESPONSE

When inverse solution and resynthesis are done with the
same mathematical formalism, the resynthesized response is
virtually identical to the response that has served as the input
to the inverse solution. This input response was, as recalled,
the response imposed on the model in theplacedomain~the
x domain!. Likewise, the resynthesized response is a model
response in thex domain for a fixed frequency. However, we
originally started from a response measured in thefrequency
(f) domain, for a fixed location, and we may well inquire into
the properties of the resynthesized response in thef domain.

For a sensitive test we turn to thetime (t) domain. Let
the input signal to the analysis be the impulse response cor-
responding to the composite ccf spectrum and assume that
we have obtained the resynthesized response in thex do-
main. To obtain the resynthesizedimpulseresponse it is first
necessary to retransform the resynthesized response from the
x to the f domain. This is done by inverting the frequency-
to-place transformation that the original response underwent.
That procedure includes undoing the amplitude compensa-
tion described in INV-2 and the phase compensation de-
scribed in INV-3. The resynthesized frequency response is
now known from the frequencyf 0 corresponding tox50
upward butit is unknown for lower frequencies, f 0 being of
the order of 5 kHz. Without further ado, the transformed
function is linearly extrapolated down to zero frequency with
constant phase and amplitude proportional to frequency. A
Fourier transformation then produces the resynthesized im-
pulse response. The so-obtained impulse response,~b!, is

FIG. 3. Response and BM impedance in four experi-
ments. The two panels of Fig. 2 are merged into one. Of
the abscissa only the section from 1 to 5 mm is shown.
Inverse solution for model ‘‘3dm’’~as in Fig. 2!. Panels
~a!–~d!. Experiment: 7620, 1020, 8925 and 6616. Best
frequency~BF!: ~a! 16.3,~b! 16.0,~c! 16.7, and~d! 17.6
~kHz!. Maximal BM-to-stapes velocity ratio:~a! 289,
~b! 377, ~c! 1003, and~d! 335. Virtual stapes velocity:
~a! 1.2620.474i , ~b! 0.33820.038i , ~c! 1.05921.27i ,
and ~d! 0.7710.33i .
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shown in Fig. 7, together with the original one,~a!, on ver-
tically displaced coordinate axes. For this figure the ‘‘styl-
ized’’ model is used. Amplitude scaling is the same for the
two responses. We observe a very close correspondence be-

FIG. 4. ‘‘Cross fertilization I.’’ Experiment 7619. Upper panel: original
response, plotted with respect to stapes velocity but with the amplitude
shifted down by 10 dB. Lower panel: BM impedance computed for the
‘‘ realistic’’ model ~‘‘3dm’’ !. Resynthesis is done with the ‘‘stylized’’ model
~‘‘3ds’’ !, the amplitude is labeled ‘‘3dm23ds’’ in the upper panel. The
resynthesized phase is shown by the lower dashed curve.

FIG. 5. ‘‘Cross fertilization II.’’ Experiment 7619. Upper panel: original
response as in Fig. 4. Lower panel: BM impedance computed for the ‘‘styl-
ized’’ model ~‘‘3ds’’ !. Resynthesis is done with the ‘‘realistic’’ model
~‘‘3dm’’ !, the amplitude is labeled ‘‘3ds23dm’’ in the upper panel. The
resynthesized phase is shown by the upper dashed curve.

FIG. 6. ‘‘Cross fertilization III.’’ Experiment 7619. Upper panel: original
response as in Fig. 4. Lower panel: BM impedance computed for the ‘‘styl-
ized’’ model ~‘‘3ds’’ !. Resynthesis is done with thetwo-dimensionalmodel
~‘‘2d’’ !, amplitude and phase are labeled ‘‘3ds22d’’ in the upper panel.
Note the large deviations in the phase slope~see text!.

FIG. 7. Resynthesis in the time domain. Experiment ‘‘1016.’’ Maximal
BM-to-stapes velocity ratio: 291. Best frequency~BF!: 16.6 kHz. Virtual
stapes velocity: 1.2320.49i . Curve~a!: original impulse response~i.e., the
ccf that corresponds to the composite ccf spectrum!. Curve ~b!: resynthe-
sized impulse response for the ‘‘3ds’’ model as described in the text. Curves
~a! and ~b! have the same normalization factor. Curve~c!: ‘‘cross fertiliza-
tion,’’ from model ‘‘3ds’’ to model ‘‘3dm.’’ Curve ~d!: ‘‘cross fertiliza-
tion,’’ from model ‘‘3ds’’ to model ‘‘2d.’’ Normalization factors of curves
~c! and ~d! are selected for clarity~see text!.
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tween the curves, in particular with respect tothe timing of
the zero crossings. Clearly, the rather crude way we handled
frequencies below 5 kHz has little influence on the ultimate
impulse response. We have obtained equivalent results with
the ‘‘3dm’’ model.

It is interesting to consider effects of ‘‘cross fertiliza-
tion’’ on the impulse response. Curve~c! of Fig. 7 shows the
impulse response arising when we start with the ‘‘3ds’’
model and do resynthesis with the ‘‘3dm’’ model~as we did
in Fig. 5!. We show this impulse response with a 6 dB
smaller amplitude~compare Fig. 5!. The result is of the same
general type as curves~a! and ~b! but shows a few charac-
teristic differences. The small deviation in phase slope that
we saw in the peak region in Fig. 5 translates itself into a
small shift of the group delay and a change in the shape of
the waveform envelope. The timing of the zero-crossings of
the original impulse response is not preserved in this re-
sponse. Curve~d!, finally, shows the impulse response cor-
responding to Fig. 6, resynthesized for the two-dimensional
model. To compensate for the large amplitude difference
seen in Fig. 6, we show the impulse response with a 12 dB
larger amplitude. Apart from the initial oscillations and the
shift in group delay, this curve resembles the original one
reasonably well. The same applies to curve~c!. This corre-
spondence results from good agreement in the peak region
which in its turn is due to the fact that two- and three-
dimensional models supportshort wavesequally well ~note
that in the peak region short waves dominate, see, e.g.,
INV-3, Sec. II!.

On close inspection it is seen that during the course of
the impulse response the frequency of the oscillations in-
creases gradually. This effect is called the ‘‘glide’’ and has
been extensively reported in Part I. This feature is retained in
the resynthesized impulse response@curve~b!# ~as well as in
the other resynthesized impulse responses!. In fact, this
means that we have here a model of the cochlea that faith-

fully simulates all major and many subtle aspects of the
cochlear response. The resulting model is characterized by
its BM impedance function, and not by being constructed
from elements that functionally correspond to mechanical
structures of the cochlea. In this sense the model is abstract.

IV. RESULTS IV—BACK TO THE DATA: VARIABILITY

The inverse-solution method is often described as an
‘‘ill-posed problem.’’ In INV-3 it has been argued why this
epithet does not always automatically apply to cochlear me-
chanics. Here we will illustrate the same topic from another
side. We will take the data in the form of a composite ccf
spectrum~obtained, processed and smoothed according to
the standard procedure described in this and previous papers!
and deliberately corrupt them by adding a random noise
signal. The ccf spectrum has components spaced by approxi-
mately 50 Hz~see, for instance, Part I!, and each of these
components is multiplied by a complex number (11b c),
whereb is a small coefficient andc is a random complex
number with unity amplitude and random phase. The values
of c for the different components are independent of each
other. The resulting spectrum is not smoothed in any addi-
tional way, and is used as the input signal of the inverse
procedure.

Typical results are shown by Fig. 8, panels~a! and ~b!,
for two experiments. In each panel five sets of response and
impedance curves have been superimposed; one is the origi-
nal set of curves, the other four result from corruption by
noise. The impedance function corresponding to the original
response is shown by two thickened lines~real and imagi-
nary parts!. The impedance functions due to corruption of
the response are shown by normal lines. For this figureb
was chosen as 0.2, implying average amplitude errors of the
order of 1.5 dB. In both panels the impedance functions are
observed to overlap well in the region of the response peak

FIG. 8. Effect of deliberate errors
added to the ccf data. Response and
impedance panels merged as in Fig. 3.
Panels~a! and ~b!: two experiments,
1016 and 1019. In each panel five re-
sponse and impedance curves have
been superimposed, four of them cor-
rupted by noise~see text!. Note how
the computed BM impedance is the
most stable against these errors in the
region of the response peak. Devia-
tions become larger when going to the
left, a well-known effect from earlier
work ~see references in text!.
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and slightly to the left of it. This strengthens the conclusion
that ‘‘local activity’’ is a robust feature of our procedure.
More to the left of the peak the impedance due to the cor-
rupted response starts to deviate markedly from the original
function, and this is true over the entire range down to the
stapes region. Near the stapes the real part tends to become
negative, and the imaginary part to become less negative. A
definite trend in accumulation of errors from right to left is
evident. This behavior is typical for results of the inverse
procedure~see for the explanation INV-1 and INV-3!.

In going from the raw data to the composite ccf spec-
trum, a moderate amount of smoothing has been applied~see
INV-3, Appendix B!. As a result the errors in the original
data~the ccf spectrum! are not independent from frequency
to frequency. Therefore, the original response curves are
smooth and the average amplitude error appears as less than
1 dB. The artificial errors that we have introduced in this
section are much more ‘‘severe’’ in that they arestatistically
independent. The findings in Fig. 8 illustrate how critical is
the method used in smoothing data.

We now come back to the point described in Secs. I C
and II: in some of our data sets the BM impedance appears to
be ‘‘active’’ all the way to the stapes location. By adding
random ‘‘errors’’ of the same magnitude to such data it
proved almost always possible to reverse this and to achieve
a situation where there is no ‘‘activity’’ in the basal region.
In this way we became convinced that ‘‘activity’’ in the
stapes region is a variable and unstable property. It is only in
the region of the response peak where the property of ‘‘local
activity’’ is robust.

Possible influences of measurement errors can generally
be estimated from repeating the same experiment a few
times. In our experiments there also is a systematic error: we
usedpseudo-random noise, which means that one segment of
a noise signal~in our case 20 ms long! is repeated over and
over, without gaps~see Part I!. We performed a few experi-
ments in which four or fivedifferentnoise signals were used
as stimulus; these signals were based on different noise pe-
riod waveforms. The BM velocity records were obtained
within minutes of each other, and each record underwent the
same inverse analysis. One of the aims of this test was to try
to find evidence of corrugations in the BM mechanics. The
term corrugation is used here in the sense discussed by
Zweig and Shera~1995! as a component of BM impedance
that is a function of locationx, differs from animal to animal,
anddoes not scale. The results were disappointing in that the
processed ccf spectra showed random deviations not exceed-
ing 1 dB, and the BM impedance functions showed corre-
sponding deviations. No particular trend that could possibly
be ascribed to irregularities of BM mechanics could be dis-
cerned.

V. REVIEW, CONCLUSIONS AND OUTLOOK

In combining experimental findings and theory we
should keep one thing in mind: All our conclusions will only
be valid under the assumptionthat the real cochlea operates
as the type of model that we are considering. In the course of
the analysis we convert the response, measured as a function
of frequency at one location, to a model response distributed

over the length of the model for a particular frequency~the
BF!. Implicit is here that the cochlea ‘‘scales,’’ i.e., that it
converts frequency to place in a regular manner. We have
found that inverse analysis is relatively insensitive to details
of the conversion~i.e., the form of the cochlear map!, yet
scaling is a prerequisite for the entire procedure. Of course,
this implies that we must interpret the resulting BM imped-
ance, which is a function ofx andv, in the same ‘‘scaling’’
sense. The recovered BM impedance is found as a function
of x for fixed v. Conversely, for a fixed value ofx, the BM
impedance should show the corresponding behavior as a
function of ~log! v. This means that for a higher frequency
the region of activity lies more basalward, etc.5 The same
concept of inverse scaling is involved in the computation of
the resynthesized impulse response~Sec. III!.

In this paper we first went ‘‘from data to models.’’ We
applied inverse analysis to data on the movement of the basi-
lar membrane~BM! in response to noise stimuli. Two three-
dimensional models were studied in this paper; one had its
dimensions close to that of the real cochlea, the other one
had homogeneous geometry over its length. Additionally, a
two-dimensional model was treated. With all three models
the BM impedance has to be ‘‘locally active’’ in order to
match the measured response~at the levels employed in this
study!. It was found that in three-dimensional models the
taper of BM width and cross-sectional area does not create
more than a global effect. The two-dimensional model~in
the form defined in Sec. I B! does not support the long-wave
part of the cochlear wave correctly, but gives a fair represen-
tation of the short-wave part. Our conclusion at this point is
that, to study global properties of cochlear models, it is suf-
ficient to use the ‘‘stylized’’ model, ‘‘3ds.’’ This has the
additional advantage that a very efficient and universal solu-
tion method is available~de Boer, 1998!.

Apart from ‘‘cross fertilization’’ ~Sec. II!, we went
‘‘back to the data’’ in another way: we considered the resyn-
thesizedimpulse response. We reestablished the consistency
of the entire procedure, going from a measured response in
the f domain, via thef-to-x transformation and the inverse
solution to the BM impedance function in thex domain, via
the forward solution for the model and, finally, via thex-to-f
transformation back to thef domain. Resynthesis of impulse
responses proved to be faithful to the original@Fig. 7, curves
~a! and ~b!#.

All resynthesized impulse responses show the ‘‘glide.’’
Compared to the narrow-band ccf spectra analyzed in Part I,
the composite ccf spectrum as it is used here has a much
more extended low-frequency segment. We have ascertained
that this feature has an enhancing effect on the glide~not
shown!. Thus the glide is not an artifact of the data process-
ing method. On the contrary: when we have data covering a
wider frequency range, the glide is slightly more pro-
nounced.

From the results in Fig. 8~a! and ~b! we conclude that
the ‘‘wiggles’’ and random deviations that we normally find
in the recovered BM impedance function are mainly due to
measurement errors. No recognizable component of these
fluctuations can be attributed to spatial irregularities in the
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mechanical properties of the BM. The influence of errors is
particularly large in the basal region.

In all experiments described here the stimulus level was
low enough to neglect the contribution of distortion products
to the response to noise stimuli. For stimuli of higher levels
the cochlea will certainly show more pronounced nonlinear-
ity. In this case linear analysis is justified, too—but only for
certain purposes~the EQ-NL theorem, see the Appendix!.
Activity has been found to decrease with increasing stimulus
level ~de Boer and Nuttall, 1997a-DAM!. A most remarkable
nonlinear effect of the cochlea is the property that, as the
stimulus level varies, the timing of the individual cycles of
the impulse-response waveform is almost invariant@de Boer
and Nuttall~1997b-GLIDE! and references cited therein; see
also Recioet al., 1998#. In this connection, we stress that
zero-crossings of the impulse response are preserved in re-
synthesis@curves~a! and~b! of Fig. 7#. Results on nonlinear
effects associated with changes in stimulus level will be pub-
lished elsewhere.

As a final note, it should be stressed that our model
contains an abstract function, the BM impedance,ZBM(x,v),
as its main parameter function. Our model remains abstract
since it is not yet composed of elements of which each would
replicate a specific mechanical component of the cochlea.
The work presented here has laid solid foundations for fur-
ther explorations in this direction. We are now more confi-
dent in relating certain components of the BM impedance to
the dynamics of mechanical elements in the cochlea.
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APPENDIX: CLASS OF COCHLEAR MODELS, AN
OVERVIEW

In the type of model used in this paper the basilar mem-
brane ~BM! forms a part of the cochlear partition that is
located between two narrow fluid-filled channels stretched
out in the x direction. It is assumed that outer hair cells
~OHCs! of the organ of Corti are able to cause a local sound
pressurepOHC(x,t) ~an oscillating pressure, on a cycle-to-
cycle basis! which, in its turn, gives rise to an additional
componentpadd(x,t) of the sound pressurep(x,t) near the
BM in the fluid. By way of this pressure the OHCs are
thought to enhance and sharpen the frequency response of

the system to a degree compatible with results from recent
mechanical measurements of BM motion at low stimulation
levels—including our own.

The basic form of the model is linear. In thenonlinear
version of the model the ‘‘active’’ process in the outer hair
cells ~OHCs! is nonlinear. It is assumed that there exists a
nonlinear instantaneousrelation between the~radial! stereo-
ciliary deflectiondcilia(x,t) ~considered as a function of time
t! and the pressurepOHC(x,t) that is locally produced by the
OHCs. The nonlinear relation should be compressive. All
frequency dependence around OHC-bound processes is in-
cluded in two linear frequency- and location-dependent
transformations:

~a! between BM displacementdBM(x,t) and ciliary excita-
tion dcilia(x,t), and

~b! between OHC outputpOHC(x,t) and the corresponding
componentpadd(x,t) of the channel pressurep(x,t)
near the BM.

It is for nonlinear models of this class that the EQ-NL
theorem holds~de Boer, 1997!. This theorem is formulated
in terms of the input–output cross-correlation function~ccf!
for a wideband noise signal with uniform spectral density as
input. The theorem states that the ccf of the nonlinear model
is equal to the ccf of alinear ‘‘comparison model’’ and it
defines exactly how that comparison model must be con-
structed. If the actual cochlea functions as the model consid-
ered here, we will use the EQ-NL theorem to interpret the
data. That interpretation will always be in the language of
linear-systems theory. Then, it is legitimate to use all con-
cepts of linear-systems theory including ‘‘impedance’’ and
‘‘impulse response,’’ and, in particular, it is permitted to use
the inverse-solution method to find the BM impedance
ZBM(x,v). Formally, this impedance is the BM impedance
of the ‘‘companion model’’ mentioned earlier. On a final
note, we will tacitly assume that the model is zero-point
stable, which means that it does not go into spontaneous
oscillation. On the experimental side, this implies that we
assume that spontaneous otoacoustic emissions of the
cochlea are either absent or suppressed by the stimulus we
used in our experiments.

1This study was consistent with NIH guidelines for humane treatment of
animals and was reviewed and approved by the University of Michigan
Committee on Use and Care of Animals and the Oregon Health Sciences
Committee on the Use and Care of Animals.

2In earlier work ~INV-3! a higher value was selected forvmax, namely
2p60 ~kHz!. This was done to extend the region over which the wave in
the model is of the long-wave type.

3In INV-3 data from the same animal were used, at the stimulus level of 40
dB and unfiltered. Here the data are taken at 50 dB, and the response is
filtered; as a result, the maximal BM-to-stapes ratio is smaller than in
INV-3—where it was 177.

4Assume the imaginary part to dominate the BM impedance. In the short-
wave region the amplification in dB per mm then is inversely proportional
to the square of the imaginary part.

5Scaling of the impedance involves an extra factorv, see Eqs.~2.2.a, b and
c! in de Boer~1991!.
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Mechanical responses in the basal turn of the guinea-pig cochlea were measured with broad-band
noise stimuli and expressed as input–output cross-correlation functions. The experiments were
performed over the full range of stimulus intensities in order to try to understand the influence of
cochlear nonlinearity on frequency selectivity, tuning, signal compression and the impulse response.
The results are interpreted within the framework of a nonlinear, locally active, three-dimensional
model of the cochlea. The data have been subjected to inverse analysis in order to recover the
basilar-membrane~BM! impedance, a parameter function that, when inserted into the~linearized
version of that! model, produces a model response that is similar to the measured response. This
paper reports details about intensity effects for noise stimulation, in particular, the way the BM
impedance varies with stimulus intensity. In terms of the underlying cochlear model, the decrease
of the ‘‘activity component’’ in the BM impedance with increasing stimulus level is attributed to
saturation of transduction in the outer hair cells. In the present paper this property is brought into a
quantitative form. According to the theory@the EQ-NL theorem, de Boer, Audit. Neurosci.3,
377–388 ~1997!#, the BM impedance is composed of two components, both intrinsically
independent of stimulus level. One is the passive impedanceZpassand the other one is the ‘‘extra’’
impedanceZextra. The latter impedance is to be multiplied by a real factorg (0<g<1) that depends
on stimulus level. This concept about the composition of the BM impedance is termed the
‘‘two-component theory of the BM impedance.’’ In this work both impedances are entirely derived
from experimental data. The dependence of the factorg on stimulus level can be derived by using
a unified form of the outer-hair-cell transducer function. From an individual experiment, the two
functions Zpass and Zextra are determined, and an approximation (Zpass1gZextra) to the BM
impedance constructed. Next, the model response~the ‘‘resynthesized’’ response! corresponding to
this ‘‘artificial’’ impedance is computed. The same procedure is executed for several stimulus-level
values. For all levels, the results show a close correspondence with the original experimental data;
this includes correct prediction of the compression of response amplitudes, the reduction of
frequency selectivity, the shift in peak frequency and, most importantly, the preservation of timing
in the impulse response. All these findings illustrate the predictive power of the underlying model.
© 2000 Acoustical Society of America.@S0001-4966~00!02803-4#

PACS numbers: 43.64.Kc, 43.64.Bt@RDF#

INTRODUCTION

It is well known that there exists a close relation be-
tween nonlinearity, amplitude compression and frequency
selectivity in the cochlea. When stimulus intensity is in-
creased, the degree of nonlinearity in the operation of the
cochlea increases, and this affects frequency selectivity, i.e.,
the way simultaneously presented stimulus components of
different frequencies are handled, and it also affects the re-
sponse amplitude~causing compression!. When the stimulus
contains one dominant frequency component~or a very nar-

row band of such components!, the distribution of nonlinear-
ity over the length of the cochlea differs from that for a
wideband noise stimulus. This entails that the relation be-
tween responses to wideband stimuli and pure tones is not
straightforward. The same is true for the relation between
responses to strong clicks and wideband stimuli. In the
former case the degree to which the system is driven into
nonlinearity will vary greatly in time—starting small, in-
creasing rapidly and decreasing more slowly—and in the lat-
ter case the degree of nonlinearity will be fluctuating less but
continually. Would it ever be possible to link responses to
clicks, pure tones and noise signals to each other, for all
levels of stimulation? It is too early to attempt to understand
the behavior of the cochlea for stimuli that arecompletely
general, and contain rapid variations in level, time and fre-

a!Preliminary results of the subject treated in Sec. V were presented at the
ARO 1999 Midwinter meeting~abstract No. 344!.

b!Electronic mail: e.deboer@amc.uva.nl
c!Electronc mail: nuttall@ohsu.edu

1497 1497J. Acoust. Soc. Am. 107 (3), March 2000 0001-4966/2000/107(3)/1497/11/$17.00 © 2000 Acoustical Society of America



quency content. In the present paper the first steps of such a
most desirable study are undertaken, with the use of simple
stimuli. In all our modeling work we firmly base the param-
eters of the model on the analysis of experimental data on the
mechanical response of the basilar membrane~BM!.

Experimental and theoretical details of our work are
given in two previous publications in this series of papers~de
Boer and Nuttall, 1997b, GLIDE, and 2000, DMD! which
will be referred to as Part I and Part II, respectively. Briefly,
we measured the velocity of the basilar membrane~BM! in
the basal part of the guinea-pig cochlea, in a region where
the best frequency~BF! is between 15 and 18 kHz. In Part I
we described and commented upon the frequency modula-
tion of the impulse response~the ‘‘glide’’ !. In Part II we
critically analyzed the various types of model that can be
used in inverse analysis.

The work in Part II relates directly to a linear system
because only low-level stimuli were considered. In the
present paper we describe and analyze how the cochlea dif-
ferentially reacts tonoise stimuli of widely varying levels.
The nonlinear model ‘‘M-NL’’ underlying the analysis con-
tains response-enhancing elements~outer hair cells, OHCs!
that assist in amplifying the cochlear wave and are nonlinear.
In fact, these cells are the only nonlinear elements of the
model. For this type of model the data can be interpreted via
the EQ-NL theorem. The structure of the model and the
meaning of the theorem are briefly reviewed in Appendix A.
The proof of the theorem is given in de Boer~1997!. A
prerequisite is that data have to be acquired in the form of
input–output cross-correlation functions~ccf’s! for wideband
noise stimuli with constant power density. By using the
EQ-NL theorem, we are considering anonlinear model of
the cochlea but our conclusions will always refer to alinear
model, the ‘‘comparison model’’~defined in the same Ap-
pendix!, which we will call here model ‘‘M-Lin.’’

Analysis starts with the inverse solution procedure. The
model that will be used is three-dimensional and allows for
long, intermediate and short waves to propagate in it. The
input to the inverse procedure is the velocity response
vBM(x,v) derived from the ccf spectrum data via a
frequency-to-place transformation, and the result is the BM
impedanceZBM(x,v), both of which are functions of loca-
tion x and radian frequencyv ~see Part II!. The computed
impedance, then, is the BM impedance of model ‘‘M-Lin.’’
In the present paper responses are treated to strong stimuli
that bring the cochlea into a definite state of nonlinearity. At
different levels of stimulation the impedance function will be
different, and at each stimulus level model ‘‘M-Lin’’ has to
be equipped with the appropriate impedance in order to
simulate the measured response. It is via the variations of
ZBM(x,v) with stimulus level that we will interpret nonlin-
ear effects in the real cochlea.

In more detail, the EQ-NL theorem predicts that the BM
impedanceZBM(x,v) is a linear combination of two invari-
ant functions,Zpass(x,v) and Zextra(x,v), whereby the sec-
ond is multiplied by the~real! coefficient g, which is be-
tween 0 and 1. The termZpass(x,v) is the impedance of the
BM when the OHCs do not function. The function
Zextra(x,v) represents the maximal contribution that can be

given to the BM impedance and refers to the condition with
the weakest possible stimulation. The coefficientg reflects
the efficiency with which these OHCs operate when they are
processing weak (g'1) or strong (g,1) signals. This prin-
ciple is called the ‘‘two-component theory of the BM imped-
ance’’ ~more details are given in Sec. III!. The two functions
Zpass(x,v) andZextra(x,v) do not depend on stimulus level;
g is the only parameter that depends on stimulus level. It
should be noted that the two-component theory results im-
mediately from the EQ-NL theorem. In the development of
cochlear mechanics a related principle has been used~see,
e.g., Neely and Kim, 1986! but that was simply posed as a
hypothesis. In the current work the component impedances
are directly derived from experimental data.

The main theme of this paper is to explore the two-
component theory. In Sec. III and Appendix B it is shown
how the coefficientg can be calculated when a realistic type
of OHC transduction function is assumed. The coefficientg
then becomes a functiong(L) of stimulus levelL—stimulus
level being defined as the sound pressure level~SPL! of one
octave of the noise stimulus centered at the best frequency
~BF! of the location from where the measurement is made.
When the forward solution of the model~resynthesis! is car-
ried out with the two-component impedance using the appro-
priate value forg(L), the resulting response is found to cor-
respond very closely to the original response used as the
input to the inverse procedure, for all values ofL. This im-
plies not only that at all levelsL the resynthesized response
has the same frequency selectivity and tuning as the original
response, but also that the amplitude of the resynthesized
response shows the same signal compression as the original
data~Sec. IV!. In the final stage of the work reported in this
paper, Sec. V, it is shown that the two-component theory of
the BM impedance also accounts for the fact that the timing
of the oscillations in the impulse response remains nearly
invariant when the stimulus level varies.

I. GENERAL INTENSITY EFFECTS

Data were collected on movements of the basilar mem-
brane~BM! in the basal turn of the guinea-pig cochlea with
a laser velocimeter~cf. Nuttall et al., 1990; Nuttall and
Dolan, 1996!.1 Bands of flat-spectrum pseudo-random noise
were used as acoustical stimuli and the velocity of the BM at
a location tuned to a frequency between 15 and 18 kHz was
measured as a function of time. From stimulus and response
signals input–output cross-correlation functions~ccf’s! were
computed~see Part I!, and the ccf spectrum was derived
from the ccf waveform. Furthermore,composite ccf spectra
were obtained by combining sections of ccf spectra measured
with flat-spectrum stimuli of different bandwidths, central
frequencies and intensities in the same animal~see de Boer
and Nuttall, 1999, INV-3!. With this technique the composite
ccf spectrum accurately represents the input–output relation
over a wide frequency range, from below 1 to over 25 kHz,
and over a response range of more than 50 dB~a single
wideband noise produces either good accuracy in the peak
region or in the low-frequency region, but not in both!. In
this case the ‘‘stimulus level’’ is the SPL of one octave of
the noise signal that has been used for the frequency band
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around the BF~the SPL of the lower bands is higher!. The
composite ccf spectrum is always derived as the~complex!
ratio of BM to stapes velocity. Examples of composite ccf
spectra for low- and high-level stimuli will be discussed
presently.

The waveform corresponding to the composite ccf spec-
trum is obtained via the~inverse! Fourier transform. At a
very low level of stimulation we can assume that the cochlea
is linear, and thus we can interpret the so-obtained ccf wave-
form ~remember that it has been measured with a wideband
noise input! as the impulse response of the cochlea. For
higher stimulus levels the ccf waveform can be similarly
interpreted as an impulse response but this time of model
‘‘ M-Lin.’’ Typical variations of such impulse-response
waveforms with stimulus level have been reported in Part I
but will be analyzed more deeply here.

Figure 1, upper panel, shows the composite ccf spec-
trum, amplitude~solid lines! and phase~dashed lines!, for
five values of the stimulus levelL, from 20 to 90 dB, mea-
sured in a normally sensitive animal. In addition, there is a
pair of curves for the same animal post-mortem@labeled~1!,
stimulus level 100 dB, amplitude and phase curves indicated
with two arrows#. The response functions are compensated
for the stapes response. All curves are superimposed
whereby the amplitude curve at the lowest stimulus level is
normalized to 0 dB at its peak. See the legend for the maxi-
mum BM-to-stapes velocity of this response. The responses
have undergone no extra smoothing as in earlier publications
~de Boer and Nuttall, 1999, INV-3, Part II!. At the lower

frequencies the amplitude curves~solid lines! more or less
overlap, implying linear behavior of the cochlea. It is seen
that the response peak gradually diminishes in height and
moves to lower frequencies with increasing stimulus level.
The phase curves~dashed lines! overlap a great deal, but the
one corresponding to the post-mortem response~shown with
coarser dashes! has the shallowest average slope. The lower
two panels of the figure show two impulse responses~inverse
Fourier transforms of the ccf spectra!, one corresponding to
the lowest stimulus level and the other to the post-mortem
condition. For these impulse responses the frequency re-
sponse has been smoothed as detailed in Part II. Note that the
low-level impulse response displays six to seven oscillations
before it reaches its maximal amplitude and that the fre-
quency of the oscillations increases with time~the ‘‘glide’’
as described in Part I!. The post-mortem impulse response
dies out through most of its course. It should be noted also
that the zero-crossings of these two impulse responses are
almost the same, especially the first few~see the vertical
dotted lines in the figure!. This is an intriguing property of
the cochlea to which we will return later in this paper.

For the cochlear model to be used for inverse analysis
we can choose among several possibilities~see Part II!. A
three-dimensional model can be given a uniform shape~the
‘‘stylized’’ model! or its dimensions can be chosen to ap-
proximate the real cochlea~the ‘‘realistic’’ model!. We have
selected the stylized model because our analysis in Part II
has shown that there are no major differences in the inverse-
analysis results. In the computations we have used the fast
and economical approximation method described in de Boer
~1998!.2 In the stylized model the BM moves over its own
width «b ~a constant fraction« of the model widthb! ac-
cording to a centered half-period of a sine function over the
width «b, as if it were hinged at its inner and outer edges
~see de Boer, 1981!. The remaining parts of the partition
between the two channels in the model remain stationary.
These parts represent the bony spiral lamina and the outer
section of the spiral ligament. Fluid motion in the model is
three-dimensional.

As in Part II we will use the following model param-
eters:

«50.2, b51 ~mm!, h51 ~mm!,
~1!

r51023 ~g mm23!, L56 ~mm!,

and the following parameters in the frequency-to-place trans-
formation ~cf. de Boer and Nuttall, 1999, INV-3!:

a50.5~mm21!, vmax52p45~kHz!. ~2!

The meanings of the symbols are given in the cited papers. A
model length of 6 mm is sufficient to accommodate the high
frequencies that we are considering here. We madeN, the
number of sections in the longitudinal direction, equal to 700
and occasionally used values up to 1400.

Figure 2 shows, for the same experiment as Fig. 1, the
response functionsvBM(x,v), i.e., the ccf spectra converted
from the frequency to thex domain, panel~a! the amplitude
and panel~b! the phase~dashedcurves in both panels!. Of
the abscissax only the most interesting part~from 2 to 5

FIG. 1. Upper panel: Composite ccf spectra for various stimulus levels
~velocity divided by stapes velocity!. Experiment: 7701.Solid lines: ampli-
tude;dashed lines: phase. Stimulus levels: 20, 60, 70, 80 and 90 dB for live
animal, and 100 dB for dead animal~amplitude labeled with ‘‘1,’’ phase
with coarser dashing!. Maximum ratio of BM to stapes velocity at BF for
the 20-dB response: 669, shown as 0 dB. Middle panel: impulse response
for 20-dB stimulation. Lower panel: impulse response for the dead animal.
Notice that the zero-crossings of the two impulse responses are nearly the
same~see the dotted vertical lines!.
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mm! is shown. The constantv is made equal to 2p times the
best frequency~BF! at the lowest stimulus level. The maxi-
mum response amplitude at the lowest stimulus level is nor-
malized to 0 dB. Data smoothing is as described in Part II.
Dashes are longer for the post-mortem curves.

The solid curves in Fig. 2 show theBM impedance
ZBM(x,v) computed with the inverse method, panel~a! the
real and panel~b! the imaginary part. The ordinate scales for
the impedance are nonlinear~compressed for large values!,
as was the case for the impedance figures in Part II. The
reference value for the impedance is given in the legend. In
both panels the zero point for the impedance is in the center
of the ordinate scale. It is stressed that, by their very nature,
impedance functions show large variations near the left mar-
gin of the figure; these variations are mostly due to data
errors~see Part II!.

Where thereal part of ZBM(x,v) is negative, the wave
in the model is amplified~its power is increased!, and be-
cause the region of ‘‘activity’’ is limited in length we call the
model ‘‘locally active.’’ In the region just to the left of the
response peak, the real part of the impedance has the largest
excursion into the domain of negative values at the lowest
stimulus level, and this negative excursion is observed to
decrease as stimulus level increases. For the post-mortem
case, the real part is positive. The solid curves in panel~b!,
showing theimaginary part of the impedance, overlap very
much in the ‘‘active’’ region. They are all in the logarithmic
region of the ordinate scale; apparently, relative variations of
the imaginary part with stimulus level are much smaller than
those of the real part. In the absolute sense, the variations are
of similar magnitude as those of the real part. It is noted that,

at the right side of the peak, theimaginary part does not
show a clear tendency to move toward or to cross the zero
line. For low stimulus levels the place of the response peak is
not primarily defined by ‘‘resonance’’ of mass and stiffness
of the BM ~a zero-crossing of the imaginary part! but is
closely related to the place where thereal part crosses the
zero line, from negative to positive~cf. de Boer, 1983!.

Figures 3 and 4 show results from two other experi-
ments. These figures confirm what is concluded from Fig. 2.
The three figures together illustrate the large variability in
input data and impedance functions.@These figures should be
complemented with the findings reported in de Boer and
Nuttall ~1997a, DAM!.# We infer that, with increasing stimu-
lus level, the BM impedance function is more and more ‘‘de-
prived’’ of a special component. We will call this variable
component the ‘‘extra’’ component. For low stimulation lev-
els this component causes the model to become ‘‘active,’’

FIG. 2. Response and BM impedance. Experiment: 7701.Dashed curves:
original responses in thex domain, amplitude and phase~ordinate scales on
the sides!. See Eq.~2! for the parameters used in thef-to-x transformation.
Stimulus levels: 20, 60, 70, 80, and 90 dB for live animal, 100 dB for dead
animal ~shown with coarser dashes!. The constantv is made equal to 2p
times the best frequency, 16.6 kHz, at the 20-dB stimulus level.Solid
curves: BM impedanceZBM(x,v) recovered by inverse solution, real@panel
~a!, left# and imaginary parts@panel ~b!, right#. The ‘‘stylized’’ three-
dimensional model is used, see text. Number of sections~N!: 700. ‘‘Unit’’
of impedance ~see thick vertical bars along sides of panels!: 2
~g mm22 s21!52000~kg m22 s21!. Smaller impedance values are plotted lin-
early, larger ones are logarithmically compressed.

FIG. 3. Response and BM impedance. Experiment: 7611.Dashed curves:
original responses.Solid curves: BM impedanceZBM(x,v) recovered by
inverse solution. Layout as Fig. 2. Stimulus levels: 50, 60, 70, 80, and 90 dB
for live animal, 100 dB for dead animal.

FIG. 4. Response and BM impedance. Experiment: 7619.Dashed curves:
original responses.Solid curves: BM impedanceZBM(x,v) recovered by
inverse solution. Layout as Fig. 2. Stimulus levels: 50, 60, 70, 80, and 90 dB
for live animal, 100 dB for dead animal.
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i.e., to produce wave amplification. For stronger stimuli this
component still tends to diminish power dissipation in the
model. In our figures the variations are the most conspicuous
in the real part. We found the same trends in 17 other ex-
periments. This idea will be worked out in later sections of
this paper.

Resynthesized response curves in thex domain overlap
the original ones so well that there is no need to illustrate
them. One important consequence is thatamplitude compres-
sion is the same in original and resynthesized responses. This
entails that model ‘‘M-Lin’’ is capable of demonstrating the
correct input–output amplitude function of the cochlea. The
proviso is that at each stimulus level the appropriate BM
impedance function is used. The variations of the impedance
are obviously of the right type to explain amplitude compres-
sion.

In de Boer and Nuttall~1999, INV-3! it has been re-
ported that resynthesis of theimpulse responseis virtually
perfect. We found the same feature in this study, for various
values of the stimulus levelL. Therefore, there is no need for
a figure. We want to stress one particular feature of these
results:The timing of individual cycles of the ccf waveform is
nearly the same for all stimulus levels, and this is true for
original as well as for resynthesized responses. Therefore,
model ‘‘M-Lin’’ with its level-dependent BM impedance is
also capable of reproducing the near-invariance of timing.
The earliest report about this near-invariance property inme-
chanical impulse responses of the cochlea appears to be
Robleset al. ~1976!, while more specific data are given in
Ruggeroet al. ~1992! and, more recently, in Recioet al.
~1998!. For responses of primary auditory-nerve fibers a
similar property has been found in PSTH histograms~Kiang
et al., 1965! and in revcor functions, see, e.g., Carney and
Yin ~1988!, Carney ~1993! and Carneyet al. ~1999!. We
confirmed this property for mechanical data in Part I~the end
of Sec. II C!. In particular, we found that the course of the
‘‘instantaneous frequency,’’ evaluated for a low stimulus
level, neatly lines up with that at higher levels~the relation
between instantaneous frequency and timing of zero-
crossings should be obvious!. One conclusion to be drawn is
that near-invariance of timing is not specifically linked with
nonlinearity ~cf. Sec. II B in Recioet al., 1998!. In a way
quite the opposite can be stated: near-invariance persists de-
spite nonlinearity~all our resynthesized responses are ob-
tained with a linear model!. In Part I it was proposed that the
‘‘glide’’ ~the general rise in instantaneous frequency with
time in the impulse response! should be one of the marks by
which the validity of a cochlear model is to be judged. We
can now go one step further and propose that the near-
invariance of the timing of oscillations in the resynthesized
impulse response should also be considered in judging the
validity of a cochlear model. Our model ‘‘M-Lin,’’ at each
stimulus level provided with the appropriate BM impedance
function, passes the test of acceptance. This is not too im-
pressive a result, however, so we will try to analyze this
intriguing near-invariance property more deeply.

II. SIGNAL COMPRESSION IN THE DATA

For better understanding intensity effects we must em-
bark upon more detailed theoretical considerations. In par-
ticular, we need to knowhow the average transduction of the
OHCs in the model depends on stimulus level. The result will
be applied to the computation of model responses. As the
first step, we will formalize how the amplitude of the re-
sponse to noise stimuli depends on stimulus level. Figure 5
illustrates measured response amplitude versus stimulus
level L. The curves connecting small circles show the total
power ~in arbitrary units! over the ccf spectrum for 11 ex-
periments as functions of stimulus level. The thick continu-
ous curve depicts an average function matched to the data.
We used the following expression for this curve:

v rms5exp@$2/~11~L/80!4!221~L/20!% ln ~10!#, ~3!

where v rms is the response amplitude andL is in dB. The
particular function in Eq.~3! is not based on any physiologi-
cal reasoning; it is chosen as a convenient expression involv-
ing a maximal compression of 40 dB. ForL50 ~dB! v rms is
normalized to 1. Note that the curves of Fig. 5 refer to stimu-
lation by bands of noise. The amplitude compression shown
reflects mainly the compression in the frequency region
around the best frequency~BF!, but this is of the same order
as the compression of single pure tones in that range. Equa-
tion ~3! will be used in Sec. III to describe the amplitude of
the input to OHCs in the model.

III. THEORY: TWO COMPONENTS OF THE BM
IMPEDANCE

We have reported on the effect of stimulus intensity on
the BM impedance earlier~de Boer and Nuttall, 1997a,
DAM !. In the stimulus-level range from 10 to 40 dB thereal
part of the BM impedanceZBM(x,v) in the ‘‘active’’ region
was found to vary little, but from 50 dB on it gradually
became less negative to become positive at the highest levels
~90–100 dB!. The imaginarypart of the impedance did not
vary much~in the relative sense!. Our present results show

FIG. 5. Amplitude of response as a function of stimulus levelL. See text.
Dashed line shows linear relation. Thick line follows Eq.~3!.
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the same properties but in greater detail. With model ‘‘M-
NL’’ these results can be explained in a qualitative way.
With the stimulus level increasing, the signal at the input to
the OHCs makes larger and larger excursions and there will
be more and more saturation in the~nonlinear! transfer func-
tion of these cells. As a result the average transduction of
individual components of the noise signal decreases and
‘‘activity’’ decreases likewise.

Let us make this reasoning more precise. In the nonlin-
ear model ‘‘M-NL’’ we assume that OHCs give rise to an
additional componentpadd(x,t) of the sound pressurep(x,t)
in the fluid near the BM~see Appendix A!. In the linear
model ‘‘M-Lin’’ this component is written aspadd(x,v),
which is no longer a real function of locationx and timet but
a complex function ofx and v. The pressure component
padd(x,v) will be proportional to the efficiency of OHC
transductiong(L) ~for wideband noise stimulig is a func-
tion of L, and not ofx or v, see Appendix A!. The additional
pressure componentpadd(x,v), when divided by the~com-
plex! BM velocity vBM(x,v), will produce anadditivecon-
tribution to the BM impedanceZBM(x,v), and this contribu-
tion will also be proportional tog(L). Hence, the BM
impedanceZBM(x,v) can be written as the sum of a ‘‘pas-
sive’’ term Zpass(x,v) that represents the ‘‘dead’’ or ‘‘pas-
sive’’ cochlea~with no functioning of OHCs at all!, and an
additional termg(L)Zextra(x,v) that is solely due to OHC
transduction:

ZBM~x,v!5Zpass~x,v!1g~L !Zextra~x,v!. ~4!

The parameterZextra(x,v) represents themaximumcontribu-
tion that can be given to the BM impedance. Allx-dependent
quantities in this relation are complex functions, but the co-
efficient g(L) is real. Note that the parametersZpass(x,v)
and Zextra(x,v) do not depend onL, whereasg(L) goes
down from 1 to 0 with increasingL. We will call this concept
the two-component theory of the BM impedance. It is valid
for all models to which the EQ-NL theorem applies. We can
rewrite relation~4! in terms of the impedanceZweak(x,v)
which is the BM impedance for the intact cochlea with a
very low level of stimulation@g(L)51#, as follows:

ZBM~x,v!5Zpass~x,v!

1g~L !@Zweak~x,v!2Zpass~x,v!#. ~5!

This expression is ‘‘closer to experiments’’ than Eq.~4!
since its constituents can directly be derived from data. It is
stressed thatonly the coefficientg(L) depends on the stimu-
lus level L; the other parameters in the equations are invari-
ant functions ofx and do not depend onL.

We can now ask three principal questions:
~A! Does the BM impedance vary with stimulus levelL

as predicted?
~B! If that is the case, does the two-component theory

predict the correct dependence of amplitude and phase of the
response uponL, for each individual experiment?

~C! Can the two-component theory simulate the near-
invariance of timing of the impulse response?

Note that all three questions are concerned with thepre-
dictive power of the model; we are no longer in thedescrip-

tive state. For all values ofL, Eq. ~4! or ~5! should provide a
good approximation to the actual BM impedance. It should
be remembered, though, that the constituent impedances
Zweak(x,v) and Zpass(x,v) in Eq. ~5! have considerable in-
trinsic errors, especiallyZweak(x,v).

In the present section question~A! will be treated, and in
the next two sections questions~B! and~C!. According to the
reasoning underlying the EQ-NL theorem, OHC transduction
should be proportional to the average slope of the transduc-
er’s transfer function, averaged over the OHC input signal’s
excursions~de Boer, 1997!. In Appendix A this is expressed
by Eq.~A1!. The OHC input signal is proportional tov rms as
expressed by Eq.~3! of Sec. II. Thus, given an acceptable
OHC transfer functionF(.), theaverage slope, i.e., the trans-
ducer efficiencyg, can be calculated for every value ofv rms.
In Appendix B it is shown how the calculation is done, with
a transfer functionF(.) firmly based on experimental data.
The calculation contains the response amplitudev rms normal-
ized by the factorv1. The functiong gradually decreases
from 1 to 0 with increasingv rms. For the chosen function
F(.), makingv rms equal tov1 makesg equal to 0.513.

A rough estimate of the normalization factorv1 can be
obtained with the data from Fig. 4 in de Boer and Nuttall
~1997a, DAM!, which figure shows the BM impedance av-
eraged over a fixed region ofx ~in fact, the ‘‘active’’ region
for the lowest stimulus level! as a function ofL, for seven
experiments. We averaged these results over the seven ex-
periments, and found the real part of the BM impedance to
reduce its negative-going excursion to one-half its maximal
value around the stimulus level of 73 dB. When we choose
v1 equal to 1100, the functiong(L) reduces to 0.5 forL
equal to 73. We further verified thaton the averagethe
negative-going excursion of the real part of the BM imped-
ance indeed varies withL in approximately the same way as
our calculated functiong(L). In this way question~A! posed
above has been answered in the affirmative. We may con-
clude that the concepts inherent in our nonlinear model are
realistic. Therefore, let us go ahead and try to make the pre-
diction more refined. This will be done by including resyn-
thesis, and going from the average over experiments to indi-
vidual experiments.

IV. APPLICATION TO INDIVIDUAL EXPERIMENTS I:
BM RESPONSE

In this section we will address question~B! of Sec. III.
We will use g(L) calculated according to Appendix B to
predict ZBM(x,v) for every value of stimulus levelL, and
compute model response curves for this choice. Instead of
averaged impedance values we will now handlefull func-
tions of x obtained in a single experiment. The procedure is
as follows.

~i! Take, from the collection of responses~ccf’s! in one
animal, two responses, one for the ‘‘live’’ animal,
with a weak stimulus, and one post-mortem. Choose a
value forv1.

~ii ! Derive from the two responses the two impedance
functions Zweak(x,v) and Zpass(x,v), for all x over
the entire range.
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~iii ! Calculate, for a given stimulus levelL, the value of
g(L) according to Appendix B.

~iv! Find the ‘‘predicted’’ BM impedance function from
Eq. ~5!.

~v! Perform resynthesis in model ‘‘M-Lin’’ with this im-
pedance.

~vi! Compare the model responsevBM(x,v) with the ac-
tual response data for the same value ofL.

~vii ! Do steps~iii ! through~vi! for every stimulus levelL,
keeping the normalizing factorv1 the same.

It turns out that for every experimentv1 has to be given its
‘‘own’’ value to obtain the best-fitting result over the entire
range ofL.

We illustrate the outcome with a figure that applies to
experiment 7701~the one used for Figs. 1 and 2!. The func-
tion Zweak(x,v) refers to the stimulus level of 20 dB, and we
chooseZpass(x,v) from the post-mortem case. Then, for
stimulus levels from 50 to 90 dB, the ‘‘predicted’’ BM im-
pedance is computed from Eq.~5! and the response is resyn-
thesized for that impedance.

Figure 6 shows the resulting responses in thex domain.
The original responses are shown by dashed lines@the re-
sponses on whichZweak(x,v) and Zpass(x,v) are based are
included#, and the resynthesized responses by solid lines.
Recall that in this resynthesis the BM impedance function is
simply a linear combination of two fixedx-dependent com-
ponents, and it is only one of the coefficients,g(L), that
varies with stimulus levelL. The value of the normalization
factor v1 giving the best fit for this experiment is 2440. The
efficiencyg(L) then reduces to 0.5 forL equal to 86 dB. The
resynthesized response functions are seen to resemble the
original ones and to follow their variations with stimulus
level. It is evident that the two-component theory predicts
not only the correct frequency selectivity and tuning but also
the correct amplitude compression in the input–output
function.3 Moreover, it produces the correct response phase.
Thus, question~B! of Sec. III has been answered.

There is one aspect of this result that seems, at first
sight, unsatisfactory. To calculate the efficiency coefficient

g(L) we started from Eq.~3! as expressing the signal ampli-
tude value as a function ofL. We then used this to calculate
g(L), substitutedg(L) in the BM impedance expression Eq.
~5! and found the resynthesized response to show the ‘‘cor-
rect’’ amplitude compression. This seems like circular rea-
soning, we started from and ended with the same ‘‘compres-
sion.’’ We could have followed a different path, namely,
starting with uncompressed BM velocity values, calculating
g(L), and using that in resynthesis. We would then find too
much compression, and we could use the newly computed
BM velocity ~which is too small! to recalculateg(L), and to
do another resynthesis~producing too large an amplitude!.
After a number of iterations we would end up by finding that
the ‘‘correct’’ type of compression in the measured velocity
values corresponds with the ‘‘correct’’ compression of re-
synthesized amplitude values. And this is just what we did in
a straightforward way.

V. APPLICATION TO INDIVIDUAL EXPERIMENTS II:
IMPULSE RESPONSE

A most critical test forms the impulse response@question
~C! of Sec. III#. Figure 7 shows the impulse responses cor-
responding to the curves in Fig. 6; the one corresponding to
the 20-dB condition is included. The original impulse re-
sponses are the dashed lines. The impulse responses com-
puted with the ‘‘two-component theory’’ are shown by solid
lines. For different conditions the curves have been normal-
ized to show the same maximum amplitude butoriginal and
resynthesized impulse responses have always been normal-
ized by the same factor. At many places the solid lines com-
pletely cover the dashed lines. At the lowest levels the cor-

FIG. 6. Resynthesis of response when BM impedance is composed of two
components as in Eqs.~4! and~5!. Experiment: 7701.Dashed curves: origi-
nal responses~the 20-dB and the post-mortem responses included!. Solid
curves: resynthesized responses with predicted impedance function. Stimu-
lus levels: 60, 70, 80, and 90 dB. Normalization constantv1 : 2440.

FIG. 7. Resynthesis of impulse response when BM impedance is composed
of two components as in Eqs.~4! and~5!. Experiment: 7701. Stimulus levels
as indicated.Dashed lines: original impulse responses.Solid lines: resynthe-
sized impulse responses with predicted impedance function. Note how well
the timing of the zero-crossings is preserved~see vertical dotted lines!.
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respondence is seen to be almost perfect, as expected
becauseg(L) is close to 1. At higher levels the resynthesized
waveforms are very similar to the original ones, but there
appear small deviations, in the course of the envelope wave-
form as well as in the phase of the oscillations. Four vertical
dotted lines are added to the figure to illustrate that the zero-
crossings are nearly invariant with stimulus level.

Figure 8 shows results for the experiments used for Fig.
3 @panels~a!–~e!# and Fig. 4@panels~f!–~j!#. For all three
experiments illustrated by Figs. 7 and 8 the correspondence
between original and resynthesized impulse responses is out-
standing, the more so when we take into account how the
BM impedance is represented by Eq.~5! as the sum of two
terms both having considerable inherent errors. We found
corresponding results in 11 other experiments, envelope
variations were similar to those shown in Figs. 7 and 8, and
the zero-crossings were never more than 0.1 period different
between original and resynthesized responses. As implied
earlier,v1 had to be adjusted to each individual experiment
but one value then served for all stimulus levels. The largest
variations ofv1 with respect to the earlier mentioned value
of 1100 amounted to a factor of 3, mostly upward. What is
important here is thatthe model’s impulse response displays
almost the same near-invariance of timing as the original
impulse response. In this way, question~C! posed in Sec. III
has also been answered in the affirmative. For different val-
ues of L the BM impedance functions in the model differ
only in the second term of Eq.~5!. Apparently, this is one
condition to leave the phase of the impulse-response oscilla-
tions nearly the same. We have not been able to prove that
this condition is necessary~in the mathematical sense!.

The condition is not sufficient either. From Part I we
recall that one locally active model of the cochlea, Geisler
and Sang~1995!, qualitatively shows the correct ‘‘glide’’
property while another one, Neely and Kim~1986!, does not.

If we vary the feedback factor in these models—to mimic
variations of stimulus level—we find that the Geisler–Sang
model approximately shows the near-invariance property
while the Neely–Kim model does not. It is important to note
that both models obey the conditions for the EQ-NL theo-
rem, and their BM impedances thus should obey Eqs.~4! and
~5!. Therefore, the model property that corresponds to near-
invariance of timing in the impulse response is a subtle one.
Further study is needed to work out the exact connection.

VI. SUMMARY AND CONCLUSIONS

For stimulation by weak signals it is generally agreed
that the cochlea operates as a linear system. In Part II of this
series it has been shown that in that case the stimulus–
response relation of the cochlea can be simulated by that of a
well-chosen model. Characteristically, that model is locally
active. In the present paper the procedure is extrapolated to
the case where the cochlea is nonlinear. By invoking the
EQ-NL theorem the result can be interpreted in terms of a
linear model~‘‘ M-Lin’’ !. When stimulus level increases,
the degree of activity in model ‘‘M-Lin’’ is found to de-
crease~Figs. 2–4!.

In this paper one further step is taken: fromanalysisto
prediction. First, the EQ-NL theorem predicts that the BM
impedance is a linear combination of two components, the
‘‘two-component theory of the BM impedance.’’ This is ex-
pressed by Eq.~4!. Second, the same theorem provides the
way to calculate the reduction of activity as a function of
stimulus level. Given the functional form of OHC transduc-
tion, only one parameter, the scaling factorv1, is involved.
The result is the~real! transduction efficiency coefficient
g(L) which goes from 1 to 0 with increasingL. With this
theory the variations in the BM impedance function with
stimulus level can be explained quite well. For the best fit to
the average of an earlier data set,g(L) should reduce to 0.5
when the stimulus level is 73 dB. However, for each of the
experiments illustrated by Figs. 6–8 the stimulus levelL at
which g(L) reduces to 0.5 is larger than 80 dB. That level is
indeed found to be higher than 73 dB in the majority of the
14 experiments in which we tested the ‘‘two-component
theory of the BM impedance.’’

These findings can be compared to published data for
the guinea pig. In Yateset al. ~1989! the local cochlear mi-
crophonic~CM! potential is reduced to 50% of its maximum
value by a tone of 83 dB SPL~see Fig. 4 of that paper!; see
also Geisleret al. ~1990!. Patuzziet al. ~1989! report @see
their Fig. 1~c!# that the CM reduces to 50% at slightly over
80 dB SPL. Measuring the CM potential can be seen as
estimating the efficiency of the OHCs. Given the enormous
differences in experimental technique, the agreement with
our estimates is satisfactory.

The same two-component theory of the BM impedance
has been applied toindividual experiments. For each experi-
ment the appropriate value of the scaling factorv1 has to be
selected. With the two-component impedance the model is
capable of reproducing all aspects of the processing that
noise signals undergo in the cochlea, for all stimulus levels.
In the frequency domain this property includes correct repro-
duction of

FIG. 8. Resynthesis of impulse responses in two more experiments. Left,
experiment 7611. Right, experiment 7619. Normalization constants: 2200
and 1830, respectively. Vertical dotted lines assist in judging near-
invariance of timing.
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~i! variation of frequency selectivity,
~ii ! the downward shift of the peak frequency, and
~iii ! compression of the response amplitude with varying

stimulus level~see Fig. 6!.

In the time domain typical characteristics of the impulse re-
sponse are simulated:

~i! the shape of the envelope of the impulse response,
and

~ii ! the glide.

In the measured time-domain responses a long-known prop-
erty is confirmed:

~iii ! With increasing stimulus level the timing of the indi-
vidual oscillations remains approximately constant;
this near-invariance is also accurately simulated by the
model’s impulse response~see Figs. 7 and 8!.

Characteristic is the fundamental property that the BM
impedance is a linear combination of two fixed impedance
functions@Eq. ~4!# and that only the coefficientg(L) of one
of these varies with stimulus levelL. It follows that one
model now explainsall manifestations of nonlinearity due to
variations in the noise stimulus levelL. Only one parameter,
v1, needs to be adapted to an individual experiment but one
value serves for all levelsL. This illustrates the far-reaching
potential of the two-component theory. In Sec. V we ex-
plained that the two-component theory for the BM imped-
ance is not a necessary-and-sufficient condition for near-
invariance.

In Sec. I we proposed that the near-invariance of the
timing of oscillations in the~resynthesized! impulse response
should be taken into account in judging the validity of a
cochlear model. We have found in Sec. V that a model that is
provided with a BM impedance that consists of two compo-
nents of which only the coefficient of one of the components
varies with stimulus level@as in Eq.~4!# is indeed capable of
explaining near-invariance of timing in the impulse response.
Therefore, with the two-component theory of the BM imped-
ance, we can quantitatively understand the way in which
cochlear nonlinearity, frequency selectivity, peak frequency,
signal amplitude and impulse-response~waveformand tim-
ing! vary with stimulus level. All this applies only to the case
of stimulation by wideband noise, and under the assumption
that the real cochlea operates as the model we have been
using, of course.
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APPENDIX A: THE EQ-NL THEOREM—BASIS AND
MEANING

For the purpose of this paper it is necessary to review
the basic premises of the cochlear model in somewhat
greater detail than has been done in previous papers. This has
specifically to do with the elements of the model that are
assumed responsible for amplifying the cochlear fluid wave
and are also assumed to be the sources of nonlinearity. Con-
sider a model ‘‘M-NL’’ of the cochlea consisting of two
elongated fluid-filled channels separated by the ‘‘cochlear
partition’’ containing the organ of Corti. Along the entire
length of the model, a part of the width of the partition is
occupied by a flexible membrane, the basilar membrane
~BM!. It is assumed that outer hair cells~OHCs! of the organ
of Corti are able to cause a local sound pressurepOHC(x,t)
~an oscillating pressure, on a cycle-to-cycle basis! which
gives rise to an additional componentpadd(x,t) of the sound
pressurep(x,t) near the BM in the fluid. By way of this
extra pressure the OHCs may enhance and sharpen the fre-
quency response of the system via amplification of the
cochlear wave. Transduction in the OHCs is assumed to be
nonlinear ~saturating! and instantaneous which makes the
model nonlinear. All other signal transformations in the
model are linear~but are place and frequency dependent!.

We also consider a ‘‘comparison model,’’ called ‘‘M-
Lin’’ in this paper, which islinear and identical in structure
and functioning to the nonlinear model when that works with
extremely weak signals. Responses and variables in this
model are expressed in the frequency orv domain. In model
‘‘ M-Lin,’’ pOHC(x,v) andpadd(x,t) both have to be multi-
plied by the ~real! factor g that is called thetransduction
efficiency coefficient. Let g be 1 for optimal operation of the
model, corresponding to stimulation with very weak signals.
The coefficientg will be smaller in a model that represents a
strongly stimulated or deteriorated cochlea and zero in a
‘‘dead’’ cochlea. Saturation of the OHCs in the nonlinear
model ‘‘M-NL’’ thus corresponds to a decrease ofg in the
linear model ‘‘M-Lin.’’ The EQ-NL theorem states the fol-
lowing correspondence between the two models, the nonlin-
ear model under study and the linear model:

The input–output cross-correlation function (ccf) for the
nonlinear model ‘‘M-NL’’, determined with a wide-
band random-noise input signal with a given stimulus
level, is equal to the ccf for model‘‘ M-Lin’’ that has
exactly the same structure and the same parameters, but
in which all OHCs are linear and operate with a re-
duced efficiency coefficientg.

Further properties are described by the following:

With wideband flat-spectrum random-noise stimuli the
efficiency coefficientg is the same for all OHCs and for
all frequencies. With stronger stimulig will be reduced
more and more.
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The acronym EQ-NL has been chosen to emphasize the as-
pects of ‘‘equivalence’’ and ‘‘nonlinearity.’’ For the proof of
the theorem, see de Boer~1997!. The main argument in this
proof is that at the input to each nonlinear OHC transducer a
composite noise signal is present~with a near-Gaussian dis-
tribution and a large number of components! which causes
each component of that signal to becompressed~in the av-
erage! to exactly the same degree~the factorg). Note that
for one OHC this compression isthe same for all frequencies
because the nonlinearity involved is memoryless and the
component amplitudes are small. The latter condition re-
quires that all signals have a large number of degrees of
freedom.4 In its concentration upon the handling of small-
amplitude components, the EQ-NL theorem forms an exten-
sion to the pseudo-linear solution method advocated by Ka-
nis and de Boer~1993!, which has proven useful in the study
of two-tone suppression and distortion-product generation
~Kanis and de Boer, 1994, 1997!.

For a no-memory transducer with transducer character-
istic F(.) and input signalu the average transduction coeffi-
cient g is given by

g5E
2`

`

F8~u!P~u!du, ~A1!

whereP(u) is the probability density of the signalu, F8(.)
is the derivative ofF(.) which should be a monotonically
decreasing function of the magnitude of its argument, and
F8(0) is assumed to be equal to 1. Then, for very small
signals the coefficientg is equal to 1. For stronger signalsg
expresses, by its reduction from 1, theaverage state of satu-
ration in the system. Howg can actually be calculated is
detailed in Appendix B.

If we assume that the functioning of the actual cochlea
can be described by the nonlinear model under consideration,
the signals involved in the theory can be replaced by the ones
used and obtained in the experiment, and conclusions about
the cochlea can be formulated in terms of properties of the
linear ‘‘comparison model,’’ model ‘‘M-Lin.’’ In order to
carry out the entire procedure on recorded data, stimulation
has to occur with wideband flat-spectrum noise signals and
‘‘responses’’ are to be acquired in the form of input–output
cross-correlation functions~ccfs!.

APPENDIX B: THE EFFICIENCY OF TRANSDUCTION

Let the input to one outer hair cell~OHC! be the deflec-
tion dcil(x,t) of the OHC stereocilia. The output is the local
pressurepOHC(x,t) mentioned in Appendix A. Express the
nonlinear instantaneous transduction function of the OHC by

pOHC~x,t !5S0d1F@dcil~x,t !/d1#, ~B1!

whereF(.) is a saturating no-memory nonlinear real func-
tion that is equal to its argument for very small values of the
argument and remains finite for extreme values of the argu-
ment,d1 is a scaling factor fordcil(x,t), andS0 is a constant.
Assume the signaldcil(x,t) to be narrow-band noise with a
large number of degrees of freedom. Transduction of each of
the many~small! components ofdcil(x,t) will be determined
by the average slopeF8(.) of the functionF(.), averaged

over all values of the signaldcil(x,t) @see Eq.~A1!#. Because
dcil(x,t) is a linear transform of BM displacementdBM(x,t),
the functionF8(.) can also be averaged over the distribution
of dBM(x,t) provided a different normalization constant is
introduced instead ofd1. Similarly, we can work with the
normalized BMvelocityvBM(x,t) instead of the normalized
BM displacement. This leads to the alternative formulation

pOHC~x,t !5Z0v1F@vBM~x,t !/v1#, ~B2!

where we have introduced another constantZ0 instead ofS0

and a new scaling factor,v1. We will take care of the filter-
ing between BM velocity and ciliary deflection, and the as-
sociated phase difference, later. Because this filtering is as-
sumed to be linear, the ratio of the coefficientsv1 and d1

does not depend on stimulus level.
In model ‘‘M-Lin’’ ~see Appendix A!, OHC transduc-

tion is written as

pOHC~x,v!5gZ1~x,v!vBM~x,v!. ~B3!

This pressure can be represented by a complex number, and
its amplitude will be proportional to the real coefficientg.
There will also be a phase shift that is part of the transfor-
mation between BM velocity and ciliary displacement. This
phase shift does not vary with stimulus level and the trans-
formation can thus adequately be represented by the complex
coefficientZ1(x,v). Another phase shift is relevant: that be-
tween the local OHC-generatedpOHC(x,v) and the corre-
sponding componentpadd(x,t) of the pressurep(x,v) near
the BM. This phase shift does not vary with stimulus level
either. Equation~B3! has the following counterpart for the
pressure componentpadd(x,t):

padd~x,v!5gZ2~x,v!vBM~x,v!. ~B4!

The entire space- and frequency-dependent filtering in the
feedback path—from the BM viapOHC(x,v) and padd(x,t)
back to the BM—and both phase shifts involved are included
in the ~complex! coefficient Z2(x,v). By using complex
functions we thus have incorporated the phase shifts and fil-
tering that we formerly omitted. A more detailed formulation
is found in Kanis and de Boer~1993!.

In good approximation the probability distribution of
dcil(x,t) as well asvBM(x,t) will be Gaussian. We then find
the efficiency coefficientg of OHC transduction as the av-
erage slopeF8(u) of F(u) over the values of@vBM(x,t)/v1#
for a Gaussian distribution@see Eq.~A1!#:

g5E
2`

`

F8~av rms/v1!PG~a! da, ~B5!

wherev rms is the rms value ofvBM(x,t) andPG(.) stands for
the Gaussian probability density function with unity vari-
ance. When we know the form ofF(u) and the value ofv1 ,
we can calculateg as a functiong(L) of stimulus levelL
becausev rms is assumed to depend onL in the way expressed
by Eq. ~3! of the main text.

The exact form of the nonlinear transfer functionF(u)
is not critical. As the basis forF(u) the hyperbolic tangent
function as used in the work of Kanis and de Boer~1993! is
taken. A weighted sum of two such functions has a two-stage
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variation of the slope which corresponds better to the non-
linear odd-order character of hair-cell transfer functions~cf.
Geisler, 1998, Figs. 8.3 and 8.5!:

F~u!5@ tanhw1c tanh~w/c!#/~11c!, ~B6!

where

w5~11c!u/2. ~B7!

The parameterc is a constant which must be nonzero. For
every value ofc the functionF(u) has unity slope atu50
and it reaches11 for u→` and 21 for u→2`. For c
51, F(u) reduces to a single tanh function. The parameterc
is taken equal to 0.2. Foru51, F(u) is equal to 0.613.
Substitution of Eq.~B6! into Eq. ~B5! yields the efficiency
coefficientg as a function ofv rms/v1. For v rms equal tov1 ,
g becomes equal to 0.513. Application of Eq.~3! of the main
text givesg as a functiong(L) of stimulus levelL.

1This study was consistent with NIH guidelines for humane treatment of
animals and was reviewed and approved by the University of Michigan
Committee on Use and Care of Animals and the Oregon Health Sciences
Committee on the Use and Care of Animals.

2MATLAB ® programs for inverse and forward model solutions using sparse
matrices can be requested from the first author~preferably via e-mail!.

3The slight flattening of the curves to the right is due to smoothing of the
BM impedance function.

4The number of degrees of freedom is 2WT, whereW is the bandwidth and
T is the period of the pseudo-random noise. In our experiments 2WT is
minimally of the order of 40. For the strongest stimuli it is of the order of
180. These values are large enough for the formalism described to be ap-
plicable.
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The dynamic range of inner hair cell and organ
of Corti responses
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Inner hair cell~IHC! and organ of Corti~OC! responses are measured from the apical three turns of
the guinea pig cochlea, allowing access to regions with best, or most sensitive, frequencies at
approximately 250, 1000, and 4000 Hz. In addition to measuring both ac and dc receptor potentials,
the average value of the half-wave rectified response (AVEHR) is computed to better reflect the
signal that induces transmitter release. This measure facilitates comparisons with single-unit
responses in the auditory nerve. Although IHC ac responses exhibit compressive growth, response
magnitudes at high levels depend on stimulus frequency. For example, IHCs with moderate and high
best frequencies~BF! exhibit more linear responsesbelow the BF of the cell, where higher
sound-pressure levels are required to approach saturation. Because a similar frequency dependence
is observed in extracellular OC responses, this phenomenon may originate in cochlear mechanics.
At the most apical recording location, however, the pattern documented at the base of the cochlea
is not seen in IHCs with low BFs around 250 Hz. In fact, more linear behavior is measuredabove
the BF of the cell. These frequency-dependent features require modification of cochlear models that
do not provide for longitudinal variations and generally depend on a single stage of saturation
located at the synapse. Finally, behavior of dc and AVEHR responses suggests that a single IHC is
capable of coding intensity over a large dynamic range@Patuzzi and Sellick, J. Acoust. Soc. Am.74,
1734–1741~1983!; Smith et al., in Hearing—Physiological Bases and Psychophysics~Springer,
Berlin, 1983!; Smith, in Auditory Function ~Wiley, New York, 1988!# and that information
compiled over wide areas along the cochlear partition is not essential for loudness perception,
consistent with psychophysical results@Viemeister, Hearing Res.34, 267–274~1988!#. © 2000
Acoustical Society of America.@S0001-4966~00!02303-1#

PACS numbers: 43.64.Ld, 43.64.Nf, 43.64.Tk@RDF#

INTRODUCTION

Recordings from the auditory nerve provide a relatively
complete description of longitudinal variations in cochlear
function ~Kiang, 1984; Ruggero, 1992!, i.e., variations that
depend on best frequency~BF!. The addition of basilar-
membrane measurements to this database makes it possible
to compare mechanical and neural responses to the same
stimulus in the same species~Narayanet al., 1998!. This
allows the transformation from basilar-membrane motion to
neural activity to be investigated. Because mechanical mea-
sures are presently restricted to basal and apical ends of the
cochlea, a strategy was developed~Yateset al., 1990; Coo-
per and Yates, 1994! to use the neural data to estimate me-
chanical preprocessing at all cochlear locations. This ap-
proach is based on the premise that basilar-membrane
mechanics are nonlinear, but only in the region around BF,
and that hair cell nonlinearities are frequency independent
~Patuzzi and Sellick, 1983!. Based on these relationships,
rate-intensity functions obtained well below BF can be used
as a reference because mechanical input to the IHC is linear
in this frequency region. Nonlinear mechanical contributions
can then be estimated from rate-intensity functions recorded

at the BF of the nerve fiber. Unfortunately, this derived
input–output technique is appropriate only in the basal, high-
frequency region of the cochlea where linear mechanical re-
sponses are recorded below BF on the tails of the response
curves~Rhode, 1971; Sellicket al., 1982; Nuttall and Dolan,
1996; Ruggeroet al., 1997!. In the apical, low-frequency
region of the cochlea, however, response curves do not ex-
hibit a tail segment, with the result that mechanical responses
are generally nonlinear, although to a lesser degree than in
the base~Rhode and Cooper, 1996, 1997!. Because of this
restriction, recordings from individual hair cells at several
locations along the cochlear spiral are useful when evaluat-
ing how mechanical inputs are transduced and modified prior
to spike initiation. By documenting how sound pressure and
frequency are coded in the peripheral auditory system~Craw-
ford and Fettiplace, 1981!, the processes that underlie inten-
sity coding may be revealed.

In this report, receptor potentials produced by mamma-
lian inner hair cells~IHC!, as well as voltages recorded ex-
tracellularly in the organ of Corti~OC! fluid space, are ob-
tained and compared. The latter is thought to reflect outer
hair cell ~OHC! receptor currents~Dallos and Cheatham,
1976; Russell and Sellick, 1983; Dallos and Evans, 1995!.
Because OHCs respond to basilar-membrane displacement
~Dallos, 1973; Nedzelnitsky, 1974; Dancer and Franke,

a!Author to whom correspondence should be addressed. Electronic mail:
m-cheatham@nwu.edu
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1980!, these extracellular measurements can be used as an
indicator of mechanical events. By inspecting input–output
functions obtained for inputs below, at, and above BF, it is
possible to learn if the compression exhibited by these re-
sponses is frequency dependent. Additional comparisons be-
tween OC, IHC, and neural results allow the sources of these
variations to be estimated. Although a frequency dependence
has been observed for high-level responses measured in
IHCs with moderate and high BFs~Russell and Sellick,
1978; Sellick and Russell, 1979; Zwislocki and Chatterjee,
1995; Chatterjee and Zwislocki, 1997, 1998!, companion
data for IHCs in the apex of the cochlea are required.

Previous reports focused on the level dependence of ei-
ther ac ~Russell and Sellick, 1978; Dallos, 1985a; Russell
et al., 1986; Dallos and Cheatham, 1990; Chatterjee and
Zwislocki, 1998! or dc ~Russell and Sellick, 1978; Patuzzi
and Sellick, 1983; Dallos, 1985a; Russellet al., 1986; Good-
man et al., 1982! receptor potentials. Depending on the BF
of the location under study, however, this may not be suffi-
cient. For example, in turn 4, at the apex of the cochlea, the
ac receptor potential is large and probably controls transmit-
ter release at low stimulus levels~Schmiedt and Zwislocki,
1978; Cheatham and Dallos, 1993!. Conversely, at the base
of the cochlea the dc receptor potential controls transmitter
release because the ac component is reduced by filtering at
the IHC’s basolateral membrane~Russell and Sellick, 1978!.
Between these two extremes, however, some combination of
both ac and dc components may provide a better indication
of the level-dependent properties of the IHC, which ulti-
mately provide the substrate upon which neural processing is
based. This proposal assumes that ac and dc components of
the receptor potential are integrated at the synapse and that
this combined potential induces the release of neurotransmit-
ter. This latter response is approximated by computing the
average value of the half-wave rectified response. By evalu-
ating the dynamic range of ac, dc, and average voltages, it
may be possible to learn whether intensity coding is deter-
mined at a relatively narrow location along the cochlear par-
tition ~Patuzzi and Sellick, 1983; Delgutte, 1987; Smith,
1988; Viemeister, 1988! or whether integration over wide
spatial areas is required~Chatterjee and Zwislocki, 1998!.

I. METHODS

Inner hair cell responses are recorded in anesthetized
guinea pigs using the lateral approach~Dallos et al., 1982!.
Windows made in the cochlear bone overlying scala media
in turns 2, 3, and 4 allow access to regions along the cochlear
partition where BFs are approximately 4000, 1000, and 250
Hz, respectively. The latter values refer to that frequency
where the greatest sensitivity is demonstrated at low input
levels. A recording electrode is advanced through the spiral
ligament andstria vascularis into the scala media fluid
space. After contacting a Hensen cell at the periphery of the
OC, small advances are made to acquire the IHC measure-
ments. An ideal electrode track is roughly parallel to, but
slightly below, the reticular lamina, to avoid disruption of the
tectorial membrane. The condition of the cochlea is deter-
mined by monitoring the endocochlear potential~EP!, as
well as the cochlear potentials recorded in the organ of Corti

fluid space. In spite of the fact that the data included here are
the best in our collection, variations in response magnitude
~Dallos, 1985b! make it difficult to obtain quantitative com-
parisons between experiments and between recordings made
in a single preparation. The fact that these recordings are
highly labile probably reflects a decrease in OHC feedback
which results in more linear responses. These procedures
~Dallos, 1985a; Cheatham and Dallos, 1992! were approved
by the National Institutes of Health and by Northwestern
University’s Institutional Review Committee.

In these experiments, signals are generated using a pro-
grammable frequency synthesizer~model 5100, Rockland
Systems!, gated by a custom-made device and attenuated
prior to delivery at the driver~Beyer DT-48!. Signal dura-
tions vary with frequency such that longer durations are used
for lower frequency inputs. All signals, however, are at least
10 ms long. Because cochlear potentials do not adapt~Davis,
1957; Kiang and Peake, 1960!, these variations in signal
length do not influence the measurements. Signal levels were
not changed randomly but varied sequentially, beginning
with the lowest level where the largest number of samples
were averaged. As stimulus level increased, the number of
samples decreased to avoid fatiguing the ear.

The sound pressure at the tympanic membrane is moni-
tored with a probe tube inserted into the sound tube and
connected to a miniature microphone~Knowles BT-1751!.
This concentric assembly is cemented to the externalosseous
meatusforming a closed system. Because the Knowles mi-
crophone is nonlinear for high-level inputs, the linearity of
the sound system is determined in a coupler using a Bru¨el &
Kjær 1/2-in. condenser microphone~type 4134!. These mea-
surements indicate that distortion in the sound is at least 60
dB down from the fundamental, except for low-frequency
inputs below;250 Hz where the distortion is only 40 dB
down.

Input–output functions for ac and dc receptor potentials
are measured for tone bursts below, at, and above the BF of
the IHC. Companion measures are also collected for the co-
chlear microphonic~CM! measured extracellularly in the OC
fluid space. Recorded responses are preamplified and capaci-
tance compensated by optimizing square-wave responses
~Cell Explorer model 8700, Dagan Corp.!. Signals are then
low-pass filtered to prevent aliasing and gain-controlled to
avoid saturating the analog-to-digital converter. Fast Fourier
transforms of averaged response waveforms are determined
off-line to provide the magnitudes of both ac and dc compo-
nents. Waveform segments, obtained during the steady-state
portion of the response, are windowed prior to transforma-
tion using a Hanning function. Although data are acquired
using a PDP 11/73~Digital Equipment Corp.!, data analysis
is performed on a Power Macintosh G3~Apple Computer,
Inc.! usingIGOR PRO~WaveMetrics, Lake Oswego, OR!.

In some cases, inner hair cell ac and dc receptor poten-
tials are used to obtain a combined voltage that better reflects
the signal that induces transmitter release. This approach
uses a half-wave rectified version of the averaged response
waveform because single units respond to unidirectional
movements of the basilar membrane~Brugge et al., 1969!
and because rectification is thought to occur at the synapse
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~Schroeder and Hall, 1974; Smith and Brachman, 1982;
Allen, 1983!. In this process, all data points within an integer
multiple of response cycles are added together. The result is
then divided by the total number of points to provide the
average value of the half-wave rectified waveform, referred
to as AVEHR. It should be remembered that the average volt-
age for a half-wave rectified sinusoid corresponds to 1/p
~peak!. The recorded IHC waveforms, however, are not sinu-
soidal because hair cell responses are distorted. Conse-
quently, the computed values for the half-wave rectified IHC
responses are not simply 1/p ~peak! because of the harmonic
and dc components present in the intracellular response.

II. RESULTS

A. Turn 2

Input–output functions are plotted for a second-turn
IHC in Fig. 1. In the left panel, magnitude of the ac receptor
potential is plotted along the ordinate; sound-pressure level
is along the abscissa. Functions are provided for inputs be-
low BF at 2000 Hz~dotted lines and triangles!, at BF at 3800
Hz ~solid lines and squares!, and above BF at 4700 Hz
~dashed lines and circles!. Although all three functions ex-
hibit compression, the magnitude of high-level responses de-
pends on stimulus frequency. For example, the magnitude
near saturation for the input below BF exceeds that at 3800
Hz, while responses at 4700 Hz approach saturation at the
lowest magnitude. In other words, as frequency increases,
the magnitude of high-level responses decreases. Although it
is understood that the recording electrode attenuates high-
frequency responses at 12 dB/oct above;3500 Hz~Baden-
Kristensen and Weiss, 1983; Cody and Russell, 1987!, cor-
rections for this filtering were not applied to the ac values
reported here. It should be stated, however, that the principal
features of the frequency dependence exhibited here in sec-
ond turn do not change when the data at and above BF are
corrected using a generic compensation~Cheatham and Dal-
los, 1993!.

In order to better approximate the voltage that drives
transmitter release, the AVEHR potential recorded in the IHC
is determined and plotted on the right-hand-side of Fig. 1.
The dc input–output function is also included for compari-
son and plotted with open squares. Because the ac receptor
potential is filtered by the cell’s basolateral membrane~Rus-
sell and Sellick, 1978!, the AVEHR potential approximates
the dc receptor potential when recordings are made near BF
in the basal half of the cochlea. Although this AVEHR volt-
age exhibits compressive growth, the approach to saturation
occurs at higher levels than those observed for the funda-
mental ac component, plotted on the left. This behavior may
relate to the greater dynamic range observed for the dc re-
ceptor potential~Goodmanet al., 1982; Patuzzi and Sellick,
1983; Nuttall, 1984; Cody and Russell, 1987!. Responses for
the CM measured outside the IHC in the organ of Corti fluid
space are shown in Fig. 2. Again, frequency-dependent com-
pression is expressed in the extracellular responses. Because
these measurements reflect OHC receptor currents, they im-
ply that basilar-membrane displacements may also approach
saturation at lower magnitudes as stimulus frequency in-
creases.

B. Turn 3

Although data from second turn are similar to results
recorded in first-turn IHCs~Russell and Sellick, 1978;
Patuzzi and Sellick, 1983; Russellet al., 1986! and in gerbil
IHCs with BFs around 2500 Hz~Zwislocki and Chatterjee,
1995; Chatterjee and Zwislocki, 1997, 1998!, it is important
to determine if this frequency dependence can be generalized
to other recording locations. Consequently, results are pro-
vided for third turn where BFs are between 800 and 1000
Hz. Data in Fig. 3 are obtained for an IHC and for the CM
recorded in the OC. In the left panel, the near-BF response
~solid lines and squares! reaches the highest magnitude,
while inputs both above and below BF generate responses
with lower magnitudes. In other words, these data do not
show greater linearity for low-frequency inputs. The AVEHR

inner hair cell voltage is plotted in the center panel. Again,

FIG. 1. Input–output functions from a
second-turn IHC are plotted for inputs
below BF at 2000 Hz~dotted lines and
triangles!, at BF at 3800 Hz~solid
lines and squares!, and above BF at
4700 Hz ~dashed lines and circles!.
The ac receptor potential in mV-peak
is plotted on the left ordinate versus
sound-pressure level; the AVEHR po-
tential, on the right. The right panel
also includes data points for the dc re-
ceptor potential measured at 3800 Hz
~open squares!. The endocochlear po-
tential ~EP! in this preparation was
179 mV, the resting potential of the
cell, 220 mV. In this and all figures,
sound-pressure level is measured in
dB re: 20 mPa.
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the highest magnitudes are achieved near best frequency
where a sloping saturation is observed above;40 dB. The
function for the dc receptor potential is also appended for
comparison. In contrast to second-turn results, the dc voltage
is less than the AVEHR potential, consistent with the idea that
filtering of the ac receptor potential by the cell’s basolateral
membrane is less severe at this more apical recording loca-
tion which has a lower BF. This suggests that both ac and dc
components combine to drive transmitter release at this lo-
cation. The CM recorded outside the IHC, and plotted on the
right, also demonstrates that inputs both below and probably
above BF achieve lower magnitudes than do inputs at BF.

Additional results from turn 3 are included in Fig. 4. In
this example, IHC data are shown for the individual ac and
dc receptor potentials recorded at BF, as well as for the
AVEHR intracellular potential. The ac responses at the fun-
damental (f 05900 Hz), and at the second harmonic (2f 0

51800 Hz), are appended. Data indicate that even when the
fundamental component of the ac response~solid lines and
squares! approaches saturation, the dc receptor potential
~dotted line and circles! and the second harmonic~solid lines
and open squares! continue to increase. In fact, even-order
distortion products continue to grow, even though the ac re-
sponse at the fundamental appears relatively constant when
plotted on this logarithmic scale. These increases are re-
flected in the AVEHR response~dashed lines and triangles!.

C. Turn 4

Results from turn 4 are provided in Fig. 5. Again, the ac
magnitude, as well as the AVEHR potential, is plotted for this
IHC with BF at 230 Hz. Although the ac response at BF
~solid lines and squares! is recorded at the lowest sound-
pressure level, it exhibits asymptotic growth above 60 dB. At
70 Hz ~dotted lines and triangles!, the cell is less sensitive

FIG. 2. Input–output functions for the potential recorded in the organ of
Corti fluid space are plotted here. Line styles and stimulus frequencies are
the same as in Fig. 1. The EP was179 mV.

FIG. 3. Data are recorded in third turn
of the guinea pig cochlea below BF at
100 Hz, near BF at 800 Hz, and above
BF at 1800 Hz. Functions on the left
are for the ac receptor potential; those
in the center, for the IHC’s AVEHR po-
tential. This panel also includes the dc
receptor potential measured at 800 Hz.
The EP recorded in scala media was
169 mV; the resting potential of the
cell, 225 mV. Companion organ of
Corti measures are plotted on the
right.
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but the response also approaches saturation around 60 dB,
albeit at a lower magnitude than at 230 Hz. These responses
below BF are similar to those in third turn, where response
magnitude at high levels is also lower for inputs below BF.

For data at 700 Hz~dashed lines and circles!, obtained above
the BF of the cell, the responses are more linear and satura-
tion is not observed even at 90 dB, the highest level used in
this experiment. This contrasts with results from second turn
~Fig. 1!, where the most linear behavior is recordedbelow
the BF of the IHC. In other words, these response patterns,
observed at the apex of the cochlea, are opposite those in
turn 2. Results for the AVEHR potential, plotted on the right,
are similar to those for the fundamental component of the ac
receptor potential, except that the asymptotic growth at BF is
more gradual. This may reflect inclusion of distortion prod-
ucts generated at high levels in fourth turn. At 90 dB, the dc
receptor potential is 0.7 mV, the second harmonic 1.7 mV-
peak, and the third harmonic 3.5 mV-peak. Recordings from
the OC fluid space are shown in Fig. 6. In turn 4, the fre-
quency dependence evident in the magnitude of high-level
responses is similar to that in third turn~Fig. 3!, i.e., inputs
both above and below BF approach saturation at lower mag-
nitudes than at BF. Consequently, the OC data obtained
above BF differ from the responses recorded in nearby IHCs
at 700 Hz.

III. DISCUSSION

A. Comparisons with previous results

Data collected from the basal turn of the guinea pig
cochlea ~Russell and Sellick, 1978; Patuzzi and Sellick,
1983; Russellet al., 1986; Cody and Russell, 1987! and from
the middle turn of the gerbil cochlea~Zwislocki and Chatter-
jee, 1995; Chatterjee and Zwislocki, 1997, 1998! indicate
that more linear ac responses are measured for inputs below
the BF of the IHC. In addition, at high stimulus levels, re-
sponse magnitudes decrease as stimulus frequency increases,
such that inputs above~below! BF achieve lower~greater!
magnitudes than those at BF. This same frequency depen-
dence is documented here in second turn for IHCs with BFs
around 4000 Hz~Fig. 1, left! and for the CM response mea-
sured extracellularly in the OC fluid space~Fig. 2!. An ex-
planation for these results is offered in Fig. 7. A similar
approach was used by Sellick and Russell~1979!.

FIG. 4. Data from turn 3 are collected from another IHC with BF at 900 Hz.
Potentials for the ac response at the fundamental and second harmonic are
plotted, along with results for the dc receptor potential and for the AVEHR

potential. The second harmonic at 1800 Hz is small because this potential
suffers from filtering at the cell’s basolateral membrane to a greater degree
than the fundamental. The EP was170 mV; the resting potential,224 mV.

FIG. 5. Input–output functions from an IHC in turn 4
are provided for inputs below BF at 70 Hz, at BF at 230
Hz, and above BF at 700 Hz. The AVEHR potential is
plotted on the right-band side. The EP was155 mV;
the resting potential of the IHC,224 mV.
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Cochlear mechanics are represented on the left-hand
side of this schematic by the basilar membrane–outer hair
cell–tectorial membrane~BM–OHC–TM! complex. It is as-
sumed that nonlinear OHCs sharpen mechanical responses at
low levels, via active feedback~Mountainet al., 1983; Neely
and Kim, 1983; de Boer, 1983!. Because of this mechanical
coupling, a greater gain is expressed at low levels which
serves to sharpen the basilar membrane’s frequency re-
sponse. In order to demonstrate these level-dependent
changes, high- and low-level gain functions are plotted with
dotted and solid lines, respectively. The high-level measure-
ment is plotted relative to that obtained at low levels to em-
phasize the changes in gain. This is achieved by using the
low-level function as a reference and assigning a value of 0
dB to its peak response. The high-level function is then
shifted vertically to compensate for changes in level. If this
were a linear system, the two plots would superimpose. No-
tice, however, that large changes in gain occur around BF
and that the function associated with passive, high-level re-
sponses peaks at a lower frequency. The similarity of the two
functions at low and very high frequencies indicates more
linear behavior observed well below and well above BF.

Measures from the OC, obtained at the output of this
mechanical stage of processing, are depicted below. It is em-
phasized that the frequency dependence observed in the OC
response cannot be explained by filtering at the OHC’s ba-
solateral membrane. This is because the CM primarily re-
flects OHC receptor currents and not OHC receptor poten-
tials ~Dallos and Cheatham, 1976; Russell and Sellick, 1983;
Dallos and Evans, 1995!. In other words, the latter, but not
the former, are low-pass filtered by resistances and capaci-
tances associated with the OHC’s basolateral membrane.
Consequently, the more linear responses below BF probably
relate to the more linear mechanical responses seen in this
frequency region~Patuzzi and Sellick, 1983!. In fact, me-
chanical responses measured at the base of the cochlea are
highly compressive~Rhode, 1971; Sellicket al., 1982; Nut-
tall and Dolan, 1996; Ruggeroet al., 1997! but only around
the BF of the recording location. This frequency dependence

results in migration of the peak basilar-membrane response
to lower frequencies as stimulus level increases.

The IHC representation on the right includes a nonlinear
transducer. In this case, the set point, indicated by the sym-

FIG. 7. This schematic illustrates input–output relationships observed in
second turn and plotted in Figs. 1 and 2. It is intended to represent responses
recorded from high-frequency regions of the cochlea. Mechanical input to
the IHC is indicated on the left by the basilar membrane–OHC–tectorial
membrane complex. The use of two bandpass filters and a nonlinear element
is similar to earlier renditions~Engebretson and Eldredge, 1968; Pfeiffer,
1970!. The presentation, however, has been modernized to include active
OHC feedback~Mountain et al., 1983; Neely and Kim, 1983; de Boer,
1983!. This is indicated by the sharper mechanical response and the increase
in peak frequency. In order to demonstrate the changes in gain observed
with increasing level, high-level responses~dotted lines! are plotted relative
to low-level responses~solid lines!. The latter are shifted vertically to adjust
for the change in level. The IHC is described on the right by its transducer
function and by the low-pass filter associated with the cell’s basolateral
membrane. The symbol on the high-frequency slope of this function indi-
cates that the BFs of cells in second turn are well above the cutoff frequency
of this filter. The transfer function sketches, plotted as functions of input
amplitude rather than stimulus frequency, are labeled with asterisks to lessen
confusion. Generalized input–output functions at the output of the mechani-
cal system and at the output of the IHC are shown at the bottom for fre-
quencies below, at, and above BF. Portions of this depiction appear else-
where~Dallos and Cheatham, 1990; Cheatham and Dallos, 1992!.

FIG. 6. Two examples of organ of Corti measurements
in fourth turn are provided here. The functions are col-
lected at the same stimulus frequencies as in Fig. 5. The
EPs in these experiments were172 mV. This value is
higher than in Fig. 5 because the OC results were col-
lected on the first penetration of the organ. In turn 4, the
EP is especially vulnerable to the multiple tracks usu-
ally required to obtain hair cell recordings.
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bol placed at the origin, is located at a position along the
transducer operating curve that produces a dc receptor poten-
tial at lower levels than for nearby OHCs. This is because
IHCs in the base appear to be more asymmetrical than neigh-
boring OHCs~Russell and Sellick, 1983; Cody and Russell,
1987!. A low-pass filter associated with resistances and ca-
pacitances in the hair cell’s basolateral membrane is also
included. The BF of second-turn IHCs is shown by the sym-
bol placed along the high-frequency slope of the filter func-
tion that serves to attenuate ac receptor potentials. Input–
output relationships for IHCs with moderate and high BFs
are summarized at the bottom. These functions for the ac
receptor potential are similar to those for the CM measured
extracellularly in the OC fluid space.

Although the IHC data show that the magnitude of high-
level responses decreases with increasing frequency, it is not
always possible to demonstrate an exaggerated frequency de-
pendence in the IHC’s ac receptor potential over and above
that already exhibited in the CM which represents the me-
chanics. Theoretically, when the OC frequency dependence
is subtracted, the reductions in magnitude associated with
filtering by the IHC’s basolateral membrane should remain.
In other words, a decrease of 6 dB per octave should occur
above the cutoff frequency at;470 Hz ~Dallos, 1983!. The
fact that this is difficult to demonstrate in IHC ac responses
may relate to several possibilities. First, the gross CM re-
sponse suffers from phase cancellation that tends to lower
response magnitude as stimulus frequency increases. The
CM responses at and above BF may, therefore, overestimate
the decrease in magnitude observed for high-level responses.
Second, the leak conductance associated with all intracellular
recording serves to increase the cutoff frequency of the
membrane filter~Kros and Crawford, 1990; Kros, 1996!,
thereby reducing differences between OC and hair cell re-
sponses at and above BF. Consequently, in our limited
sample, we have only one second-turn IHC that shows a
greater frequency dependence for inputs above BF than mea-
sured in the OC fluid space.

It is also acknowledged that an exaggerated frequency
dependence at the IHC level would not be expected to affect
single-unit activity at the base of the cochlea where the
AVEHR potential is dominated by the dc receptor potential.
In fact, rate-intensity functions obtained for single units with
high BFs are well described by models~Sachs and Abbas,
1974; Sachset al., 1989! that incorporate nonlinear cochlear
mechanics and a transducer nonlinearity~Zwislocki, 1973;
Schroeder and Hall, 1974!. This is because filtering of the ac
response at the basolateral membrane does not influence
magnitude of the high-level dc responses that control trans-
mitter release and, presumably, discharge rate. Although a
few examples in the literature show that rate-intensity func-
tions above BF saturate at lower rates than inputs at and
below BF~Sachs and Abbas, 1974; Geisleret al., 1974; Rug-
gero, 1992!, Jackson and Relkin~1998! obtained additional
support for these observations. Their results suggest that this
behavior is probably determined by cochlear mechanics, as
indicated by the schematic in Fig. 7. In fact, basilar-
membrane measurements suggest that inputs above BF ap-

proach saturation at lower magnitudes than inputs at BF
~Robleset al., 1986; Ruggero and Rich, 1991!.

B. Results from the apex of the cochlea

The schematic in Fig. 7 does not explain IHC results
obtained in turn 4 where more linear behavior is observed
above, and not below, BF~Fig. 5!. These apical responses
are, therefore, modeled in Fig. 8. Mechanical measurements
from the apex of the cochlea~Cooper and Rhode, 1995;
Rhode and Cooper, 1996, 1997! indicate a shallow tip region
and responses that are nonlinear throughout much of the re-
sponse area, although to a lesser extent than in the base. This
more linear mechanical behavior is indicated here by the
high- and low-level gain functions, plotted with dotted and
solid lines, respectively. In this schematic, the relative gain is
smaller than in Fig. 7 and the high-level function peaks at a
slightly higher, not a lower, frequency than does the low-
level function. This behavior is representative of that ob-
served in mechanical responses measured from Reissner’s
membrane at the very apex of the guinea pig cochlea where
BF lies between 200 and 350 Hz. Although these measure-
ments are from Reissner’s and not the basilar membrane,
Cooper and Rhode~1995! confirm von Békésy’s ~1960!
original observation that movements of Reissner’s mem-
brane are coupled to local movements of the cochlear parti-
tion, at least at low frequencies. These mechanical measure-
ments from Reissner’s membrane, taken at the most apical
recording location tested@Cooper and Rhode, 1995, Figs. 12
and 13~B!#, as well as those from the reticular lamina

FIG. 8. This schematic is similar to that in Fig. 7 except that it is meant to
describe response patterns at the extreme apex of the cochlea. The BM–
OHC–TM complex is based on recordings from Reissner’s membrane near
the 200-Hz place in the guinea pig cochlea~Cooper and Rhode, 1995!. The
high-level function~dotted line! is plotted relative to the low-level function
~solid line!, as in Fig. 7. In other words, the graph shows relative gain as a
function of frequency. In contrast to the second-turn response pattern in Fig.
7, the IHC representation includes the high-pass filter associated with the
velocity dependence of the cell. Because this process is effective only below
;500 Hz, it was not included in the previous schematic. The symbol placed
along the low-frequency slope indicates that the BFs of IHCs in turn 4 are
below the cutoff frequency of this filter. Conversely, the symbol on the
basolateral membrane function indicates that the BFs of cells in fourth turn
are within the passband of this low-pass filter. As before, input–output
relationships are summarized at the output of the mechanical stage and at
the output of the IHC.
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@Khanna and Hao, 1999, Fig. 5~B!#, both exhibit steeper
slopes below rather than above BF. Consequently, the data
are consistent with those from single units with very low BFs
~Roseet al., 1971; Kianget al., 1977; Liberman and Kiang,
1978; Kianget al., 1986; Cooper and Rhode, 1995!, where
the tails of frequency-response functions are observed above,
not below, BF. It has also been observed that the tip of the
tuning curve shifts upwards in the presence of furosemide for
single units with low BFs~Sewellet al., 1984!.

The IHC representation on the right in Fig. 8 is modified
to include the velocity dependence of the IHC transducer.
Due to the free-standing nature of their stereocilia~Lim,
1972!, IHCs respond to basilar-membrane velocity, not
basilar-membrane displacement, at low frequencies below
;500 Hz ~Sellick and Russell, 1980; Nuttallet al., 1981;
Russell and Sellick, 1983; Dallos and Santos-Sacchi, 1983;
Patuzzi and Yates, 1987!. This property is depicted here by
the high-pass filter at the input to the cell. Because the BFs
of turn 4 IHCs, indicated by the symbol, are located along
the low-frequency slope of the filter function, mechanical
inputs at and below BF are reduced relative to those above
BF. In contrast to responses obtained at more basal locations,
the BFs of turn 4 IHCs lie within the passband of the
basolateral-membrane filter, again shown by the symbol that
designates BF. Consequently, attenuations due to low-pass
filtering are negligible. Input–output functions predicted for
turn 4 IHCs are appended below.

The schematic in Fig. 8 suggests that response magni-
tudes for inputs well above BF exceed those at lower fre-
quencies because mechanical inputs are more linear in this
region. This is supported by mechanical data obtained from
Reissner’s membrane in the guinea pig cochlea~Cooper and
Rhode, 1995! and from the basilar membrane in the chin-
chilla cochlea~Rhode and Cooper, 1996!. In the region at
and below BF, a compressive nonlinearity is described.
Somewhat less compressive behavior is documented in the
region above BF, and well above BF, the responses are lin-
ear. If this description characterizes the mechanical input to
IHCs with very low BFs, then input–output functions ob-
tained above BF should continue to grow, even at levels
where inputs at and below BF are approaching saturation.
The more linear inputs above BF would be effectively
coupled to the IHC because they are not attenuated by the
high-pass filter associated with ciliary mechanics, i.e., by the
low-frequency velocity dependence of the IHC.

If this explanation is correct, then OC responses mea-
sured at the output of the BM–OHC–TM complex should
exhibit input–output relationships that are qualitatively simi-
lar to those shown for IHCs. These OC responses are indi-
cated on the left. The frequency dependence of this turn 4
OC prediction is similar to that for the IHC except that the
responses are not attenuated by high-pass filtering. This char-
acterization differs from that measured extracellularly in turn
4 ~Fig. 6!, where the magnitude of high-level responses is
greatest at the BF of the recording location, with responses
both below and above BF approaching saturation at lower
magnitudes. Although these OC responses are similar to
those recorded in turn 3~Fig. 3!, they are inconsistent with
the mechanical curves drawn here in Fig. 8 to represent

basilar-membrane displacements at the extreme apical end of
the cochlea.

This discrepancy may relate to the possibility that OC
measurements at high levels do not represent mechanical re-
sponses from localized regions at the very apex of the co-
chlea. In fact, gross recordings pick up potentials originating
from more basal locations because of the poor electrical in-
sulation between apical turns~Békésy, 1960; Misrahyet al.,
1958!. Mechanical responses, obtained in the chinchilla co-
chlea at a place with BF between 500–800 Hz, indicate that
frequency-response functions are either symmetrical or
asymmetrical with steeper slopes above BF. This description
is compatible with measurements from turn 3~Fig. 3!. These
results suggest that OC measurements in turn 4 reflect a
more symmetrical mechanical filter because the gross record-
ing electrode integrates potentials from more basal cochlear
locations. In fact, turn 4 OC frequency response functions
obtained at moderate and high levels display cancellation
notches above BF between 400 and 500 Hz~Cheatham and
Dallos, 1997!. This evidence of interaction between local
and remote contributions to the gross response complicates
input–output relationships measured extracellularly from the
OC at the apex of the cochlea. Consequently, when compar-
ing OC ~Fig. 6! and IHC ~Fig. 5! input–output functions, it
must be remembered that the OC function measured above
BF does not necessarily reflect mechanical input to the IHC
in turn 4. This is because the extracellular potential at 700
Hz is probably dominated by responses originating in turn 3.

It should be emphasized that IHC recordings from turn 4
~Dallos, 1986; Cheatham and Dallos, 1998a!, as well as
single-unit recordings from auditory-nerve fibers with very
low BFs ~Roseet al., 1971; Kianget al., 1977; Liberman
and Kiang, 1978; Kianget al., 1986; Cooper and Rhode,
1995!, imply that cochlear mechanics at the extreme apex of
the cochlea are asymmetrical but in a direction opposite to
that observed at more basal cochlear locations. Although re-
cent mechanical measurements at the apex of the guinea pig
cochlea~Cooper and Rhode, 1995; Khanna and Hao, 1999!
show a reverse asymmetry, their existence is foreshadowed
by the long-standing neural data. The observation of steeper
slopes below BF probably reflects filtering at the input to the
cochlea by the middle ear. Because basilar-membrane dis-
placement at low frequencies is proportional to stapes veloc-
ity ~Dallos et al., 1974!, the middle-ear functions as a high-
pass filter with a cutoff frequency at;600 Hz in the guinea
pig ~Johnstone and Taylor, 1971; De´cory et al., 1990; Coo-
per and Rhode, 1995!. This discussion suggests that basilar-
membrane mechanics are probably always asymmetrical
with steeper slopes above best frequency. However, filtering
by the middle ear tends to eliminate the asymmetry in turn 3
and to reverse the asymmetry in turn 4 of the guinea pig
cochlea.

C. Implications for cochlear models

Inner hair cell and organ of Corti data imply that
frequency-dependent compression originates in cochlear me-
chanics and that further modifications are associated with the
various stages of filtering at the IHC. The degree to which
these features interact varies longitudinally along the co-
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chlear partition, making it difficult to extrapolate from results
recorded at only one cochlear location~Geisler and Cai,
1996!. In addition, rate-intensity functions at the single-unit
level depend on both spontaneous rate and duty cycle
~Ohlemilleret al., 1991; Relkin and Doucet, 1991!, implying
that the synapse between IHC and auditory-nerve dendrite
can influence saturation. However, when the IHC’s dc recep-
tor potential controls transmitter release, this synaptic influ-
ence is frequency independent. Consequently, the synapse
cannot account for the frequency dependence documented
here at the hair cell level, especially in turn 2 where the
AVEHR potential is dominated by the IHC’s dc receptor po-
tential. These results suggest that cochlear models, where
saturation is solely a synaptic feature~Sachs and Abbas,
1974; Sachset al., 1989; Yates, 1990!, must be modified to
account for the frequency dependence observed prior to the
synapse, as suggested by Jackson and Relkin~1998!. This is
required by both the hair cell~Russell and Sellick, 1978;
Russell et al., 1986; Zwislocki and Chatterjee, 1995! and
mechanical~Robleset al., 1986; Ruggero and Rich, 1991!
data.

D. Implications for intensity coding

When IHC input–output functions for the ac component,
measured at the fundamental, are compared with those for
the AVEHR potential, the ac response can exhibit greater
compression~Figs. 1 and 4!. This feature may relate to the
shapes of input–output functions for the dc receptor potential
measured in IHCs. At low levels, these functions grow with
a slope which is roughly twice the slope of the ac compo-
nent. In addition, dc input–output functions show a sloping
saturation when measured from IHCs with high BFs in the
basal turn~Goodmanet al., 1982; Patuzzi and Sellick, 1983;
Nuttall, 1984; Cody and Russell, 1987!. This behavior is
confirmed here for IHCs recorded in turn 2~Fig. 1! and turn
3 ~Figs. 3 and 4! of the guinea pig cochlea. The sloping
saturation exhibited by both dc and AVEHR potentials allows
the input to the synapse, and presumably input to the
auditory-nerve fiber, to grow with increasing level, albeit
slowly ~Patuzzi and Sellick, 1983; Smithet al., 1983; Smith,
1988!. Consequently, auditory-nerve fibers with high thresh-
olds should be able to increase discharge rate, even at high
levels. If only the ac receptor potential induces transmitter
release, then nerve fibers with low spontaneous rates and
high thresholds~Sachs and Abbas, 1974; Liberman, 1978;
Kim and Molnar, 1979; Palmer and Evans, 1979! would not
be able to process high-level BF inputs very well.

This latter possibility prompted resurrection of the early
suggestion~Stevens and Davis, 1936; Steinberg and Gardner,
1937! that information must be integrated across a relatively
wide extent of the cochlea in order to account for intensity
coding over the entire dynamic range of hearing. In its most
recent version, Chatterjee and Zwislocki~1998! suggest that
this proposed integration occurs over a distance equivalent to
at least 1/2 octave, basal to the BF place. This distance cor-
responds to;0.75 mm in the gerbil cochlea, which is about
11 mm in length~Plassmanet al., 1987; Müller, 1996!. This
integration region represents the spatial difference between
the peaks of high-~80 dB! and low-~30 dB! level iso-input

functions measured for the intracellular ac response. Chatter-
jee and Zwislocki suggest that single units with low thresh-
olds, and with BFs equal to the stimulus frequency, should
convey information at low stimulus levels. Conversely,
single units with high thresholds, and with BFs greater than
the stimulus frequency, should convey information at high
stimulus levels. However, if one evaluates the dc and/or
AVEHR potentials, this integration may not be essential for
intensity coding. This suggestion is based on the following
argument.

It is usually assumed that the dc receptor potential is
primarily produced by asymmetries associated with the hair
cell transducer and that the transducer itself exhibits soft rec-
tifying characteristics. This behavior, originally demon-
strated in bullfrog saccular hair cells~Hudspeth and Corey,
1977!, has also been observedin vivo at the base~Russell
and Sellick, 1983; Cody and Russell, 1987; Russell and Ko¨-
ssl, 1991! and apex~Dallos and Cheatham, 1989! of the
guinea pig cochlea, as well asin vitro in the cultured mouse
organ of Corti~Kros et al., 1995! and in chick vestibular hair
cells ~Ohmori, 1987!. In order to demonstrate similarities
among hair cell transducer functions, a selection is provided
in Fig. 9 to facilitate comparisons. In this figure, the data are
normalized by plotting all values relative to the peak depo-
larizing response, which is given a value of 1.0. The abscissa
has also been normalized because some data are obtained
from in vitro preparations~Hudspeth and Corey, 1977; Ohm-
ori, 1987; Kroset al., 1995!, where the input is displacement
of the hair bundle, while others are taken fromin vivo prepa-
rations~Crawford and Fettiplace, 1981; Russell and Sellick,
1983; Cheatham and Dallos, 1999! where the input is sound
pressure in pascals. It is emphasized that functions obtained
from in vivo guinea pig preparations were measured at fre-
quencies well below BF to avoid being influenced by preced-
ing mechanical nonlinearities~Rhode, 1971; Sellicket al.,
1982; Nuttall and Dolan, 1996; Ruggeroet al., 1997!. Al-
though all functions are asymmetrical, only the negative, hy-
perpolarizing potentials exhibit hard saturation. The positive,
depolarizing responses approach saturation but much more
gradually.

It is acknowledged that only the curves obtained from
neonatal mouse OHCs and from chick vestibular hair cells
are true transducer functions. For these, receptor currents
were measured in response to displacement of the hair
bundle. In all other examples, receptor potentials were re-
corded. Because of the overall similarity of the functions
~Hudspeth, 1983!, contributions by voltage- and time-
dependent ion channels in the hair cell’s basolateral mem-
brane appear to be minimal. This possibility probably reflects
the leak associated with all microelectrode recordings~Kros
and Crawford, 1990; Kros, 1996!. Consequently, additional
distortions associated with ion-channel kinetics will also in-
fluence postsynaptic activity. Taken together, the soft recti-
fication apparent in the hair cell transducer and the nonlin-
earities associated with channel activity should allow AVEHR

and/or dc receptor potentials to grow slowly with increasing
level. This is demonstrated in Fig. 10, where AVEHR poten-
tials obtained near BF are plotted for IHCs in turns 2, 3, and
4. Because the logarithmic scale makes it difficult to see
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small changes in magnitude, these functions are plotted on a
linear ordinate to visualize growth at high levels. This idea
was suggested by Goodmanet al. ~1982! because discharge
rates recorded in auditory-nerve fibers are plotted on a linear
scale. Notice that all input–output functions increase with
increasing level and saturation is not observed, even at 90
dB.

Another feature should also be considered when evalu-
ating dynamic range at the IHC level. Patuzzi and Sellick
~1983! suggested that mechanical input to the IHC may not
saturate the transducer because of compression in the basilar-
membrane response around BF~Rhode, 1971; Sellicket al.,
1982; Nuttall and Dolan, 1996; Ruggeroet al., 1997!. In this
region, basilar-membrane displacement grows;0.2 dB/dB
~Ruggeroet al., 1997!, implying that the mechanical nonlin-
earity determines cochlear dynamic range~Yates et al.,
1990!. This idea is reminiscent of the gain-control mecha-
nism originally offered by Roseet al. ~1971! and given a
mechanical basis in the nonlinear basilar-membrane model
of Kim et al. ~1973!. Taken together, the soft rectification
inherent in the transducer and the compressed mechanical
input to the IHC could allow dc and/or AVEHR potentials to
grow slowly with increasing level~Goodmanet al., 1982;
Smith et al., 1983; Nuttall, 1984; Cody and Russell, 1987!.
In fact, the sloping saturation observed at high levels in
auditory-nerve fibers with high thresholds~Sachs and Abbas,
1974; Palmer and Evans, 1979; Winteret al., 1990; Winter
and Palmer, 1991; Zagaeskiet al., 1994! may relate to the
sloping saturation documented in the IHC’s dc receptor po-
tential ~Goodmanet al., 1982; Patuzzi and Sellick, 1983;
Nuttall, 1984; Cody and Russell, 1987!. It is acknowledged

that magnitude notches have been observed in dc input–
output functions at high levels, usually above 90 dB~Dallos
and Cheatham, 1989; Cheatham and Dallos, 1998b!. Al-
though these nonmonotonicities are not a consistent feature
of rate-intensity functions recorded from hair cells or from
single units in the auditory nerve~McGeeet al., 1982; Liber-
man and Kiang, 1984; Kianget al., 1986; Ruggero and Rich,
1989; Cai and Geisler, 1996!, the implications for intensity
coding suggested here should not be generalized to higher
level inputs above;90 dB.

The intracellular data reported here and elsewhere sug-
gest that IHC input–output relationships can accommodate
single units that differ in threshold and dynamic range
~Liberman, 1978; Palmer and Evans, 1979; Winslow and Sa-
chs, 1988; Winter and Palmer, 1991!, as suggested by
Patuzzi and Sellick~1983! and by Smithet al. ~1983!. In
other words, rate information from a small pool of auditory-
nerve fibers may provide the primary code for intensity dis-
crimination ~Delgutte, 1987; Viemeister, 1988!. This expla-
nation is consistent with psychophysical data on the
perception of loudness, where spread of excitation is not
critical for maintaining performance at high sound levels
~Viemeister, 1974, 1983; Moore and Raab, 1974; Hellman,
1978!. One should not assume, however, that the spread of
excitation, which increases the number of responding nerve
fibers, is unimportant. In fact, this secondary mechanism
may be useful at high levels~Carlyon and Moore, 1984;
Viemeister and Bacon, 1988; Relkin and Doucet, 1997!, es-
pecially in the basal half of the cochlea where temporal pro-
cessing of signals near BF is not possible. The nonlinear
spread of excitation, as well as the ability of subjects to

FIG. 9. Transducer functions are plotted on normalized axes to facilitate comparisons of sensory transducers in a variety of preparations. Thein vivo results
are from guinea pig turn 3~Cheatham and Dallos, 1999! and turn 1~Russell and Sellick, 1983!, and from the turtle cochlea~Crawford and Fettiplace, 1981!.
The in vitro data represent vestibular hair cells from bullfrog~Hudspeth and Corey, 1977! and chick~Ohmori, 1987!, as well as cochlear outer hair cells from
a neonatal organ culture in the mouse~Kros et al., 1995!. Only the chick and mouse results, however, provide true transducer functions. In all other
preparations the receptor potential, rather than the receptor current, was measured. Consequently, these data are better described as pseudotransducer functions
to acknowledge contributions from the cell’s basolateral membrane and, for results recorded in turn 3, from nonlinearities present at the input to the cell
~Dallos and Cheatham, 1989!. Some of the data for Fig. 9 were obtained on a PC equipped withWINDOWS 95 and usingIPHOTOPLUS ~version 1.2, Ulead
Systems, Inc.! to scan the original graphs on a Mustek scanner~model 600 11 CD!. A cursor was then moved along the scanned functions to obtain a sufficient
number of data points so that the curves could be reconstructed. This was accomplished usingDIGIMATIC software~version 2.0, FEB, Inc.!.
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utilize information from different regions within the excita-
tion pattern~Florentine and Buus, 1981!, may well explain
the near miss to Weber’s law, i.e., the relative improvement
in intensity discrimination observed at high levels~see
Moore, 1989!.
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Mathematical modeling of vowel perception by users
of analog multichannel cochlear implants: Temporal
and channel-amplitude cues
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A ‘‘multidimensional phoneme identification’’~MPI! model is proposed to account for vowel
perception by cochlear implant users. A multidimensional extension of the Durlach–Braida model
of intensity perception, this model incorporates an internal noise model and a decision model to
account separately for errors due to poor sensitivity and response bias. The MPI model provides a
complete quantitative description of how listeners encode and combine acoustic cues, and how they
use this information to determine which sound they heard. Thus, it allows for testing specific
hypotheses about phoneme identification in a very stringent fashion. As an example of the model’s
application, vowel identification matrices obtained with synthetic speech stimuli~including
‘‘conflicting cue’’ conditions @Dormanet al., J. Acoust. Soc. Am.92, 3428–3432~1992!# were
examined. The listeners were users of the ‘‘compressed-analog’’ stimulation strategy, which filters
the speech spectrum into four partly overlapping frequency bands and delivers each signal to one of
four electrodes in the cochlea. It was found that a simple model incorporating one temporal cue~i.e.,
an acoustic cue based only on the time waveforms delivered to the most basal channel! and spectral
cues~based on the distribution of amplitudes among channels! can be quite successful in explaining
listener responses. The new approach represented by the MPI model may be used to obtain useful
insights about speech perception by cochlear implant users in particular, and by all kinds of listeners
in general. ©2000 Acoustical Society of America.@S0001-4966~00!00302-7#

PACS numbers: 43.64.Me, 43.66.Ba, 43.71.Es, 43.71.Cq@RVS#

INTRODUCTION

Cochlear implants~CIs! are extremely helpful to post-
lingually deafened listeners. These devices are excellent sen-
sory aids to lipreading, and many patients obtain enough
phonetic information from their devices to achieve signifi-
cant levels of auditory-only, open-set word recognition.
However, the range of speech perception performance shown
by cochlear implant users remains wide, and even users who
perform relatively well may benefit from alternative speech
processing strategies~Wilson et al., 1991!. Unfortunately,
our basic understanding of the sensory, perceptual, and cog-
nitive mechanisms CI users employ to perceive speech still
lags behind the substantial clinical benefit that postlingually
deafened adults with CIs obtain with their devices. In par-
ticular, we do not know the exact combination of acoustic
dimensions that are employed by CI users to understand
speech, how sensory information about the different acoustic
dimensions is represented and combined, and how that infor-
mation is used to perform speech identification. These ques-
tions are important for two reasons. From a clinical stand-
point, increased basic knowledge of the perceptual
mechanisms employed by CI users will likely result in better
ways to help them understand speech, and to guide the
search for better speech processing strategies. In addition,
knowledge about how listeners with an impoverished input
signal~such as that provided by a CI! understand speech may
shed light on the perceptual mechanisms used by listeners
with normal hearing.

Stimulation strategies for cochlear implants are fre-
quently classified according to the type of waveform deliv-
ered by the device. Although most CI users today use pulsa-
tile stimulation strategies, the use of analog strategies~in
particular the simultaneous analog stimulation or SAS strat-
egy, as implemented in the Clarion device, manufactured by
Advanced Bionics Corp. in Sylmar, CA! is on the rise. Sub-
jects in this study were users of the compressed analog~CA!
stimulation strategy, which is very similar to SAS and has
been used successfully to provide substantial speech percep-
tion to postlingually deaf subjects with multichannel co-
chlear implants. Figure 1 illustrates how the CA stimulation
strategy is implemented in the Ineraid multichannel CI. The
incoming speech signal is filtered into four overlapping fre-
quency bands, with crossover frequencies at approximately
700 Hz, 1.4 kHz, and 2.3 kHz. The filters are broad, with
slopes of 12 dB per octave. An analog representation of each
filter output is delivered to an intracochlear electrode. Stimu-
lation amplitudes for each electrode are referenced to the
individual listener’s thresholds in each electrode. The lis-
tener can perform minor volume and sensitivity adjustments
using the speech processor’s control knobs, but there are no
frequency-dependent adjustments available~i.e., no ‘‘tone’’
control!. In the Ineraid CI used by subjects in this study,
intracochlear electrodes are placed at 4-mm intervals, with
the most basal electrode placed about 8–10 mm from the
base of the cochlea and the most apical 20–22 mm from the
base. Electrodes closer to the base of the cochlea are associ-
ated with filters that have higher cutoff frequencies. Using
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this strategy, a typical patient can have a fluent one-on-one
conversation~with the help of lipreading! and can also
achieve significant speech reception scores without lipread-
ing ~cf. Tye-Murray and Tyler, 1989; Dormanet al., 1989;
Rabinowitzet al., 1992!.

There are different kinds of acoustic cues that may be
used by listeners with the CA strategy. One possibility is that
at least the first formant (F1) is encoded by atemporalcode,
that is, by neurons discharging synchronously with the pe-
riod of F1. This is certainly plausible: examination of the
waveforms output by the lowest frequency channel of the
Ineraid device in response to different vowels~see Fig. 2!
reveals that theF1 period is well represented and could con-
ceivably be employed by Ineraid cochlear implant users to
discriminate some vowels. For example, the waveforms de-
livered to channel 1 in response to /É/, /}/, and /,/ are quite
distinct, reflecting the periodicity of differentF1 values: 350
Hz for /É/, 500 Hz for /}/, and 700 Hz for /,/ ~see Fig. 2!.
Psychophysical studies of the rate pitch~i.e., the pitch asso-

ciated with the repetition rate of a periodic stimulation wave-
form! of electrical stimuli lend further support to the idea
that CA users may obtain frequency information from the
waveform sent to channel 1: CI users detect increases in
pitch when the frequency of a pulse train or a sinusoid is
increased up to 300–500 Hz, and some subjects still detect
pitch differences when rate is increased up to 1000 Hz~Sh-
annon, 1993!. Therefore, the studies of sinusoid waveform
discrimination cited above suggest that cochlear implant us-
ers may have the temporal processing capabilities to extract
someF1 information from a low-pass-filtered version of the
speech signal, delivered to a single electrode. Further support
for temporal encoding ofF1 frequency is found in experi-
ments where single channel cochlear implant users identify
vowels at above-chance levels~Rosen and Ball, 1986; Tyler
et al., 1989; Rabinowitz and Eddington, 1995! because, in
these experiments,F1 information obtained from the stimu-
lation waveform is essentially the only reliable cue for vowel
identification.

Another mechanism that users of the CA strategy may
employ to identify vowels is by comparing the amplitude of
stimulation delivered to different electrodes. Since the spec-
tra of different vowels have peaks in unique locations of the
F1 –F2 plane ~Peterson and Barney, 1952; Hillenbrand
et al., 1995!, the stimulation amplitudes delivered to each
electrode are vowel dependent. For example, the top panels
of Fig. 3 show stimulation amplitudes in each channel of the
Ineraid device, in response to different vowels. The /É/ sound
~right panel! has very lowF1 andF2 frequencies, with prac-

FIG. 1. Simplified block diagram of the ‘‘compressed analog’’ stimulation
strategy for cochlear implants.

FIG. 2. Channel 1 output waveform in response to vowels /É/, /}/, and /,/.

FIG. 3. The top panel shows stimulation waveforms delivered by the Ineraid
implant to each channel in response to the vowels /,/ and /É/. The bar charts
indicate the rms amplitude in each channel. The bottom panel shows a
‘‘conflicting-cue’’ vowel, where the waveforms corresponding to /,/ are
amplified or attenuated so that the rms amplitude in each channel is the same
as for /É/.
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tically all the F1 energy and a substantial amount of theF2
energy falling in the low-frequency filter associated with
channel 1. Consequently, stimulation amplitude for channel
1 in response to /É/ is much higher than other channel am-
plitudes. The vowel /,/ has higher formants than /É/ andF1,
for example, is 700 Hz. This means thatF1 energy for /,/
goes partly to channel 1 and partly to channel 2. Conse-
quently, the amplitudes in channels 1 and 2 are quite similar
for /,/, and channels 3 and 4 receive more energy than with
/É/ as the input. In summary, stimulation amplitudes for each
channel depend on vowel identity and also on the loudness
of the input. A loudness change has the same effect on all
channel amplitudes when they are measured in dB. There-
fore, ratios of channel amplitude remain largely unaffected
by variations in input loudness, and may be better cues for
vowel identity than loudness levels in individual channels.

While both types of cues~temporal and channel-
amplitude! are potentially useful, the specific cue or combi-
nation of cues that are actually employed by users of the CA
strategy remains to be determined. In an interesting study
designed to address this question, Dormanet al. ~1992! pre-
sented synthetic ‘‘conflicting-cue’’ vowels to a group of sub-
jects. The synthesized waveforms presented to each channel
specified one vowel, but the amplitudes were manipulated to
specify a different vowel~see Fig. 3!. In general, subjects
perceived the vowel that was specified by channel ampli-
tudes rather than the one specified by the electrical stimula-
tion waveforms~see Table I!, leading Dormanet al. to con-
clude that users of the CA strategy mostly rely on
information contained in channel amplitudes to identify vow-
els. However, responses to two of the six vowels presented in
that study suggest that cues other than channel amplitude
were also employed by these subjects. The vowel with /,/
waveforms and /}/ amplitudes elicited a roughly equal num-

ber of /,/ and /}/ responses and, surprisingly, the vowel with
/É/ waveforms and /,/ amplitudes elicited a majority of /}/
responses.

The aim of the current study was to determine the cues
employed by users of the Ineraid cochlear implant to identify
vowels, as well as the specific way in which these cues are
combined. These questions were addressed with a novel
modeling approach. A mathematical model is proposed that
explains vowel identification based on estimates of psycho-
physical performance along the acoustic dimensions hypoth-
esized to be relevant. The mathematical framework of the
proposed model is a multidimensional extension of Durlach
and Braida’s single-dimensional model of loudness percep-
tion ~Durlach and Braida, 1969; Braida and Durlach, 1972!,
which is in turn based on signal detection theory and on
earlier work by Thurstone~1927a,b!, among others. The
multidimensional model is conceptually similar to that pro-
posed by Braida~1991! to explain integration of visual and
auditory information in consonant identification. The confu-
sion matrices generated by the model were compared to the
Dormanet al. data.

I. METHODS

A. The data

The data to be fit by the model came from the identifi-
cation experiment conducted by Dormanet al. ~1992!. The
stimuli were /É/, /,/, /}/, and six ‘‘conflicting-cue’’ vowels
where the temporal waveforms delivered to each channel
specified one vowel but channel gains were manipulated so
that the rms amplitude of each channel specified another
vowel. The vowels were steady state, 200 ms long, and they
were generated with the KLATT synthesizer~Klatt and
Klatt, 1990!. Six subjects took part in an identification test
where the possible responses were /É/, /,/, and /}/. These
subjects were selected for their superior vowel identification
performance. Figure 3 illustrates an example of a conflicting-
cue vowel created with channel waveforms corresponding to
/,/ and rms amplitudes corresponding to /É/ ~denoted as
@temp /,/, amp /É/#!. Table II lists the principal acoustic
characteristics of all the vowels in this study.

TABLE I. Vowel identification by six Ineraid users~from Dormanet al.,
1992!. ‘‘Conflicting-cue’’ vowels with stimulation waveforms correspond-
ing to vowelx and channel amplitudes corresponding to vowely are denoted
‘‘temp x, ampy.’’ The last column lists the predominant response given by
subjects in response to a conflicting-cue vowel. Amp indicates that subjects
heard the vowel specified by channel amplitudes at least 66% of the time.
Amp-temp indicates that subjects heard the vowel specified by channel am-
plitudes about half of the time, and they heard the vowel specified by the
waveforms delivered to each channel the other half of the time. Neither
indicates that, most of the time, subjects heard a vowel different from that
specified by channel amplitudes and from that specified by channel wave-
forms.

Stimulus

Response
Type of
responseÉ } ,

É 99 0 1
} 0 96 4
, 0 8 92

tempÉ, amp} 0 84 16 Amp
tempÉ, amp, 0 63 37 Neither

temp}, ampÉ 93 3 3 Amp
temp}, amp, 10 23 67 Amp

temp,, ampÉ 90 7 3 Amp
temp,, amp} 0 47 53 Amp-temp

TABLE II. Physical characteristics of the stimuli used by Dormanet al.
~1992!.

rms levels~dB!
F1

~Hz!
F2

~Hz!
F3

~Hz!Ch 1 Ch 2 Ch 3 Ch 4

É 15 7 6 1 350 1250 2200
} 10 6 12 9 500 1700 2500
, 11 10 9 6 700 1500 2400

tempÉ, amp} 10 6 12 9 350 1250 2200
tempÉ, amp, 11 10 9 6 350 1250 2200

temp}, ampÉ 15 7 6 1 500 1700 2500
temp}, amp, 11 10 9 6 500 1700 2500

temp,, ampÉ 15 7 6 1 700 1500 2400
temp,, amp} 10 6 12 9 700 1500 2400
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Table I shows Dormanet al.’s data, averaged across the
six subjects. The top three lines simply show that subjects
were able to identify the normal, nonconflicting-cue vowels
quite successfully. The bottom six lines show subject re-
sponses to the conflicting-cue vowels. Four of these lines
show that the preponderant response was based on the
channel-amplitude cues. For example, when subjects were
presented with vowel@temp /}/, amp /É/#, they responded /É/
93% of the time. Similar responses~based on channel-
amplitude cues! were obtained for vowels@temp /,/, amp
/É/# and @temp /É/, amp /}/#. The three other conflicting-cue
vowels present a more mixed picture;@temp /}/, amp /,/#
received 67% /,/ responses~corresponding to its channel
amplitudes! but also a substantial number of other responses;
@temp /,/, amp /}/# received roughly equal numbers of re-
sponses according to temporal and channel-amplitude cues,
and, finally~and most interestingly!, when subjects were pre-
sented with a vowel that combined the temporal waveforms
of /É/ and the channel amplitudes of /,/ the preponderant
response was /}/, a vowel that had neither the temporal char-
acteristics nor the channel amplitudes of the stimulus.

B. The multidimensional phoneme identification „MPI…
model

Svirsky ~1991; Svirsky and Svirsky, 1992! has proposed
a mathematical model that predicts phoneme identification
based on a listener’s discrimination along specified percep-
tual dimensions. The model incorporates aninternal noise
modelto account for basic sensitivity, adecision modelthat
allows for response bias, and amultidimensional perceptual
space. The MPI model is a multidimensional extension of
the Braida and Durlach~1972! model of intensity resolution
in one-interval paradigms, which is in turn based on earlier
work by Thurstone~1927a,b!, among others. In the MPI
model, the percept associated with each stimulus presenta-
tion is represented as a point in a multidimensional space
where all dimensions are statistically independent. Due to
perceptual noise, the same stimulus elicits somewhat differ-
ent percepts every time it is presented to a subject. The
model postulates that all percepts elicited by different pre-
sentations of the same token are normally distributed along
each perceptual dimension. The mean of each multidimen-
sional Gaussian distribution is determined by the physical
characteristics of the stimulus, and the standard deviations
along each dimension are equal to the listener’s just-
noticeable difference~jnd! along the relevant perceptual di-
mension. In other words, large jnd’s along the relevant per-
ceptual dimensions result in greater uncertainty as to the
location of a given stimulus in perceptual space. This is mod-
eled with a broader Gaussian distribution for this stimulus, as
exemplified in Fig. 4 for a specific two-dimensional percep-
tual space. The two perceptual dimensions in Fig. 4 are first
formant frequency~which the subject estimates based on the
waveform presented to channel 1! and the ratio of amplitudes
presented to channels 4 and 1. Three Gaussian distributions
are depicted in each panel, corresponding to the vowels /É/,
/,/ and /}/. The top panel shows distributions that may be
found with an average subject whose jnd’s along each di-
mension are large enough that some overlap exists. The

overlap between different distributions indicates that this
subject will make some identification errors due to his insuf-
ficient sensitivity along the relevant perceptual dimensions.
The bottom panel shows distributions with smaller standard
deviations, as would be found in a ‘‘star’’ subject with ex-
cellent discrimination capabilities~i.e., jnd’s that are half the
size of the normal subject’s! along both perceptual dimen-
sions. Given the smaller jnd’s, there is no overlap between
the three distributions in this example.

The model postulates that subjects establish their re-
sponses by partitioning the perceptual space into nonoverlap-
ping response regions, one region for each possible response.
Consequently, each point in the perceptual space belongs to
one, and only one, of the response regions. Subject responses
are determined by the response region where a given percept
falls. In principle, the perceptual space could be partitioned
in an infinite number of ways. However, in this study it was
assumed that subjects partition the perceptual space in an
optimal way~i.e., it was hypothesized that subjects show no
response bias!. Consequently, perceptual performance is lim-
ited only by the overlap between distributions corresponding
to different vowels~as illustrated in the bottom panel of Fig.
4!. To summarize, the model can be described in a math-
ematically precise fashion as follows. According to theinter-
nal noise model, in a perceptual space withm dimensions,
the Gaussian probability functionS associated with stimulus
Ei is

FIG. 4. Example of a specific two-dimensional perceptual space. The two
perceptual dimensions are first formant frequency and the ratio of ampli-
tudes presented to channels 4 and 1. Three Gaussian distributions are de-
picted in each panel, corresponding to the vowels /É/, /,/, and /}/. The
vertical dimension represents the probability that a given vowel will cause a
percept in that location of the perceptual space. The bottom panel shows
distributions with smaller standard deviations, as would be found in a
‘‘star’’ subject with relatively small jnd’s along both perceptual dimensions.
The top panel shows distributions that may be found with an average subject
whose jnd’s along each dimension are double those of the star subject.
Overlap between these distribution means that the ‘‘average’’ subject would
make some vowel identification errors.
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S~Ei !5Si~x1 ,x2 ,...,xm!

5
1

JND1JND2 ...JNDm~A2p!m

3e2~x12Ti1!2/2JND1
2
e2~x22Ti2!2/2JND2

2
...

e2~xk2Tim!2/2JNDm
2
,

wherexj is the value of stimulusEi along dimensionj, Ti j is
the average value of stimulusi over dimensionj, and jnd is
the subject’s just-noticeable difference~jnd! along dimension
j. Eachnth presentation of stimulusEi results in a sensation
which is modeled as a point which varies stochastically in a
multidimensional space, following the Gaussian distribution
S(Ei). We shall denote this point asS(Ei ,n). The stochastic
variation of S(Ei ,n) arises from a combination of ‘‘sensa-
tion noise,’’ which is a measure of the observer’s sensitivity
to stimulus differences along the relevant dimension, and
‘‘memory noise,’’ which is related to uncertainty in the ob-
server’s internal representation of the experimental context.
Note that these two kinds of noise~or uncertainty! are dif-
ferent from the variability resulting from separate utterances
of the same speech sound, which can be more conveniently
modeled by employing one Gaussian distribution for each
utterance. Once the value ofS(Ei ,n) has been determined, a
decision modelis applied to determine the subject’s response
to the stimulus. The decision model associates a ‘‘response
center’’ Rk with each possible response, thus creating a par-
tition of the multidimensional space into response regions
~one region for each response center!. Response regionr k

consists of the points that are closer toRk than to any other
response center. When calculating distances we assume that
the multidimensional space is Euclidean and that the dimen-
sions are orthogonal. Response regions determine a subject’s
responses: when a stimulus falls in response regionr k ~or,
equivalently, when a stimulus is closer to response centerRk

than to any other response center!, the subject’s response is
k. One interpretation of the response center concept is that it
reflects a subject’s expected sensation in response to a stimu-
lus ~e.g., a prototype of the subject’s phoneme category!. If
the percept associated with a stimulus is close to the ex-
pected sensation, the stimulus is identified correctly. If the
percept corresponding to stimulus ‘‘1’’ is closer to the ex-
pected sensation for stimulus ‘‘2’’ than to the expected sen-
sations for any other stimulus, the subject responds ‘‘2’’ in-
stead of ‘‘1,’’ thus making an identification error.

To generalize this concept and make it precise, cellik in
the response matrix~i.e., the percentage of ‘‘k’’ responses to
the ‘‘i’’ stimulus! is determined by the multiple integral of
distribution Si over the regionr k . In other words, the pre-
dicted response matrix for a set of stimuliEi is obtained by
integrating all theS(Ei) distributions over each multidimen-
sional response region.

Cellik5E
r k

Si~x1 ,x2 ,...,xm!dx1dx2 ...dxm .

To use the MPI model the following steps must be
taken. First, hypothesize what are the relevant perceptual

dimensions.Second, measure the mean location of each pho-
neme along each postulated perceptual dimension~this is
uniquely determined by the physical characteristics of the
stimuli and the selected perceptual dimensions!. Third, esti-
mate ~or better yet, measure! the subjects’ just-noticeable
difference~jnd! along each perceptual dimension, using ap-
propriate psychophysical tests. Thefourth step is to estimate
~or measure! the response bias along each postulated percep-
tual dimension. This step may be considered optional if we
assume~as in the present study! that the subject is an ideal
observer. Note that these steps differ in nature. Specifying
the perceptual dimensions is a basically arbitrary~although,
one would hope, well informed! decision that may be vali-
dated or contradicted by the fit between model output~i.e., a
predicted confusion matrix! and the real data. The jnd’s and
response bias, on the other hand, are measurable psycho-
physical parameters. Finally, stimulus values along each di-
mension are measurable physical quantities that are uniquely
determined once the dimensions are chosen.

In this study, the four steps described above were
handled as follows. Two kinds of perceptual dimensions
were considered: a ‘‘temporal’’ dimension that is related to
information presented to an individual channel~specifically,
this dimension isF1, the first formant frequency, evaluated
from the waveform presented to channel 1! and a number of
‘‘channel-amplitude’’ dimensions that are encoded by infor-
mation presented to different channels~i.e., the ratios of am-
plitudes presented to channels 2, 3, and 4 with respect to
channel 1 amplitude!. The temporal dimension is namedF1
and the channel-amplitude dimensions are named A2/A1,
A3/A1, and A4/A1. These kinds of dimensions~or others
conceptually very similar! had already been proposed in the
Dormanet al. ~1992! study. The second step to implement
the MPI model is to determine the location of each stimulus
along each dimension~i.e., the value ofF1, A2/A1, and the
other dimensions for each one of the vowels in this study!.
All this information can be determined from the data in
Table II, which describes the physical characteristics of the
stimuli. The third step involves determining or estimating the
listener’s jnd’s along each specified acoustic dimension. In
the present study, jnd’s were free parameters used to opti-
mize the model’s fit to the data. It was assumed that all
channel-amplitude jnd’s were the same, so the number of
free parameters was two: a jnd forF1 and a channel-
amplitude jnd. TheF1 jnd was allowed to vary between 50
and 300 Hz, in 10-Hz steps, and the channel-amplitude jnd
was allowed to vary between 0.1 and 5 dB, in 0.1 dB steps.
Finally, it was assumed that listeners were ideal observers,
and thus response bias was zero. The model was imple-
mented by numerically integrating the Gaussian distributions
corresponding to a given stimulus and jnd@see Eq.~2!# over
the three response regions corresponding to the three pos-
sible responses in the experiment: /É/, /,/, and /}/. In total,
nine Gaussian distributions~corresponding to the nine
stimuli used in the experiment! were integrated over three
regions each~corresponding to the three possible responses!,
to obtain a 933 response matrix that attempted to fit the data
shown in Table I. Because each row in the matrix adds up to
100%, the data to be fit by the model has 18 degrees of
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freedom and the number of free parameters~as discussed
above! is 2.

Finally, the whole process was repeated for several other
choices of dimensions. The first two choices were models
with only one type of dimension: temporal-only~i.e., F1!
and channel-amplitude-only~i.e., A2/A1, A3/A1, A4/A1!.
Although simple examination of the original data set reveals
that these dimension choices are insufficient to explain all
the experimental data, it is interesting to show how the MPI
model fails when an inappropriate set of dimensions is cho-
sen. Then, the MPI model was run using all possible subsets
of the channel-amplitude dimensions combined with the tem-
poral dimension, to determine whether a subset of the four-
dimensional model may be just as effective in fitting the
data.

II. RESULTS

Table III shows the best fitting matrix generated by the
four-dimensional model, i.e., the matrix with minimum rms

difference with respect to the actual data~shown in Table I!.
This best fit was obtained for jnd values of 120 Hz forF1
and 2.6 dB for channel amplitude ratios. The jnd forF1 is
broadly consistent with the literature on rate pitch perception
by cochlear implant users~Townshendet al., 1987! and the
jnd for channel amplitude ratios is comparable to~but higher
than! data on jnd’s for intensity discrimination, which range
from a fraction of a dB to 1–2 dB, depending on presentation
level, task performed by the subject, etc.~Hochmair-
Desoyer, 1981; Doueket al., 1977; Fourcinet al., 1979!.
This is reasonable because even though discrimination of
amplitude ratios in different electrodes may be mediated by
estimating the separate loudness of each electrode, it is still a
more complex task than intensity discrimination in a single
electrode.

The predicted matrix is quite close to the observed data:
it does not have any errors greater than 20 percentage points,
and it has very few cells with errors between 10 and 20
percentage points. The mean square error is less than 8%.
Furthermore, the model explains the subjects’ excellent per-
formance with the natural vowels; it explains the three
conflicting-cue vowels where subjects give a preponderance
of responses~80% or more! according to channel ampli-
tudes; it also explains why@temp /}/, amp /,/# should re-
ceive about two thirds of /,/ responses~based on its channel
amplitudes!, and some /}/ responses~based on the temporal
waveform of channel 1!; it explains why@temp /,/, amp /}/#
should receive a substantial number of /}/ responses based
on channel amplitudes, and many /,/ responses based on the
temporal waveforms; and, most importantly, the model ex-
plains why the vowel with the temporal waveforms of /É/
and the channel amplitudes of /,/ ~@temp /É/, amp /,/#!
should receive a majority of /}/ responses and some /,/ re-
sponses.

Table IV shows the results obtained with different di-
mension choices. As expected, the temporal-only and the
channel-amplitude-only models resulted in a much poorer fit
than the four-dimensional model. However, two other
choices of dimensions resulted in fits that were just as good
as that obtained with the four-dimensional model. One of
these choices included theF1, A2/A1 and A4/A1 dimensions

TABLE III. Best fit obtained with a four-dimensional model that includes
one temporal dimension (F1) and three channel-amplitude dimensions~A2/
A1, A3/A1, and A4/A1!. This fit was obtained for jnd values of 120 Hz for
F1 and 2.6 dB for the channel-amplitude ratios. The fitted matrix is quite
close to the data: it does not have any errors greater than 20 percentage
points, and it has only four cells with errors between 10 and 20 percentage
points~indicated in underlined numbers!. The predominant type of response
predicted by the model is indicated in the right column. The second most
frequent type of response is also indicated between parentheses, when it
exceeds 30% of the total responses. The type of response for the predicted
data is quite close to that observed in the listeners~see Table I!.

Stimulus

Response
Type of
responseÉ } ,

É 99 0 1
} 0 95 5
, 0 5 95
tempÉ, amp} 0 98 2 Amp
tempÉ, amp, 9 58 33 Neither
temp}, ampÉ 98 0 2 Amp
temp}, amp, 2 31 67 Amp~temp!
temp,, ampÉ 88 0 12 Amp
temp,, amp} 0 64 36 Amp ~temp!

TABLE IV. Characteristics of the best-fit matrices obtained with different choices of perceptual dimensions.
The first four columns indicate which dimensions were used; the next two columns indicate the jnd values that
yielded the best fit; and the last three columns list different measures of fit between predicted matrices and
observed data: rms difference, number of cells with errors between 10 and 20 percentage points, and number of
cells with errors greater than 20 percentage points.

Dimensions

Amplitude jnd Frequency jnd rms

Cells with
errors from
10 to 20%

Cells with
errors.20%A2/A1 A3/A1 A4/A1 F1

X X X X 2.6 120 7.3 4 0
X N/A 260 38.8 6 19

X X X 4.9 N/A 14.7 3 6
X X 1.2 110 9.0 4 2

X X 1.7 130 8.9 5 2
X X 1.9 130 7.3 5 0

X X X 2.3 130 7.6 5 0
X X X 2.7 140 7.1 5 0

X X X 2.5 120 7.7 5 0
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and the other one included onlyF1 and A4/A1. The differ-
ences between predictions obtained with the four-
dimensional model and these two alternative choices of di-
mensions were quite minor. On one hand, the rms
differences between predicted and observed matrices for the
alternative choices of dimensions were as small as or even
slightly smaller than those for the four-dimensional model,
but on the other hand, the four-dimensional model resulted in
fewer cells with errors greater than 10%.

III. DISCUSSION

It was already clear from the original study by Dorman
et al. that listeners must have used some combination of tem-
poral and channel-amplitude cues to identify vowels, but
many questions remained unanswered. Why were there so
many /}/ responses to the stimulus@temp /É/, amp /,/#, given
that /}/ had neither the temporal nor the channel-amplitude
characteristics of the stimulus? Why didn’t this happen with
any of the other five conflicting-cue vowels? Why did the
stimulus@temp /,/, amp /}/# receive a substantial number of
responses following the temporal characteristics, as well as
many responses following the channel-amplitude character-
istics of the stimulus, and why didn’t this happen with the
other conflicting-cue vowels? Why did three of the
conflicting-cue vowels receive 84% or more responses ac-
cording to channel-amplitude cues, and why didn’t this hap-
pen with the other conflicting-cue vowels? Why were listen-
ers able to identify the nonmodified vowels so well? The
main finding of this study is that an extremely simple model
incorporating one temporal cue and three channel-amplitude
cues was successful in explaining all these questions in a
strictly quantitative fashion. Moreover, the best fit was
achieved with jnd parameter values that seem quite plausible.

It should be noted that the data set under analysis is
consistent with several different choices of dimensions, as
indicated in Table IV. All these choices include theF1 di-
mension and different subsets of channel-amplitude dimen-
sions. However, not just any subset of channel-amplitude
dimensions combined with theF1 dimension results in
equally good fits: some subsets result in greater rms differ-
ence between observed and predicted data, and in some cells
having errors greater than 20 percentage points. Future stud-
ies of individual listeners should explore whether the dimen-
sions employed in a listening task may be subject dependent
or even task dependent.

It may be particularly interesting to explore why the
model correctly fit the seemingly strange responses to@temp
/É/, amp /,/#. It is rather difficult to visualize this in a space
with four dimensions, but it can be illustrated with a two-
dimensional space~see Fig. 5 where the dimensions areF1
and A4/A1, the ratio of amplitudes in channels 4 and 1!.
Filled circles show the location of the three normal vowels
used in the Dormanet al. experiment. The empty circle
shows the location of the conflicting-cue vowel@temp /É/,
amp /,/#. As the figure shows, this conflicting-cue vowel is
closer to /}/ than to either of the other two vowels. This
result is also true in the tetradimensional perceptual space
used by the model, explaining why the observed responses

are a necessary consequence of the postulated perceptual
space.

If the specific dimensions proposed in this study were
indeed the ones employed by listeners who use the CA
stimulation strategy, these listeners would have difficulty
identifying vowels uttered with extreme values of spectral
tilt, due to its different effect on the amplitude of the differ-
ent stimulation channels. This unfortunate inability to per-
form talker normalization in the face of spectral tilt differ-
ences would be a direct consequence of the CI listeners’
limited ability to identify the frequency of a spectral peak,
which forces them to rely on more indirect ways of deter-
mining vowel identity. Normal listeners, using their ability to
discriminate fine differences in formant frequency, are
known to identify vowels accurately even in the face of vari-
ability in spectral tilt, breathiness, loudness, and many other
acoustic parameters. Conceivably, CI users could adapt to
the spectral tilt of a single talker by determining the talker’s
long-term spectral tilt and adjusting the response centers of
different vowels accordingly. However, this strategy would
not be as useful when trying to identify vowels in a multi-
talker test.

More refined versions of mathematical models such as
these may be useful both to answer basic research questions
and for clinical use. One example of possible clinical use
may be the fitting of newer speech processors like that of the

FIG. 5. Filled circles show the location of the three normal vowels used in
the Dormanet al. experiment, in a two-dimensional perceptual space that
incorporates the temporal dimension and one of the channel-amplitude di-
mensions used in this study. The heavy black lines indicate the boundaries
between the three response regions, which correspond to the three possible
responses: /É/, /}/, and /,/. The empty circle shows the location of the
conflicting-cue vowel @temp /É/, amp /,/#. As the figure shows, this
conflicting-cue vowel is closer to /}/ than to any of the other two vowels.
Assuming jnd’s of 120 dB forF1 and 2.6 dB for A4/A1, equal geometric
distances in this figure represent equal perceptual distances.
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Clarion device, which can implement the state-of-the-art
continuous Interleaved sampling strategy as well as a version
of the compressed-analog strategy~named SAS! in a variety
of electrode configurations. The best method that clinicians
have at their disposal among the different strategies and elec-
trode configurations that may be available with a specific
implant is to let the patient use each strategy or electrode
configuration for at least a few weeks~for training purposes!
and measure perceptual performance at the end of the train-
ing period. In order to rule out possible learning effects, a
reversal design~A-B-A ! is necessary, further complicating
the testing. Models like the ones proposed here may be used
to predict a subject’s maximum achievable perceptual perfor-
mance with a given strategy or electrode configuration by
measuring the subject’s psychophysical performance along
the relevant perceptual dimensions and using it as input to
the model. There is some evidence that psychophysical per-
formance does not change dramatically after cochlear im-
plantation~Brown et al., 1995; Svirskyet al., 1999!. This is
in contrast to speech perception, which requires weeks or
even months to reach asymptote after implantation. The psy-
chophysical tests would not require weeks or months of
training, so the whole process of determining which strategy
to use would be considerably shortened. The MPI model has
already been used in several preliminary studies to explain
vowel perception by users of formant-extracting pulsatile co-
chlear implants~Svirsky, 1991; Svirsky and Svirsky, 1992;
Blamey and Svirsky, 1993! and to explain vowel and conso-
nant perception by users of the SPEAK strategy, a vocoder-
like scheme used with cochlear implants~Svirsky and
Meyer, 1997, 1998!. In the case of vowel perception, the
model was able to predict the large majority of vowel pairs
that were or were not confused by subjects. This was
achieved both for individual and for group data, and it was
done using one free parameter when jnd data were not avail-
able or no free parameters when it was possible to obtain jnd
data from the subjects. Group consonant data were also fit by
the model quite well: most of the consonant pairs that were
or were not confused in an 18-consonant confusion matrix
were predicted by the model, using three free parameters.

The traditional approach to investigate the relation be-
tween psychophysical variables and speech perception by CI
users has been to perform correlational analyses between
those variables and speech perception scores, usually with
modest results~Tyler et al., 1982; Hochmair-Desoyeret al.,
1985; Shannon, 1989!. More complex psychophysical pa-
rameters have resulted in higher correlations with speech
perception scores from CI users, and may hold more promise
~Collins et al., 1994; Nelsonet al., 1995; Dormanet al.,
1996!. Although these studies have provided important infor-
mation, any correlations between psychophysics and speech
perception, by their very nature, cannot explain themecha-
nismsCI users employ to identify speech sounds. A correla-
tion does not imply causality, it may be a byproduct of both
the psychophysical parameter and the speech perception
scores being correlated with a third variable. Simply stating
that speech perception is related to one specific psychophysi-
cal variable does not explain how listeners may actually use
acoustic information to arrive at a higher-level decision in-

volving categorization and labeling of speech sounds. In ad-
dition, finding correlations between speech perception and
psychophysics does not explain how listeners maycombine
various acoustic cues to label the speech sounds they heard.
Finally, performing a linear correlation involves the underly-
ing hypothesis of a linear relation between the psychophysi-
cal parameter and the speech perception score. Conse-
quently, it may not be reasonable to hypothesize or expect a
high correlation between psychophysical and speech percep-
tion measures, even when there is an underlying relation be-
tween the two variables, because it is unlikely that this rela-
tion will be truly linear.

In contrast to the simple calculation of linear correla-
tions, the MPI model provides new ways to test competing
hypotheses about the psychophysical dimensions that under-
lie speech perception by CI users. The MPI mathematical
description states in precise terms what the relevant informa-
tion is that CI users extract from the acoustic signal, how
they combine information from different perceptual dimen-
sions, and how they use this information to identify speech
sounds. It is important to point out that the prediction pro-
vided by the MPI model is not simply a speech perception
score on a given test, but an entire confusion matrix. In other
words, the MPI model makes specific predictions as to which
pairs of vowels or consonants should be more easily con-
fused by a given CI user. Because the MPI model makes
such specific predictions about patterns of perceptual behav-
ior, its hypotheses are more easily falsifiable than those used
in the simple correlational approach. Consequently, the ap-
proach represented by the MPI model may be helpful in ad-
vancing our understanding of the role of sensory discrimina-
tion abilities and their relation to speech perception by CI
users.

Although the present study has shown the feasibility of
using the MPI model to fit group data, one of the most in-
teresting potential uses of the model is the examination of
individual data. This can be done either using free param-
eters~as was done in this study! or by measuring the listen-
ers’ jnd’s along each dimension and then generating predic-
tions without free parameters. A preliminary study~Meyer
et al., 1999! has shown that the model’s predictions based on
the listeners’ own jnd’s may represent an overestimate of
actual performance. This suggests that a listener’s ability to
extract and integrate acoustic information from different
sources in real time may be limited not only by psychophysi-
cal factors, but also by more central, cognitive factors. Stud-
ies are underway that will employ the MPI model to assess
its validity in fitting individual data and the role of higher-
order cognitive factors in phoneme identification.
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This study examines auditory brainstem responses~ABR! elicited by rising frequency chirps. The
time course of frequency change for the chirp theoretically produces simultaneous displacement
maxima by compensating for travel-time differences along the cochlear partition. This broadband
chirp was derived on the basis of a linear cochlea model@de Boer, ‘‘Auditory physics. Physical
principles in hearing theory I,’’ Phys. Rep.62, 87–174~1980!#. Responses elicited by the broadband
chirp show a larger wave-V amplitude than do click-evoked responses for most stimulation levels
tested. This result is in contrast to the general hypothesis that the ABR is an electrophysiological
event most effectively evoked by the onset or offset of an acoustic stimulus, and unaffected by
further stimulation. The use of this rising frequency chirp enables the inclusion of activity from
lower frequency regions, whereas with a click, synchrony is decreased in accordance with
decreasing traveling velocity in the apical region. The use of a temporally reversed~falling! chirp
leads to a further decrease in synchrony as reflected in ABR responses that are smaller than those
from a click. These results are compatible with earlier experimental results from recordings of
compound action potentials~CAP! @Shore and Nuttall, ‘‘High synchrony compound action
potentials evoked by rising frequency-swept tonebursts,’’ J. Acoust. Soc. Am.78, 1286–1295
~1985!# reflecting activity at the level of the auditory nerve. Since the ABR components considered
here presumably reflect neural response from the brainstem, the effect of an optimized
synchronization at the peripheral level can also be observed at the brainstem level. The rising chirp
may therefore be of clinical use in assessing the integrity of the entire peripheral organ and not just
its basal end. ©2000 Acoustical Society of America.@S0001-4966~00!02603-5#

PACS numbers: 43.64.Qh, 43.64.Ri@RDF#

INTRODUCTION

It is generally assumed that the conventional auditory
brainstem response~ABR! is an electrophysiological event
evoked byonsetof an acoustic stimulus. Whether the stimu-
lus is an acoustic click, tone pip, tone burst, or noise burst,
the ABR is assumed to be effectively evoked by the first few
milliseconds of the stimulus, and is generally unaffected by
further stimulation~e.g., Hecoxet al., 1976; Koderaet al.,
1977; Debruyne and Forrez, 1982; Gorga and Thornton,
1989; Van Campenet al., 1997!. Because of its abrupt onset,
the acoustic click is often thought to be an ideal stimulus for
eliciting a detectable ABR. Clicks or impulsive stimuli are
also used under the assumption that their wide spectral
spread, inherent in transient signals, elicits synchronous dis-
charges from a large proportion of cochlear fibers~e.g.,
Kodera et al., 1977; Gorga and Thornton, 1989; van der
Drift et al., 1988a,1988b!.

Additionally, it is generally observed that if a long-
duration tone burst~.8 ms! is employed, a second response
can be evoked at stimulusoffset. This offset response re-
sembles onset ABR morphology and occurs within 8 ms af-
ter stimulus offset. It has been termed ‘‘offset ABR’’ or ‘‘off

potential of the brainstem’’~Koderaet al., 1977; Brinkman
and Scherg, 1979!.

When a transient stimulus progresses apically along the
basilar membrane~BM!, single-unit activity is less synchro-
nous with the preceding activity from basal units~Tsuchitani,
1983! because of temporal delays imposed by the traveling
wave. This results in an asynchronous pattern of auditory-
nerve-fiber firing along the length of the cochlear partition.
In addition, it is likely that activity generated from the single
units in more synchronous basal regions would be out of
phase with activity from some apical units. As a conse-
quence, the combination of phase cancellation and loss of
synchronizationbias the evoked potential to reflect activity
from more basal, high-frequency regions of the cochlea~e.g.,
Neely et al., 1988!.

More evidence about the interaction between basilar-
membrane dispersion and the synchrony of neural responses
can be derived from studies on the compound action poten-
tial ~CAP! which represents auditory-nerve activity. When
stimulated with a click, only auditory-nerve units tuned
above 2–3 kHz contribute to synchronous activity in the
N1P1 complex ~Dolan et al., 1983; Evans and Elberling,
1982!. In order to determine if cochlear units tuned below
2–3 kHz could be recruited into the CAP response, Shore
and Nuttall ~1985! used tone bursts of exponentially rising
frequency to hypothetically activate synchronous discharges
of VIIIth-nerve fibers along the length of the cochlear parti-

a!Part of this research was presented at the 21st Midwinter meeting of the
Association for Research in Otolaryngology@Dau et al., ‘‘Auditory brain-
stem responses~ABR! with optimized chirp signals compensating basilar-
membrane dispersion,’’ ARO, S33~1998!#.

b!Electronic mail: torsten.dau@medi.physik.uni-oldenberg.de
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tion. Their equations defining the frequency chirps were cal-
culated to be the inverse of the delay-line characteristic of
the guinea pig partition. Shore and Nuttall~1985! recorded
CAPs in response to the rising chirp and compared them to
CAP waveforms evoked by corresponding falling chirps as
well as clicks. Their analysis of the CAP waveforms showed
narrowerN1 widths and largerN1 and P1 amplitudes for
rising sweeps when compared to falling sweeps. Their results
supported the hypothesis underlying the derivation of the
rising sweep: spectral energy with the appropriate temporal
organization, determined by basilar-membrane traveling
wave properties, increases CAP synchrony. In a later study,
Shoreet al. ~1987! provided evidence that the timing of dis-
charges in the ventral cochlear nuclei~VCN! reflects co-
chlear partition motion as demonstrated for VIIIth-nerve fi-
bers and inner hair cells~Bruggeet al., 1969; Geisleret al.,
1984; Roseet al., 1971; Russell and Sellick, 1978; Sellick
et al., 1982!. However, unlike VIIIth-nerve fibers, responses
of VCN neurons to rapid frequency sweeps were more com-
plex, showing directional preferences.

The present paper followed the same strategy of gener-
ating an ‘‘optimized’’ stimulus causing maximal synchro-
nous activation at the level of the VIIIth nerve, but deals
with brainstem recordings in human subjects. The latencies
of the brainstem potentials can be separated into mechanical
and neural components. The mechanical component is due to
mechanical BM travel time, and varies with intensity and
frequency in an orderly manner, while the remaining neural
component is assumed to be independent of both intensity
and frequency~e.g., Neelyet al., 1988!. We attempted to
compensate for the frequency-dependent mechanical compo-
nent in order to increase synchrony at a peripheral level,
which may also lead to increased synchrony at higher sta-
tions in the brainstem. Our question was whether such a
stimulus would be appropriate and effective for ABR record-
ings. Of course, there is a large difference between events in
single-unit electrical fields, and the signals which are re-
corded by electrodes which are remote from the neural
sources. Single-unit electrical fields are rapidly attenuated in
the extracellular space and are unmeasurable at more than a
few millimeters distance. Also, the effectiveness of neural
centers as dipole generators producing a detectable far-field
response depends on the number of involved neural sources
and on morphological features such as dendritic orientation.
However, the mechanical component of BM travel time
should affect single-unit electrical-field responses and whole
ensemble far-field responses in a similar way. Hence, the
time-frequency distribution of a stimulus can be expected to
have a distinct effect on ABR.

ABRs elicited by broadband, frequency-sweeping
stimuli are compared with click-evoked responses. The un-
derlying chirp stimulus was generated on the basis of the
~linear! basilar-membrane model by de Boer~1980!.

I. THE CHIRP STIMULUS

The equations describing the stimulus were derived
based on the following considerations:~i! Since the mechani-
cal properties of the cochlear partition result in a spatial
separation of frequency components of an acoustic signal,

the desired stimulus must have a wideband frequency spec-
trum to excite a maximal number of nerve fibers~see also
Shore and Nuttall, 1985!. ~ii ! Since there is also atemporal
dispersion of displacement maxima along the cochlea parti-
tion, the temporal spacing of frequency components of the
wideband signal must be adjusted to provide maximum syn-
chrony of discharge across frequency. A low-frequency tone
requires more time to reach its place of maximum displace-
ment, near the apex of the cochlea, than does a higher-
frequency tone that elicits a maximum closer to the base. The
idea is to generate a stimulus in which the high-frequency
components are delayed relative to the low-frequency com-
ponents by an appropriate amount. This should producesyn-
chronousdisplacement maxima and neural discharges result-
ing from all frequency components. The acoustic signal must
therefore be a rising frequency chirp. The time course of the
chirp developed in the present study is determined by the
traveling-wave velocity along the partition as derived by de
Boer ~1980!, and the functional relationship between stimu-
lus frequency and place of maximum displacement~Green-
wood, 1990!.

De Boer ~1980! developed a cochlear model in
which—as physical simplifications—he assumed that the flu-
ids of the canals around the basilar membrane would be in-
compressible and that all viscosity effects were negligible.
All movements were assumed to be so small that the fluid as
well as the BM operate linearly. All time-dependent vari-
ables were considered to vary aseivt, with v representing
radian frequency. Since the dynamics of the BM is certainly
nonlinear, in some conditions this linear approach must be
considered as a first-order approximation. It was further as-
sumed by de Boer~1980! that various parts of the BM are
not mechanically coupled to each other and that all coupling
occurs via the surrounding fluid. De Boer described the me-
chanics of the cochlear partition by a single function of the
coordinatex, the impedancej(x), which is dominated by a
stiffness termc(x)/ iv. The fluid movements in the other
two directions were assumed not to contribute to the me-
chanical pattern of movement of the cochlear partition.

The wave equation for the hydromechanical problem
was then given by

d2

dx2 c~x!2
2ivr

h~x!j~x!
c~x!50, ~1!

with c(x) as the wave function,h(x) as the ‘‘effective’’
height of the scala, and the densityr. The impedancej is the
critical factor and is composed of three parts, a mass part, a
resistance part, and a stiffness part,

j~x!5 ivm~x!1r ~x!1
c~x!

iv
. ~2!

The mass termm(x) does not depend much onx in the
cochlea, but the stiffnessc(x) varies over a large range as a
function of x ~e.g., Békésy, 1960!. It is assumed in the fol-
lowing that only stiffness contributes toj(x), while mass
and resistancer (x) are neglected. Due to the variations of
the stiffness, the velocity of propagation depends strongly on
x. The stiffness was shown to be mainly responsible for the
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occurrence of traveling waves propagating along the co-
chlear partition. De Boer developed theexponential model
assuming thatc(x) varies approximately as an exponential
function ofx: c(x)5C0e2ax. This results in the wave equa-
tion

d2

dx2 c~x!1D0
2eaxc~x!50, ~3!

where D05vA2r/hC0. The solution of this equation was
given asc(x)5arctanY0(z)/J0(z), wherez5(2D0 /a)eax/2,
andJ0 andY0 represent Bessel and Weber function of zero
order, respectively. This leads to the local propagation con-
stant

k~x!5
d

dx
c~x!5

a/p

J0
2~z!1Y0

2~z!
. ~4!

The speed of propagation is generally given byg(x)
5v/k(x). The exact expression for the exponential model
therefore is

g~x!5
pv

a
~J0

2~z!1Y0
2~z!!. ~5!

This expression shows dispersion with respect to frequency
sinceg is dependent onv.

The above equations are used in the present paper to
generate the chirp stimulus that compensates dispersion on
the BM. The propagation timetv(x) needed to arrive at the
place of resonancex is given by

tv~x!5E
0

x 1

g
dx85

1

v E
0

x

k~x8!dx8

5
1

v E
0

x d

dx8
c~x8!dx85

1

v
~c~x!2c~0!!,

~6!

leading to

tv~x!5
1

v S arctan
Y0~z~x!!

J0~z~x!!
2arctan

Y0~z~0!!

J0~z~0!! D . ~7!

For the frequency-place transformation, the mapping pro-
posed by Greenwood~1990! was used,

x5x~ f !5L2 c̃ log~a f11!5L2c ln~a f11!, ~8!

with a50.006 046 Hz21, c̃516.7 mm, c5 c̃/ ln 10, and L
534.85 mm representing BM length. It follows that

z~x!5z~x~ f !!5
2D0

a
ea/2@L2c ln~a f11!#

5
2D0

a
~a f11!2~a/2!ce~a/2!L. ~9!

Thus tv(x) is given by

tv~x!5tv~x~ f !!

5
1

v S arctan

Y0F2D0

a
~a f11!2~a/2!ce~a/2!LG

J0F2D0

a
~a f11!2~a/2!ce~a/2!LG

2arctan

Y0S 2D0

a D
J0S 2D0

a D D . ~10!

Using the variable transformationt→t02t, and with
kª(4p/a)A2r/hC0e(a/2)L, the function t5t( f ) for the
‘‘optimal’’ input frequencyv52p f is given by

t02t~ f !5
1

2p f S arctan
Y0@ f k~a f11!2~a/2!c#

J0@ f k~a f11!2~a/2!c#

2arctan

Y0S 2D0

a D
J0S 2D0

a D D . ~11!

From this relation, the inverse functionf (t)5t21( f ) was
derived numerically. This function for the change of the in-
stantaneous frequency was then temporally reversed and in-
tegrated over time to derive the instantaneous phasew
52p*0

t f (t8)dt8 of the resulting chirp, which has the general
form s(t)5A(t)sin(w(t)2w(t0)). This is referred to as the
‘‘exact chirp’’ throughout this paper~cf. Fig. 1, upper panel,
solid curve!.

If one uses only anasymptoticexpression for the propa-
gation constant, namelyk(x)'D0eax/2, the speed of propa-
gation results ing(x)'A(hC0/2r)e2ax/2, which is indepen-
dent of v so that there is no dispersion with respect to
frequency. The asymptotic expression agrees well with the
exact one for frequencies higher than about 5 kHz@for de-
tails, see de Boer~1980!, p. 147#. For lower frequencies,
some small deviations occur for lowx-values, i.e., near the
cochlear windows. In this region, the asymptotic expression
does not hold true any more; however, the extent of this
effect is not very large. For the asymptotic case, the instan-
taneous frequencyf (t)5t21( f ) can be easily derived ana-
lytically. With

c~x!5E
0

x

k~x8!dx81c~0!5D0

2

a
~eax/221!1c~0!,

~12!

and Eq.~6!, the travel timet( f ) to the resonance placex( f )
is directly given by
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t5
1

v
D0

2

a
~eax/221!

5
1

v
D0

2

a
~eax/2~L2c ln~a f11!!21!

5
2

a
A 2r

hC0
~~a f11!2ac/2e~a/2!L21!. ~13!

With t→t02t, and bª2/aA2r/hC0, the function f (t) is
given by

f 5
1

a S Fe~a/2!LS 11
t02t

b D G22/ac21D . ~14!

From this, the instantaneous phasew and the resulting chirp
s(t) can easily be derived as above. This is referred to as the
‘‘approximated chirp’’ in the rest of this paper~cf. Fig. 1,
upper panel, dotted curve!.

II. METHOD

A. Subjects

Ten normal-hearing subjects~audiometric thresholds 15
dB HL or better! with no history of hearing problems were

chosen: two females and eight males. The subjects were be-
tween 21 and 35 years of age, and were either paid or vol-
unteered for the experiment.

B. Apparatus

The experiments were carried out with a PC-based com-
puter system which controlled stimulus presentation and re-
cording of evoked potentials. A DSP card~Ariel DSP32C!
converted the digitally generated stimulus~25 kHz, 16 bit! to
an analog waveform. The output of the DSP card was con-
nected to a digitally controlled audiometric amplifier, which
presented the stimulus through an insert earphone~Etymotic
Research ER-2! to the subject.

Electroencephalic activity was recorded from the scalp
via silver/silver chloride electrodes, attached to the vertex
~positive! and the ipsilateral mastoid~negative!. The fore-
head served as the site for the ground electrode. Interelec-
trode impedance was maintained below 5 kV. Responses
were amplified~80 dB! and bandpass filtered~95–1640 Hz,
6 dB/oct! with a commercially available ABR preamplifier
~Hortmann Neurootometrie!.1 Extra amplification ~Kemo
VBF/40! was used to reach the optimum range for the A/D
converter. This amplification was in the range from 10 to 16
dB, resulting in a total amplification of 90–96 dB. The am-
plified signal was digitized by the DSP card~25 kHz, 16 bit!,
which also performed artifact rejection and signal averaging.
Responses were recorded for 26 ms following the stimulus
onset.

C. Stimuli and procedure

Broadband chirps as described in Sec. I were used as
stimuli. The chirps started and ended with zero amplitude. If
not explicitly stated otherwise, no windowing was applied to
the stimuli. Chirp-evoked potentials were compared with
click-evoked responses. The click had a duration of 80ms.

The upper panel of Fig. 1 shows the waveforms of the
exact ~solid curve! and the approximated chirp~dotted
curve!, both derived in Sec. I. The stimuli have a flat tempo-
ral envelope. Since the value for the speed of propagationg
for lower frequencies is lower for the exact chirp~at places
near the cochlear windows!, it has a slightly longer duration
~10.52 ms instead of 10.48 ms for the approximated chirp!.
Since for both chirps the instantaneous frequency changes
slowly at low frequencies relative to the changes in the high-
frequency region, their spectra are dominated by the low
frequencies. This is shown in the lower panel of Fig. 1~solid
curve!. The ~acoustic! magnitude spectrum decreases con-
tinuously with increasing frequency. The dashed curve in the
lower panel indicates the spectrum of a modified chirp which
is used later in the study. This modified chirp has a flat
amplitude spectrum corresponding to that of the click~dotted
curve!, while the phase characteristic is the same as that of
the original~exact! chirp. The spectra were obtained~at the
same sensation level of the stimuli! by coupling the ER-2
insert earphone to a Bru¨el and Kjær ear simulator~type
4157! with a 1/2-in. condenser microphone~type 4134!, a
2669 preamplifier, and a 2610 measuring amplifier. The
spectra were obtained from fast Fourier transforms~FFTs! of

FIG. 1. Top panel: Waveform of the broadband rising~0.1–10.4-kHz! chirp
stimulus. The equations defining the chirp were calculated to be the inverse
of the delay-line characteristic of the cochlear partition on the basis of the
linear cochlea model by de Boer~1980!. The solid curve represents the exact
chirp, the dotted curve shows the approximated chirp~for details, see text!.
Middle panel: Waveform of a modified chirp referred to as ‘‘flat-spectrum
chirp’’ whose phase characteristic is the same as that of the original~exact!
chirp. Bottom panel: Acoustic spectra of chirp~solid curve!, click stimulus
~dotted curve!, and flat-spectrum chirp~dashed curve!, as used in the present
study ~for details, see text!.
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100-trial time-domain averages of the stimulus over an
analysis time of 64 ms using a sampling rate of 25 kHz
~Stanford Research Systems SR780!. The waveforms were
not windowed prior to FFT. The middle panel of Fig. 1
shows the corresponding temporal waveform of the modified
chirp, referred to as the ‘‘flat-spectrum chirp’’ throughout
this paper. This stimulus starts with very small amplitudes at
low frequencies and increases nonlinearly in amplitude with
time.

The subject lay on a couch in an electrically shielded,
soundproof room, and electrodes were attached. The subject
was instructed to keep movement at a minimum, and to sleep
if possible. The lights were turned out at the beginning of the
session. Each session lasted between one and two hours, de-
pending on the subject’s ability to remain still. The ear of
stimulation was chosen randomly, i.e., for each subject one
ear was chosen and then maintained. The acoustic signals
were delivered at a mean repetition rate of 20 Hz for all
stimulus conditions. A temporal jitter of62 ms was intro-
duced to minimize response superimposition from preceding
stimuli. Thus the resulting interstimulus interval~ISI! was
equally distributed between 48 and 52 ms. Each trial con-
sisted of 1000 to 4000 averages, depending on the quality of
the response. For each stimulus condition, two independent
trials were stored in separate buffers. These are illustrated as
superimposed waveforms in the figures to show response
replicability.

First, to determine the sensation level~SL! of both the
click and the chirp stimulus, the absolute hearing thresholds
were measured individually with an adaptive 2AFC proce-
dure. At the beginning of each ABR recording session, the
first trial was a 60-dB SL presentation of a stimulus. Then
intensity was decreased in steps of 10 dB down to 10 dB SL.
At the same sensation level, chirp and click represent nearly
the same root-mean-square~rms! value ~if calculated across
the same temporal interval of 10.5 ms!.

Wave-V ~peak-to-peak! amplitude was analyzed in the

different stimulus and level conditions. The amplitude was
measured from the peak to the largest negativity following it.
For each stimulus and level condition, wave-V amplitude
was averaged across subjects. A Wilcoxon matched-pairs
signed-rank test~a50.05! was used to verify whether the
response amplitude differed significantly for the two stimuli.
Throughout the present paper, responses are plotted for one
exemplary subject~CR!. Average data for the wave-V am-
plitude are given in a summary figure~Fig. 3!.

III. RESULTS

A. Click- versus chirp-evoked potentials

Figure 2 shows the ABR for subject CR obtained with a
click ~left panel! and a rising broadband chirp~right panel!,
respectively. Responses for different stimulus levels are
shown on separate axes displaced along the ordinate and la-
beled with the sensation level~dB SL!. For the click stimu-
lus, the abscissa represents recording time relative to click
onset. In the case of the chirp stimulus, a dual abscissa is
used representing recording time relative to stimulus onset
and offset. Wave-V peak is marked by small vertical bars for
both stimuli. It can be seen in the figure that the wave-V
latencies for the two stimuli, relative to stimulus onset, are
shifted by the duration of the chirp stimulus which equals
10.5 ms. Thus the latency values relative to stimulus offset
are the same in both conditions. The key observation is that
the wave-V amplitude is typically larger for chirp stimula-
tion than for click stimulation. For subject CR, the difference
is large at stimulation levels of 10–40 dB SL, but is less
pronounced at 50 dB SL. At 60 dB SL, for this subject, the
click response is slightly larger than the chirp response. At
the two highest stimulation levels, earlier activity in response
to the chirp becomes visible with a first response peak at
about 8–9 ms after chirp onset. These observations at high
levels are probably due to cochlear upward spread of excita-
tion, a well-known phenomenon from many other studies in

FIG. 2. ABR from subject CR, evoked by a click~left
panel! and a broadband chirp~right panel!. The stimu-
lation level varied from 10 to 60 dB SL, as indicated.
Waveforms are the average of 2000 responses. At each
level, two waveforms are superimposed to show re-
sponse replicability. The small vertical line indicates
wave-V peak. Stimulus presentation rate was 20/s.
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this field. At high levels, the early low-frequency energy in
the chirp stimulates basal regions and produces a response.

Figure 3 shows the wave-V amplitude obtained with dif-
ferent stimuli, including the chirp~filled boxes! and the click
~filled circles!, averaged across subjects. Amplitude values
are plotted as a function of stimulation level. Wave-V am-
plitude was significantly larger~p,0.05; N510! for the
chirp than for the click, for the levels of 20–40 dB SL. For
50 and 60 dB SL, the average wave-V amplitude was still
larger for the chirp than for the click, but the difference was
not significant (p.0.05). For the lowest stimulation level,
10 dB SL, four of the subjects showed no clear wave-V peak
in either the chirp or in the click condition. The number of
the remaining subjects was too small to reveal a significant
difference in the ABR.

B. Exact versus approximated chirp

On the basis of the exponential model~de Boer, 1980!
reviewed in Sec. I, the exact solution and a relatively simple
approximation for the generation of a stimulus compensating
BM dispersion were derived~see Fig. 1!. The question is
whether the difference in the time course of the two stimuli
is of relevance for the corresponding evoked brainstem po-
tentials.

Figure 4 shows ABR for subject CR elicited by the exact
chirp ~left panel! and by the approximated chirp~right
panel!. The stimulation level ranged from 10 to 40 dB SL in
each case. The potentials are almost identical in both condi-
tions. The average data across subjects for the approximated
chirp are indicated as open boxes in Fig. 3. Wave-V ampli-
tude does not differ significantly between the two stimuli for
all levels ~p.0.05; N56!.

C. Stimulation with ramped chirps

It could be argued that the relatively abruptoffsetof the
chirp is responsible for the generation of wave-V amplitude.
Although such an argument wouldnot explain the observa-
tion of an increased amplitude compared to the click re-
sponse, a chirp stimulus was generated with sufficiently long
ramps to preclude the possibility that purely onset- and offset
effects are responsible for wave-V amplitude generation. A
rise time of 3 ms and a fall time of 0.5 ms were applied.2

Figure 5 shows the corresponding ABR recordings for sub-
ject CR~solid lines!. In addition, the corresponding data with
the exact chirp without ramps are replotted in the figure and
indicated as dotted lines. In comparison with the original
chirp without ramps, there is only a slight decrease in ampli-
tude for this subject. This is most likely due to the attenua-
tion of frequencies higher than about 6 kHz that normally
also contribute to the generation of wave-V amplitude. Note,
however, that the overall level of the ramped chirp had to be
increased by 2 dB to yield the same sensation level.

FIG. 3. Average ABR data for wave-V amplitude, as a function of the
stimulation level. Different symbols indicate different stimulus conditions.
d: click; j: exact chirp;l: flat-spectrum chirp;.: reversed chirp;L:
ramped chirp;h: approximated chirp;,: 0.45–10.4-kHz chirp.

FIG. 4. ABR from subject CR, elicited by the exact
broadband chirp~left panel! and the approximated chirp
~right panel!. Parameters as in Fig. 2, but only for
stimulation levels of 10–40 dB SL.
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Average data across subjects obtained with the ramped
chirp are indicated in Fig. 3~open diamonds!. Like the origi-
nal chirp without ramps, the ramped chirp elicits a signifi-
cantly larger amplitude~p,0.05; N510! than the click for
the stimulation levels 20–40 dB SL. The difference is not
significant for 10 dB SL.

All results taken together show that wave-V amplitude is
increased when a rising broadband chirp is used instead of a
click. This is the case although the duration of the chirp is
about 10 ms, which is a factor of 125 longer than the click

duration. This result is in contrast to the generally accepted
view in the literature that the conventional ABR is an elec-
trophysiological event only evoked by onset or offset of an
acoustic stimulus.

D. Effects of direction of frequency sweeping

If the argument holds that the ‘‘optimized’’ temporal
course of the frequency sweeping is responsible for maximal
synchronization, then a temporallyreversedbroadband chirp
should yield a smaller response amplitude. The reversed
chirp starts with high frequencies and sweeps nonlinearly in
time toward low frequencies. The onset is therefore much
steeper than that of the original chirp, so that one should
expect a larger response if ABR is determined by the steep-
ness of the stimulus onset. The magnitude spectra of the
reversed chirp and the original chirp, of course, are identical.

Figure 6 ~left panel! shows the ABR for the reversed
chirp ~subject CR!. For comparison, the right panel of Fig. 6
shows the ABR elicited by the rising chirp, for the same
range of stimulation levels~10–40 dB SL!, replotted from
Fig. 2. It is apparent from the figure that in the case of the
falling chirp, wave-V amplitudes are generally much smaller
than those obtained with the rising chirp. The responses are
also considerably smaller than those elicited by the click~see
Fig. 2!.

The average data for the reversed chirp are indicated as
filled downward triangles in Fig. 3. Wave-V amplitude is
significantly smaller~p,0.05; N510! for the reversed chirp
than for the rising chirp~filled boxes! for all stimulation
levels 10–40 dB SL. The reversed-chirp amplitude was also
significantly smaller than the click response~filled circles!
for the levels 20–40 dB SL~p,0.05; N510!, while the
difference was not significant for 10 dB SL.

However, because of the long duration of the chirp
~10.52 ms!, the response to the early~high-frequency! part
may interfere with responses to the later~low-frequency! part

FIG. 5. ABR from subject CR, evoked by the ramped broadband chirp. In
addition, the potentials evoked by the original chirp without ramps are re-
plotted from Fig. 2 and indicated as dotted curves.

FIG. 6. Left: ABR from subject CR, elicited by the
temporally reversed broadband chirp~10.4–0.1 kHz!.
Parameters as in the previous figures. Right: ABR’s
from the same subject, elicited by the rising broadband
chirp ~replot from Fig. 2, but only for the levels 10–40
dB SL!.
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of the stimulus. For this reason, a further experiment was run
with a shorter chirp~3.92 ms!, whose spectrum stretches
from about 0.45 to 10.4 kHz~in contrast to 0.1 to 10.4 kHz
as before!. Figure 7 shows, for subject CR, the brainstem
potentials evoked by the falling chirp~left panel! in compari-
son with the corresponding rising chirp~right panel!. As in
Fig. 6, the amplitude of wave V is much smaller in the case
of stimulation with the falling chirp than with the rising
chirp. Note that the responses evoked by the two reversed
chirps~from Figs. 6 and 7! are almost identical, whereas the
responses evoked by the two rising chirps differ to some
extent. The average data for the 0.45–10.4 kHz chirp are
indicated as open downward triangles in Fig. 3. There is no
significant difference in wave-V amplitude between the two
chirps for 10 dB SL. However, for the levels 20–40 dB SL,
the amplitude is significantly larger~p,0.05; N56! for the
0.1–10.4 kHz chirp than for the 0.45–10.4 kHz chirp. This
difference in wave-V amplitude directly reflects the contri-
bution of the low-frequency components~100–450 Hz! to
the ABR in the case of the rising chirp.

These results are compatible with the hypothesis that
compensation of travel time differences across frequency
causes an optimal synchronization, whereas the reversed
stimulation leads to a less effective activation~although the
onset of the reversed chirp is much steeper than that of the
rising chirp!. Falling sweeps probably produce sequential ac-
tivation of high-frequency fibers followed by low-frequency
fibers. This may lead to a desynchronized neural activation at
the brainstem level, as implied by the results of Shore and
Nuttall ~1985! at the level of VIIIth nerve and CN. In ‘‘far-
field’’ recordings as considered in the present study, the ob-
served effects may also be reflected by phase cancellation of
the potentials due to superimposition of wave V from one
frequency and wave V from another frequency~e.g., Scherg
and von Cramon, 1985, see discussion!.

E. Effects of spectral composition

It is not clear which spectral shape is optimal for broad-
band stimulation. It is also not clear how and at which level
integrationacrossfrequency is realized in the auditory sys-
tem. Hence, it may be argued that the observed differences
between responses evoked by a click and a chirp stimulus are
produced by their different spectral shape. To rule out this
argument, ABR elicited by the flat-spectrum chirp from Fig.
1 ~middle panel!, with a flat amplitude spectrum correspond-
ing to that of the click, are compared to click-evoked re-
sponses.

Figure 8 shows the corresponding ABR for this chirp for
subject CR~solid curves!. For direct comparison, the corre-
sponding click-evoked responses for the same subject~re-
plotted from Fig. 2, left panel! are indicated as dotted curves.
Wave-V amplitudes are much larger for the chirp than for the
click. The amplitudes are even larger than for the ‘‘normal’’
rising chirp without specific spectral weighting~Fig. 2, right
panel!, particularly at the highest stimulation levels. The av-
erage data for wave-V amplitude, obtained with the flat-
spectrum chirp, are plotted as filled diamonds in Fig. 3.
Wave-V amplitude is significantly larger~p,0.05; N510!
for this chirp than for click stimulation forall levels~10–60
dB SL!. However, the difference in amplitude obtained with
the flat-spectrum chirp and the original rising chirp~cross
symbols! was not statistically significant.

A similar approach has been earlier described in a study
by Lütkenhöner et al. ~1990!. They also generated a rising
chirp stimulus with a flat amplitude spectrum where—in
contrast to the present study—the course of the instantaneous
frequency was estimated from the relationship between the
stimulus frequency and the experimentally obtained latency
of the corresponding frequency-specific ABR. The authors
also found a larger wave-V amplitude with chirp than with
click stimulation. However, the differences were smaller

FIG. 7. ABR from subject CR, elicited by the 3.92-ms
chirp with a spectrum in the frequency range between
0.45 and 10.4 kHz. Left: Temporally reversed~falling!
chirp ~10.4–0.45 kHz!; right: rising chirp ~0.45–10.4
kHz!.
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than those presented here, particularly at higher stimulation
levels.

In summary, the presented data demonstrate that both
dispersed timing as well as spectral composition of the
stimulus strongly influence the potential pattern. The dis-
persed timing appears to be the dominant factor.

IV. GENERAL DISCUSSION

A. Stimulus presentation: SL versus peSPL

In the present study, chirps and clicks were presented at
the same sensation level. However, the corresponding peak-
equivalent sound pressure level~peSPL! at the same sensa-
tion level, averaged across subjects, was about 12 dBlower
for the chirp than for the click. For example, at threshold~0
dB SL!, the mean~and standard deviation! of the peSPL was
45.963.7 dB for the click while it was 33.563.6 dB for the
chirp. It is unclear which measure is appropriate for ABR.
Temporal integration of signal energy involved in behavioral
threshold measures probably occurs at more central stages of
auditory processing, and is most likely not reflected in ABR.
Nevertheless, in many studies the stimuli are presented at the
same hearing level~HL! to investigate potential amplitude in
relation to the~normalized! average hearing threshold~0 dB
HL!. The strategy in the present study is thus very similar to
the HL measure, but hearing thresholds are determined indi-
vidually. Whatever the proper calibration for ABR may be, if
the responses obtained in the present study were plotted at
the same peSPL instead of the same dB SL, the differences
in the potential amplitude between chirp and click stimula-
tion would be even larger.

B. Role of wave V behavior—Spectral integration

By applying the derived response technique, Don and
Eggermont~1978! revealed narrow-band contributions to the
ABR from specific portions of the BM. They found that
nearly the whole cochlear partition can contribute to the
brainstem response. In their recordings, the amplitude behav-
ior of wave V, as a function of the central frequency~CF!
assigned to each narrow band, was different from waves I
and III, depending upon the frequency range. Don and Egg-
ermont found that for CFs below 2 kHz, the amplitudes for
waves I and III drop rapidly as CF is decreased, whereas
there is an increase in the amplitude of wave V. Therefore, at
low CFs the only clear contribution to the ABR is to wave V.
This indicates that the representation of cochlear activity in
the various peaks probably is quite different for wave I and
III on one hand, and wave V on the other hand~Don and
Eggermont, 1978!. Above 2 kHz, the wave-V behavior is the
same as for the earlier waves. Thus wave-V amplitude shows
a flatter ‘‘frequency response’’ than the earlier waves and
has an amplitude distribution which is nearly constant over
the entire CF range.

By using a synchronizing chirp instead of a click as the
stimulus, activity fromall cochlear locations can contribute
to the amplitude of wave V, which therefore is generally
larger than that evoked by a click. This was demonstrated in
the present study. Don and Eggermont~1978! stated that the
discrepancy in the behavior of wave V with respect to the
earlier waves suggests some sort of neural reorganization at
the level where wave V is generated.3 The sharp initial posi-
tive potential is most likely generated by the lateral lemnis-
cus as it enters in the inferior colliculus~IC!, while the slow
negative potential following this is likely a dendritic poten-
tial of the inferior colliculus~Hashimoto, 1982; Mo” ller and
Jannetta, 1982, 1986; Moore, 1987a,1987b!. The central
nucleus of the IC~ICC! is a purely auditory processing cen-
ter; it is the main center for spatial auditory integration re-
ceiving most of the ascending information from auditory
brainstem nuclei, and it has a curved laminar arrangement of
cells, axons, and dendrites~e.g., Gummer and Zenner, 1996!
which leads to an effective response. The convergence of
pathways activates a large number of neurons in the IC, the
wave-V potential therefore is of rather large amplitude, that
obviously results from integration of activity from the whole
range of auditory frequencies, and hence includes responses
elicited by low-frequency stimulus components.

Interestingly, clear peaks corresponding to the earlier
waves I–III couldnot be observed in the case of the original
rising chirp ~without specific spectral weighting! for any of
the stimulation levels tested in the present study. This obser-
vation was true for all subjects, even if not investigated
quantitatively. At the highest levels~50 and 60 dB SL!, the
early low-frequency energy of the chirp probably stimulates
basal regions of the BM due to upward spread of excitation,
producing a response at about 8–9 ms after stimulus onset
~as earlier mentioned in Sec. III A!. However, it is not clear
how these high-level responses are related to waves I–III. In
contrast, we observed that, for the highest stimulation level
of 60 dB SL, most of the subjects clearly showed the typical
early peaks in their responses to the click as well as to the

FIG. 8. ABR from subject CR elicited by the rising chirp with flat amplitude
spectrum~from Fig. 1, bottom panel!. For direct comparison, click-evoked
responses~dotted curves! for the same subject are replotted from Fig. 2.
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flat-spectrum chirp. In particular, the potential patterns at this
level were very similar for these two stimuli for each subject.
Thus it appears that the spectral composition of the stimulus
mainly determines the response pattern at high levels.4

C. Assumption of linearity of BM characteristic

The chirp stimuli used in the present study were derived
on the basis of a linear cochlea model~de Boer, 1980!. It was
assumed that the movements are so small that the fluid as
well as the basilar membrane operate linearly. Over the nor-
mal range of hearing, the assumption of linearity may be
well justified for the fluid~de Boer, 1980!. With regard to the
BM, however, its dynamics are certainly more complicated
~e.g., Rhode, 1971; Ruggero, 1992!. At low levels, BM dy-
namics may indeed be considered as nearly linear. However,
at higher levels, nonlinear cochlear mechanics complicate
the responses to a frequency-changing signal. Ruggero and
Rich ~1983!, for example, demonstrated that VIIIth-nerve fi-
bers’ phase response changes at high intensities, resulting in
two peaks which are 90° out of phase, instead of one peak
commonly seen in period histograms. Since our interest in
the present study was mainly focused on effects at levels
between absolute threshold and about 40 dB SL, the assump-
tion of linearity in the model calculations may be well justi-
fied. Also, the predictions of the linear model were primarily
used for the correction of the dispersive behavior of the BM,
which can be assumed to vary less with level than, e.g., the
amplitude tuning characteristic for a certain frequency. Of
course, a more general description for an extended level
range would need to take nonlinear effects into account. The
equations used so far should therefore be considered as a
first-order approximation.

V. SUMMARY AND CONCLUSIONS

A chirp stimulus was developed which theoretically pro-
duces synchronous discharges of VIIIth-nerve fibers along
the length of the human cochlear partition. The equations
defining the chirp were calculated to be the inverse of the
delay-line characteristic of the cochlear partition on the basis
of the linear cochlea model by de Boer~1980!. The stimulus
was tested for eliciting ABR. The underlying idea was to
determine if units tuned to low CFs~below 2 kHz! could be
recruited synchronously into the brainstem response. It was
shown in the present study that, in most level conditions, the
chirp evokes a significantly larger wave-V amplitude than
the click when presented at the same sensation level. This is
the case, although the duration of the chirp is about 10 ms,
which is a factor of 125 longer than the click-duration used
here. Since at the same sensation level, the peak-equivalent
sound pressure level~peSPL! is about 12 dBsmaller for the
chirp than for the click, the difference in wave-V amplitude
of the ABR recordings would be even larger if the stimuli
would be presented at the same peSPL, or at the same peak-
to-peak equivalent sound pressure level~ppeSPL!. Thus the
conventional ABR should not be considered as an electro-
physiological event purely evoked by the onset or offset of
an acoustic stimulus. Instead, an appropriate temporal orga-
nization, determined by BM traveling wave properties, may

increase neural synchrony at the level where wave V is gen-
erated. The temporally reversed chirp stimulus led to a
smaller wave-V amplitude compared to the rising chirp and
to the click. This may be due to desynchronized neural acti-
vation at the level where wave V is generated, as a result of
sequential activation of high- followed by low-frequency fi-
bers. Alternatively, the reduced potential amplitude may also
result from cancellation in the ‘‘far-field’’ by superposition
of wave V from one frequency on wave V from another
frequency.

It was observed that not only temporal organization of
the stimulus, but also its spectral shape, influences the ABR
pattern. The phase characteristic of the chirp, combined with
a flat spectral distribution~as in case of the click!, led to a
large wave-V amplitude, but also to a more pronounced pat-
tern of the earlier waves~at high stimulation levels!, which is
comparable to that evoked by the click. In contrast, re-
sponses evoked by the rising chirp without specific spectral
weighting did not show clear earlier peaks I–III. This may be
due to cancellation of overlapping responses at high stimu-
lation levels where the early low-frequency energy in the
chirp stimulates basal regions of the BM due to upward
spread of excitation. Alternatively, or in addition, this may
also be due to biased frequency representations at the level of
the neural generators for waves I–III, while the generator for
wave V probably has a flatter frequency response.

The use of the rising frequency chirp enables the inclu-
sion of activity from lower-frequency regions, whereas with
a click or a falling chirp synchrony is decreased in accor-
dance with decreasing traveling velocity in the apical region.
The rising frequency chirp may therefore be of clinical use in
assessing the integrity of the entire peripheral organ, and not
just its basal end.
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1In the official data sheet of the preamplifier, a ‘‘hard-wired’’ high-pass
cutoff frequency of 30 Hz is given. Unfortunately, we could not replicate
this value and found a 3-dB cutoff of 95 Hz. The problem is that this setting
will cut out a substantial portion of the wave-V amplitude, which results in
smaller responses overall, particularly for responses from lower-frequency
stimulus energy. Since the chirp has much of its energy in the low-
frequency region, one can expect that an even larger chirp-evoked wave-V
amplitude than observed in the present study will be obtained with a more
appropriate filter setting.

2A larger fall time than 0.5 ms would also attenuate energy at medium
frequencies. For example, if a fall time of 1 ms were used, frequencies
around 2.5 kHz would be attenuated by about 3 dB. Higher frequencies
would be attenuated up to 12 dB more than in the case of the shorter ramp.
We think that a 0.5-ms fall time and a 3-ms rise time for the chirp is more
than a fair choice for the comparison of chirp and click efficiency in evok-
ing ABR. In addition, in a preliminary study, we performed an experiment
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where the stimulus consisted of acontinuousalternating sequence of
chirps: each rising chirp was followed by the temporally reversed~falling!
chirp. Results showed ‘‘peaked’’ response patterns whereby amplitude and
~relative! latency of the peaks directly corresponded to those obtained with
‘‘single’’ rising chirps. The results further clearly demonstrate the impor-
tance of considering the effects of basilar-membrane traveling wave on the
formation of the ABR, at least for wave V.

3In a recent study, Donet al. ~1997! presented a new derived-response
measure where the wave-V amplitude of a stacked ABR was constructed by
temporally aligning wave V of each derived-band ABR, and then summing
the time-shifted responses. They found that the stacked response amplitude
can detect small acoustic intracanalicular tumors in patients missed by stan-
dard ABR measures. It might be very interesting to compare the stacked
wave-V amplitude obtained with the click with the chirp-evoked response
amplitude obtained with the ‘‘standard’’ derived responses measure. Such
experiments are currently in progress to specify the usefulness of the chirp
for retrieving frequency-specific information.

4The orientation of the electrode configuration certainly plays a role in the
shape of the potential pattern observed in the far-field. It has been shown
that there are differences in click-evoked responses in horizontal and ver-
tical dipole orientations~e.g., Galbraith, 1994!. Wave V is best seen in the
vertical channel, while earlier components are well defined in the horizontal
channel. Using a spatio-temporal dipole model, Scherg and Von Cramon
~1985! demonstrated a predominantly horizontal orientation underlying
waves I–III. These horizontal dipoles appeared to reflect transverse propa-
gation along the auditory nerve to the ipsilateral cochlear nucleus~CN!, and
then via second-order neurons crossing the midline to the contralateral
superior olivary complex~SOC!. Thus it might be of interest to also inves-
tigate chirp-evoked ABR recordings in horizontal dipole orientations.
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In a previous paper~Arnold and Burkard, 1998! a dichotic f 2- f 1 difference tone~DT! auditory
evoked potential from the chinchilla inferior colliculus~IC! was measured while presentingf 1
~2000 Hz! to one ear andf 2 ~2100 Hz! to the other ear. This measurement paradigm could be used
as a means to study binaural processing in an unanesthetized animal model. However, it is possible
that this response is actually generated peripherally, as a result of acoustic crossover. The purpose
of the present set of experiments was to investigate whether the dichotic DT is a true binaural
phenomenon. Recordings were made from chronically implanted IC electrodes in unanesthetized,
monaural chinchillas~left cochlea destroyed!. In experiment 1, interaural attenuation~IA ! was
measured in two ways. First, IA was measured by comparing IC evoked potential thresholds
obtained when stimulating the normal right ear and the dead left ear, using tone bursts~0.5–8 kHz!.
Mean values of interaural attenuation ranged from 50–65 dB across frequency~55 dB at 2000 Hz!.
Next, the DT was measured monaurally usingf 152000 andf 252100 (L15L2). By comparing
the mean DT input/output functions for monaural stimulation of the right and left ears, a mean value
of IA for the tonal pair was estimated~'69 dB!. In experiment 2, the DT was measured with right
monaural stimulation, while varying the relative levels of the primaries. A small DT could be seen
with primary levels up to 30 dB apart, but not for greater level differences. Differences substantially
greater than 30 dB would be expected in the crossover situation based upon IA. In experiment 3, the
stimuli were presented dichotically (f 1 to right ear,f 2 to left ear and vice versa,L15L2) to
determine whether acoustic crosstalk to the normal right ear would generate a DT. No DT was
reliably observed in this condition. Taken together, these results suggest that the dichotic DT is a
true binaural phenomenon, and not simply attributable to acoustic crossover. ©2000 Acoustical
Society of America.@S0001-4966~00!02003-8#

PACS numbers: 43.64.Qh, 43.64.Ri@LHC#

INTRODUCTION

When the ear is stimulated by two frequencies,f 1 and
f 2 ~termedprimaries!, nonlinearity in the auditory system
produces additional frequencies ordistortion productswhich
are not present in the stimulus pair. One such nonlinearity is
the simple difference tone~DT!, which is a distortion prod-
uct whose frequency corresponds tof 2- f 1. The DT has been
measured using scalp-recorded auditory evoked potentials
~AEPs!, both in animal models~Chertoff and Hecox, 1990;
Chertoff et al., 1992; Dolphinet al., 1994! and in humans
~Chertoff and Hecox, 1990; Rickmanet al., 1991!.

In a previous study~Arnold and Burkard, 1998!, we
made extensive measurements of the AEP DT in near-field
recordings from the inferior colliculus~IC! of awake chin-
chillas. At that time, we also observed what appeared to be a
dichotic DT by presentingf 1 ~2000 Hz! to one ear andf 2
~2100 Hz! to the other ear. Specifically, a component in the
AEP corresponding to thef 2- f 1 difference frequency~100
Hz! was obtained for moderate to high levels~40–80 dB

SPL! of the primary tones (L15L2). The amplitude of the
dichotic DT was symmetrical for the stimulus conditions:f 1
to right ear—f 2 to left ear, and vice versa. Similarly, the
amplitude of the response was similar whether recording
from the right or left IC ~see Arnold and Burkard, 1998,
Fig. 6!.

This measurement paradigm could be used as a means to
study binaural processing in an unanesthetized animal
model. However, the question arises as to whether the re-
sponse observed to dichotic stimulation is caused by stimu-
lus crossover between ears, and hence is really a response to
monaural stimulation with an amplitude difference between
primary tones. In the present study, a series of experiments
was conducted in unilaterally deafened chinchillas to deter-
mine if the dichotic DT is a true binaural phenomenon.

In order for crossover to generate the DT, the monaural
DT must be elicited with unequal primary levels, since inter-
aural attenuation~IA ! would reduce the intensity of the
crossover tone. Our strategy then, was first to measure the
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amount of IA in the chinchilla, in order to determine the
relative levels of the two primary tones that would be mixing
at the periphery in the crossover situation. While only the IA
value in the region of 2000 Hz is of relevance to the present
study, it was considered useful to have measurements of IA
across a range of frequencies, for future studies in our labo-
ratory. To this end, we measured IA for tone bursts of sev-
eral frequencies, by comparing the threshold of the IC
evoked potential~ICP! to stimulation of the normal and de-
stroyed ears. In addition, since stimulus type may affect IA,
we also measured IA for the specific two-tone stimulus pair
that was used in our previous paper~Arnold and Burkard,
1998!.

In addition to measurements of IA, we evaluated the DT
magnitude when the primary tones were presented monau-
rally at unequal levels. If a reliable DT could be obtained
when the two primary tones differed in level by a value
approximating the IA, then it is possible that the binaural DT
observed by Arnold and Burkard~1998! was generated mon-
aurally. As an additional test of the validity of the dichotic
DT, we determined whether a response to dichotic stimula-
tion could be observed in the monauralized animals.

METHODS

Subjects

Six young adult chinchillas~weight 379–594 grams, 5
males, 1 female! were used as subjects. The animals were
anesthetized with ketamine~45–71 mg/kg! and acepro-
mazine~0.54–0.84 mg/kg! and a left cochleotomy was per-
formed by opening the bulla posteriorly and mechanically
destroying the cochlea. For evoked response recording, a
tungsten electrode was implanted in the left IC using stereo-
taxic coordinates. The electrode was advanced while acous-
tically stimulating the right ear with a tone burst. The pres-
ence of a large amplitude diphasic or triphasic response was
taken as evidence of appropriate electrode placement. A
common electrode was implanted 1–2 cm anteriorly on the
dura. Electrode impedances ranged from 14.6 to 50.5 kV
across animals. The animals were allowed to recover for at
least two weeks prior to data collection.

Stimuli and electrophysiological recording

Stimuli were generated using the D/A converter~s! ~16
bits, 62 kHz! on one ~ICP studies! or two ~DT studies!
TMS320C25-based digital signal processing boards~Spec-
trum Signal Processing!, located in a personal computer. The
output of each D/A converter was low-pass filtered and
routed through a custom-built, computer-controlled attenua-
tor to an Etymotic ER2 insert earphone, which was held in
the ear canal~s! with a foam insert.

To record the ICP, which is the onset evoked response
from the IC to transient stimuli, brief tone bursts at octave
intervals between 0.5–8.0 kHz were used. The tone bursts
~2-ms rise/fall, 1-ms plateau, cosine-shaped onset/offset, al-
ternating polarity! were presented at a rate of approximately
20 per second. The DT was measured using two tones (f 1
52000 andf 252100 Hz! presented simultaneously. Each
tone was generated on a separate signal processing board and

routed to a separate ER2 earphone. The two tones were then
either routed to the same ear~for monaural stimulation! or to
separate ears~for dichotic stimulation!. The two-tone stimu-
lus was presented for a duration of 232 ms, with approxi-
mately 30 ms between repetitions. For all monaural stimulus
conditions, the nonstimulated ear canal was occluded with a
foam plug to minimize crossover by air conduction.

For monitoring stimulus level, the flexible probe tube of
an Etymotic ER-7c probe microphone was threaded through
the foam insert housing of the earphone in one or both ear
canals. This allowed for real-ear calibration of all stimuli,
using the sensitivity specification of the microphone for volt-
age to sound pressure level~SPL! conversion. For the two-
tone stimulus pair, the microphone output was routed to the
A/D converter of a signal processing board, and the magni-
tude of the primary tones was determined by computing the
Fourier coefficients atf 1 andf 2. For dichotic presentation of
f 1 and f 2, the outputs of two ER-7c microphones, one in
each ear canal, were mixed electrically prior to the Fourier
computations.

For electrophysiological measurements, the animals
were placed in a restraint device~Snyder and Salvi, 1994! in
a sound-attenuating chamber. Animals were tested without
anesthesia for all recordings. Electrical activity was recorded
between the active IC electrode and the common electrode.

The electrical activity was amplified~10 000X! and fil-
tered~30–3000 Hz! with a Stanford Research System model
SR560 bioamplifier. After amplification and filtering, the
electrical activity was fed to the A/D converter on a third
Spectrum Signal Processing board.

For recording the ICP with tone bursts, response collec-
tion began at stimulus onset and continued for 15.36 ms,
with a sampling period of 60ms. Responses to 100 stimulus
presentations were averaged in the time domain to obtain the
ICP waveform.

For recording the DT, response collection began at
stimulus onset and continued for 232 ms, using a sampling
rate of 31 kHz. Responses to 25 stimuli were averaged in the
time domain. The amplitude of the DT was obtained by com-
puting the Fourier coefficient at thef 2- f 1 frequency~100
Hz! over the final 132 ms of stimulus presentation, following
Blackman windowing of the waveform. The initial 100 ms
were not included, to eliminate the contribution of onset re-
sponses.

Procedures

For each animal, the data in the three experiments de-
scribed below were collected during two recording sessions
on two consecutive days. The data for experiments 1a, 1b,
and 3 were collected during the first session, while the data
for experiment 2 were collected during the second session.

Experiment 1a. Interaural attenuation for tone bursts

Using the tone burst stimuli~0.5–8.0 kHz!, the ICP was
recorded for monaural stimulation of the normal right ear.
An intensity series was obtained using stimulus levels as-
cending from220 to 80 dB SPL in 5-dB steps. An intensity
series was also recorded for stimulation of the destroyed left
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ear ~10 to 110 dB SPL in 5-dB steps!. For each intensity
series, ICP threshold was defined as the lowest stimulus level
at which a response could be discerned visually. Interaural
attenuation was computed by comparing the threshold for the
right and left ear at each tone burst frequency.

Experiment 1b. Interaural attenuation for the two-tone
stimulus pair

The DT was recorded using the 2000–2100 Hz two-tone
stimulus, with equal level primaries (L15L2). Input–output
functions were measured for the DT, with primary tone lev-
els increasing from220 to 80 dB SPL in 10-dB steps.
Input–output functions were measured with both primaries
presented to the normal right ear and to the dead left ear.

Experiment 2. Effect of primary tone level difference
upon the monaural DT

DT input/output functions were measured for monaural
stimulation of the right ear, using primary level differences
from 10 to 60 dB (L1.L2, and L2.L1). Input–output
functions were measured in 10-dB steps over a range of in-
tensities; the minimum intensity was always220 dB SPL for
the less intense primary tone, while the maximum intensity
was always 80 dB SPL for the more intense primary tone.
An input–output function with equal level primaries was
also measured at this time as a baseline for comparison. The
order of presentation of stimulus pairs was randomized
across animals.

Experiment 3. Dichotic DT

In this experiment, the DT was measured dichotically,
with f 1 ~2000 Hz! presented to the right ear andf 2 ~2100
Hz! presented to the left ear and vice versa. Input–output
functions were again measured over a range from220 to 80
dB SPL (L15L2). These data were collected in conjunction
with the monaural DT data in experiment 1b. The order of

the four conditions~monaural right, monaural left, dichotic-
f 1 to right ear, dichotic-f 2 to right ear! was randomized
across animals.

RESULTS

Experiment 1a. Interaural attenuation for tone bursts

An example of an ICP intensity series from one animal
is shown in Fig. 1. Data are shown for a 2000-Hz tone burst
stimulus, at intensity levels just above and below threshold.
It can be seen that the threshold of the ICP for the right ear is
15 dB SPL, while the threshold for the dead left ear is 65 dB
SPL.

Figure 2 shows the ICP thresholds across frequency for
the right and left ears of all six animals. Considering all
frequencies together, ICP thresholds for the right ear ranged
from 5–30 dB SPL, while for the left ear, the thresholds
ranged from 60–95 dB SPL.

The amount of IA has been estimated by subtracting the
right ear thresholds from the left ear thresholds. These values
are shown in Table I, for each animal across frequency.
Mean values of IA for the tone burst stimuli were between
54.2–55.8 dB from 500–4000 Hz, and rose to 66.7 dB at
8000 Hz. A one-way repeated measures ANOVA indicated
that the IA did not vary significantly with frequency

FIG. 1. Example of raw data from animal #9901, showing IC potentials near
threshold for right and left ears. Stimulus was a 2000-Hz tone burst. For
each waveform in which a response was judged to be present, the arrow
shows the location of the positive peak of the ICP.

FIG. 2. Individual IC potential thresholds across tone burst frequency, for
right and left ear stimulation.

TABLE I. Individual and mean values of interaural attenuation~in dB!
across tone burst frequency, obtained by subtracting right ear thresholds
from left ear thresholds.

Animal 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz

9935 40 50 55 50 80
9932 60 50 55 65 85
9931 55 50 55 45 50
9928 75 70 65 50 60
9901 45 50 50 50 55
9953 60 55 50 65 70
Mean 55.8 54.2 55.0 54.2 66.7
s.d. 12.4 8.0 5.5 8.6 14.0
Range 40–75 50–70 50–65 45–65 50–85
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(p.0.05). It is possible, however, that the lack of a signifi-
cant frequency effect is due to the small sample size
(N56), which limited the power of the ANOVA. At 2000
Hz, the frequency off 1 for the DT measures~below!, mean
IA was 55 dB.

Experiment 1b. Interaural attenuation for the two-tone
stimulus pair

The DT input–output functions, averaged across the six
animals, are shown for stimulation of the right and left ears
in Fig. 3. For the right ear, the amplitude of the DT rises
from 0.35mV at 220 dB SPL to 20.3mV at 80 dB SPL. For
left ear stimulation, reflecting crossover to the right ear, the
curve is flat until the stimulus level is greater than 40–50 dB
SPL, then begins to rise. The on-line data processing resulted
in no raw time or frequency domain waveforms to judge DT
threshold for each animal. Instead, we used the magnitude of
the horizontal shift for the left ear curve as a measure of IA.
Specifically, the magnitude of IA was obtained by comparing
the intensity levels at which the average curves cross an ar-
bitrary amplitude criterion of 1mV, as shown in Fig. 3. This
value, computed using linear interpolation, was 68.8 dB,
which is somewhat higher than the 55 dB of IA that was seen
for the 2000-Hz tone burst stimulation.

Experiment 2. Effect of primary level difference upon
the monaural DT

The DT input–output functions for right monaural
stimulation, using unequal primary tone levels, is shown in
Figs. 4~a! (L1,L2) and 4~b! (L1.L2). The input–output
function for equal level primaries is also plotted in both
graphs as a baseline for comparison. By comparing Fig. 4~a!
and ~b!, it can be seen that the effect of primary tone level
difference upon the DT amplitude is highly similar, regard-
less of which primary tone is larger. DT amplitude decreases
systematically with increasing primary tone level difference.
A DT response~i.e., an increase in DT amplitude with in-
creasing primary tone level! can be seen with level differ-

ences as large as 30 dB, but not when primaries differ by
40–60 dB. At 80 dB SPL, the amplitude of the DT for equal
level primaries is greater than 18mV. The amplitude at 80
dB SPL decreases to approximately 7–9mV for a 10-dB
difference in primary levels, 3mV for a 20-dB difference,
and 1mV for 30-dB difference. For primary differences of
40–60 dB, the DT response appears to be absent—the curves
are flat across intensity level, the maximum amplitude at 80
dB SPL remaining between 0.3–0.6mV.

Experiment 3. Dichotic DT with dead ear

Figure 5 shows the DT input–output functions for di-
chotic stimulation. The curves for monaural stimulation of
the right and left ears, from Fig. 3, are replotted for compari-

FIG. 3. Mean DT input–output functions, for monaural right and monaural
left conditions. (f 152000, f 252100 Hz!. Interaural attenuation is esti-
mated by comparing the stimulus levels at which the curves cross an arbi-
trary 1 mV amplitude criterion.

FIG. 4. Mean DT input–output functions (f 152000, f 252100 Hz!, for
equal level primaries, and for level differences from 10–60 dB.~a! L1
,L2, ~b! L1.L2. The abscissa shows the intensity of the higher level tone.
Because the intensity of the lower primary was never below220 dB SPL,
the number of data points per curve is not equal.
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son. The curves for the two dichotic conditions (f 2 to right
ear, andf 1 to right ear! are virtually overlapping. There does
not appear to be a reliable DT response for the dichotic con-
ditions. The curves remain relatively flat across stimulus in-
tensity; specifically, mean response magnitude of the DT
does not vary significantly with primary tone level for either
curve ~one-way repeated measured ANOVA,p.0.05).

DISCUSSION

The dichotic DT

The purpose of this study was to determine whether the
dichotic DT is a true binaural phenomenon or is actually
generated peripherally with primary tones of unequal level,
due to acoustic crossover. To this end, we measured the IA
in a group of chinchillas, in order to estimate the primary
level difference that would exist at the periphery during bin-
aural stimulation if crossover were occurring. We then deter-
mined, for monaural stimulation, what degree of level differ-
ence between the two primaries, if any, would generate a
DT. Finally, as an additional test, we replicated the binaural
stimulus condition in cochleotomized animals.

The results of this study showed that, when using mon-
aural stimulation with unequal primary levels, the DT could
not be elicited with level differences greater than 30 dB.
Substantially larger primary level differences would be ex-
pected in a crossover situation, based upon the IA values for
2000 Hz measured here~55 dB for tone bursts,'69 dB for
the f 1- f 2 tonal pair!. Therefore, it is unlikely that the di-
chotic DT observed in the previous study~Arnold and
Burkard, 1998! could have been an artifact due to crossover,
but rather appears to be a real phenomenon. This conclusion
is further supported by the observation that, in the present
study, dichotic stimuli did not elicit a DT in monauralized
animals.

The dichotic stimulus paradigm is similar to that used in
human psychophysical studies to measure the phenomenon

of binaural beats. That is, when two tones of slightly differ-
ent frequency are presented, one to each ear, listeners report
a sensation of amplitude fluctuation, roughness, or ‘‘beat-
ing’’ ~Licklider et al., 1950; Perrott and Musicant, 1977; Per-
rott and Nelson, 1969!. While binaural beats appear to be
most easily heard for low frequency primary tones, beat de-
tection has been measured up to anf 1 frequency of 1400–
1500 Hz~Licklider et al., 1950; Perrott and Nelson, 1969!,
for difference frequencies as high as 80–160 Hz~Perrott and
Nelson, 1969!. The dichotic DT measured from the IC is
perhaps a physiological correlate of this psychophysical phe-
nomenon.

Several previous physiological studies have attempted to
find a neural basis for the perception of binaural beats. The
binaural response properties of single auditory neurons in the
cat IC have been studied using a dichotic, two-tone stimulus
pair ~Kuwada et al., 1984; Kuwadaet al., 1979; Yin and
Kuwada, 1983!. It has been noted that some cells exhibit a
pattern of discharges that is phase locked to the difference or
beat frequency. While most cells respond only up to a 10-Hz
difference frequency, phase-locking up to a difference fre-
quency of 80 Hz has been observed.

A binaural-beat stimulus has been used to record the
near-field evoked potential from the superior olivary com-
plex of the cat~Wernick and Starr, 1968!. Periodicity in the
binaural response corresponding to the difference frequency
was noted when the two tones were close in frequency
~,100 Hz!. In another evoked potential study, the scalp-
recorded frequency following response~FFR! in humans was
measured with a dichotic paradigm in which a 500-Hz tone
burst was presented to one ear and a 540-Hz tone burst was
presented to the opposite ear~Hink et al., 1980!. The authors
noted amplitude fluctuations in the FFR waveform corre-
sponding to the frequency difference between the two tone
bursts~i.e., 40 Hz!.

In our previous study~Arnold and Burkard, 1998! we
were able to measure a small dichotic DT to a difference
frequency of 100 Hz. As we did not systematically explore
the effect of primary tone frequency or difference frequency
upon the amplitude of the dichotic DT, the ideal stimulus
paradigm to elicit this response is unknown at this time, and
awaits further parametric studies. Based upon single unit
studies~Kuwada et al., 1979; Yin and Kuwada, 1983! we
would expect to see a larger dichotic response for lower dif-
ference frequencies. Nevertheless, because the dichotic DT
can be easily measured from the IC in awake chinchillas, it
appears to hold promise as a means to study binaural pro-
cessing.

Interaural attenuation

In the present study, the mean values of IA, measured
for the tone burst stimuli, ranged from 54 to 67 dB across
frequency~overall mean: 57 dB!. These values are in fairly
good agreement with previous measures of IA in the chin-
chilla ~Clark and Bohne, 1987; Mast, 1970; Teas and
Nielsen, 1975!, despite differences in experimental proce-
dures. Mast~1970! measured IA in a group of seven chin-
chillas by recording the cochlear microphonic~CM! from the
round window, and comparing the level of ipsilateral and

FIG. 5. Mean DT input–output functions, for the two dichotic conditions
( f 2 to right ear,f 1 to left ear, and vice versa!. ( f 152000, f 252100 Hz!.
The monaural right and left conditions from Fig. 3 are replotted here for
comparison. Error bars indicate11 s.d.!.
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contralateral stimulation required to produce a constant CM
response of 50mV. He found that IA was.60 dB for all
frequencies tested, across a range from 0.2–10 kHz~specific
values of IA were not reported!. Teas and Nielsen~1975!,
recording the CM using basal turn differential electrodes,
also compared isopotential CM curves~0.3 mV criterion! for
ipsilateral and contralateral stimulation in a group of chin-
chillas. The value of IA thus obtained~bulla sealed condi-
tion! ranged from 40–72 dB across frequencies from 0.3 to
14.3 kHz~overall mean: 55 dB!. Clark and Bohne~1987!, in
one chinchilla with left cochleotomy, measured behavioral
threshold shift following ossicular removal on the right side.
While this procedure does not technically measureinteraural
attenuation, it does measure crossover from air conduction
stimulation to bone conduction on the same side. They found
attenuation values from 41–81 dB in the frequency range
from 0.125–16.0 kHz~overall mean: 60 dB!. Upon compar-
ing the present data with the Teas and Nielsen~1975! and the
Clark and Bohne~1987! studies, it is apparent that the over-
all mean value of IA averaged across frequency is quite simi-
lar, ranging from 55–60 dB.

Interaural attenuation has been measured in other spe-
cies, using a variety of methods. In the guinea pig, IA has
been measured using the isopotential CM technique~Teas
and Nielsen, 1975!, and by comparing ipsilateral and con-
tralateral thresholds of the compound action potential follow-
ing destruction of one inner ear with the drug sisomicin~Po-
pelar et al., 1994!. In cats, IA has been measured by
comparing the response of single auditory nerve fibers to
ipsilateral and contralateral stimulation~Caird et al., 1980;
Gibson, 1982!, and by comparing right and left ear thresh-
olds of the brainstem auditory evoked potential in cats with
unilateral genetic deafness~Mair et al., 1979!. In rats, IA has
been estimated by comparing the threshold of the brainstem
auditory evoked response for the two ears following surgical
destruction of one cochlea~Megerianet al., 1996!, and fol-
lowing ossicular disruption~Burkard et al., 1990! in the
manner of Clark and Bohne~1987!.

While measures of IA have been made in several spe-
cies, it is not feasible to directly compare data across studies,
since the amount of crossover measured will depend upon
several factors, including the particular species studied, the
experimental method employed~Caird et al., 1980; Gibson,
1982!, the manner of coupling of the sound source to the ear
~Gibson, 1982!, whether the bulla is open or closed~Gibson,
1982; Teas and Nielsen, 1975!, as well as the specific fre-
quencies tested.

Effect of unequal primary levels upon the monaural
DT

In the present study, we found that the amplitude of the
DT measured from the IC with monaural stimulation was
maximal for equal level primary tones (L15L2), and de-
creased in a systematic manner as eitherL1 or L2 was de-
creased re: the other primary. This general pattern of findings
has been shown previously, in both physiological~Smooren-
burg et al., 1976! and psychophysical~Goldstein, 1967; Hu-
mes, 1979; Zwicker, 1979! studies of thef 2- f 1 difference
tone.

Recording from single neurons in the anteroventral co-
chlear nucleus of the cat, Smoorenburget al. ~1976! used a
two-tone stimulus, and measured the response of neurons
that were phase locked to thef 2- f 1 difference frequency.
They found that the amplitude of the response was maximal
for L15L2, and became progressively smaller asL2 was
decreased below a fixedL1, up to the maximum difference
tested~40 dB!.

In human psychophysical studies, detection of thef 2- f 1
difference tone has been measured extensively when stimu-
lating monaurally with two tones,f 1 andf 2. Several studies
have examined the strength of the perceived DT for unequal
levels of the primary tones. Zwicker~1979! found that the
amplitude of the perceived DT was maximal for equal level
primaries, and decreased systematically as the level of one
primary tone was decreased below the other. For a given
primary level difference, the amplitude was fairly symmetri-
cal for L1.L2 andL2.L1, consistent with our data. Other
psychophysical studies of the DT with unequal primary lev-
els have shown a qualitatively similar pattern of results
~Goldstein, 1967; Humes, 1979!. Thus the literature is in
agreement with our findings concerning the effects of un-
equal primary levels upon the DT.
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In clinical measurements of hearing sensitivity, a given earphone is assumed to produce essentially
the same sound-pressure level in all ears. However, recent measurements@Voss et al., Ear and
Hearing ~in press!# show that with some middle-ear pathologies, ear-canal sound pressures can
deviate by as much as 35 dB from the normal-ear value; the deviations depend on the earphone, the
middle-ear pathology, and frequency. These pressure variations cause errors in the results of hearing
tests. Models developed here identify acoustic mechanisms that cause pressure variations in certain
pathological conditions. The models combine measurement-based The´venin equivalents for insert
and supra-aural earphones with lumped-element models for both the normal ear and ears with
pathologies that alter the ear’s impedance~mastoid bowl, tympanostomy tube, tympanic-membrane
perforation, and a ‘‘high-impedance’’ ear!. Comparison of the earphones’ The´venin impedances to
the ear’s input impedance with these middle-ear conditions shows that neither class of earphone acts
as an ideal pressure source; with some middle-ear pathologies, the ear’s input impedance deviates
substantially from normal and thereby causes abnormal ear-canal pressure levels. In general, for the
three conditions that make the ear’s impedance magnitude lower than normal, the model predicts a
reduced ear-canal pressure~as much as 35 dB!, with a greater pressure reduction with an insert
earphone than with a supra-aural earphone. In contrast, the model predicts that ear-canal pressure
levels increase only a few dB when the ear has an increased impedance magnitude; the compliance
of the air–space between the tympanic membrane and the earphone determines an upper limit on the
effect of the middle-ear’s impedance increase. Acoustic leaks at the earphone-to-ear connection can
also cause uncontrolled pressure variations during hearing tests. From measurements at the
supra-aural earphone-to-ear connection, we conclude that it is unusual for the connection between
the earphone cushion and the pinna to seal effectively for frequencies below 250 Hz. The models
developed here explain the measured pressure variations with several pathologic ears.
Understanding these mechanisms should inform the design of more accurate audiometric systems
which might include a microphone that monitors the ear-canal pressure and corrects deviations from
normal. © 2000 Acoustical Society of America.@S0001-4966~00!03403-2#

PACS numbers: 43.64.Yp, 43.64.Bt@BLM #
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INTRODUCTION

A. A basic problem in audiometric testing

A common clinical test of hearing sensitivity is the pure-
tone ‘‘audiogram’’ in which the lowest sound-pressure level
at which the subject can hear a tone is determined at several
frequencies. For the testing, a loudspeaker may generate a
sound field around the subject, but more typically an ear-
phone is coupled to the subject’s ear; in either case, the sub-
ject indicates whether or not the sound is perceived so as to
determine the hearing ‘‘threshold’’ versus frequency, i.e., the
‘‘audiogram.’’ In this study we focus on the acoustic re-
sponse in the ear canal with two earphone configurations,
namely an insert and a supra-aural earphone.

Ear-canal sound-pressure levels during audiometric tests
are not generally measured. Instead, the level of the sound
stimulus is determined by the setting of an attenuator that
controls the electric input to the sound source, and it is as-
sumed that the earphone’s calibration~sound-pressure output
per volt input! is independent of variation in the acoustic
properties of individual ears~e.g., Burkhard and Corliss,
1954; Shaw, 1974; Kruger and Tonndorf, 1977, 1978; Bor-
ton et al., 1989; Wilber, 1994!. In other words, it is assumed
that an earphone’s sound-pressure output is not greatly af-
fected by the impedance of the ear to which it is coupled.
However, measurements with two earphone configurations
~insert and supra aural! of the pressures generated in ear
canals of pathologic middle ears show pressure levels that
differ from normal by as much as 35 dB~Voss et al., in
press!. These variations introduce errors of the same size in
the measurement of audiograms.

The pressure generated by an earphone can also be af-
fected by acoustic leaks between the earphone and the ear.
As Zwislocki et al. ~1988! write, ‘‘Supra-aural earphones
have low reliability at low frequencies because of variable
and unstable coupling between the earphone and the ear. Air
leaks occurring between the earphone cushion and the pinna

produce variable amounts of sound-pressure loss at low fre-
quencies~typically below 500 Hz!, accompanied by small,
variable amounts of sound-pressure enhancement at some-
what higher frequencies~between 500 and 1000 Hz!.’’

The theory presented here investigates the acoustic
mechanisms that affect the ear-canal pressure level generated
by two types of audiologic earphones, an insert earphone and
a supra-aural earphone. We combine measurements of the
Thévenin equivalents for the earphones with models for~a!
the ear canal,~b! the normal middle ear,~c! the middle ear
with specific pathologies, and~d! leaks in the earphone-ear
connection, and we use these models to predict how these
different conditions affect the ear-canal pressures generated
by the earphones. We compare these predictions to our re-
cent measurements~Vosset al., in press!.

B. Ear impedance and middle-ear pathology

Some middle-ear pathologies have been shown to alter
the ear’s input impedance~e.g., Zwislocki, 1962; Zwislocki
and Feldman, 1970!; other pathologies can also be expected
to cause large changes in the ear’s impedance. For example,
tympanic-membrane perforations1 provide a direct connec-
tion between the ear canal and the middle-ear air space@Fig.
1~B!#, which reduces the impedance at the tympanic mem-
brane for low frequencies~Voss, 1998!. Similarly, tympa-
nostomy tubes,2 which are inserted through the tympanic
membrane to manage middle-ear disease@Fig. 1~C!#, also
reduce the low-frequency impedance of the middle ear via
the same mechanism. Our third pathological configuration,
‘‘mastoid bowl,’’ results from ‘‘canal-wall down’’ mastoid
surgery~see, e.g., Nadol, 1993, pp. 104–106!. This proce-
dure, which is performed to remove middle-ear disease,
opens the mastoid portion of the middle-ear air spaces and
externalizes this space by connecting it to the ear canal by
removal of a portion of the posterior and superior bony-canal

FIG. 1. Structural modifications in
three middle-ear pathologies. All four
figures portray a horizontal section
through the middle ear at the level of
the stapes. Bone is black, fluid is dot-
ted, air is white, and soft tissue is gray.
~ET5Eustachian tube; AN5auditory
nerve; EC5ear canal; TM5tympanic
membrane.! ~A! Normal ear.~B! Per-
foration of the tympanic membrane.
~C! Tympanostomy tube in the tym-
panic membrane.~D! Mastoid-bowl
cavity connecting to the ear canal.~EG
5Epithelial graft.!
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wall. The resulting ‘‘mastoid bowl’’ introduces a 1 to 6 cm3

air volume to the external ear~Merchant, 1997! @Fig. 1~D!#.
Other middle-ear pathologies have been shown to in-

crease the ear’s impedance magnitude relative to normal.
Abnormal growth in the petrous bone can reduce movement
of the stapes in otosclerosis~Zwislocki and Feldman, 1970!,
and fluid in the middle-ear cavity can impede tympanic
membrane and ossicular motion in otitis media~Berry et al.,
1975!.

The goal of this paper is to understand the mechanisms
through which such pathologies alter sound pressures gener-
ated in the ear canal by insert and supra-aural earphones.

C. Theory

Audiometric practice assumes that the ear-canal pressure
PEC is nearly independent of the ear to which the earphone is
coupled. In this section we examine the constraints that make
this assumption accurate.

In the analog-circuit model of Fig. 2,PEC can be ex-
pressed in terms of the earphone’s The´venin parameters,PTH

andZTH , and the ear’s impedance,ZEAR:

PEC

PTH
5

1

11ZTH /ZEAR
, ~1!

wherePTH is proportional to the input voltage applied to the
earphone. The ratio between the ear-canal pressure generated
in a test ear and the pressure generated in an average normal
ear can be expressed in terms ofDZ[ZEAR2ZEAR

NORMAL as

PEC

PEC
NORMAL 511

DZEAR/ZEAR
NORMAL

11ZEAR/ZTH
, ~2!

whereZEAR
NORMAL is the impedance of an average normal ear

and ZEAR is the impedance of the test ear. Thus, for
uPEC /PEC

NORMALu to be approximately one, the term
(DZEAR/ZEAR

NORMAL)/(11ZEAR/ZTH) in Eq. ~2! must have a
magnitude that is much less than one. IfuZEAR/ZTHu→`, so
that the earphone acts as an ideal pressure source, the ap-
proximation would hold for any finiteuDZEARu. However,
our measurements show that typical earphones do not ap-

proximate pressure sources, but rather 0.9,u11ZEAR/ZTHu
,3.

Consequently, to satisfy the assumption thatPEC is
nearly independent ofZEAR, impedance variations among
ears,DZEAR, must be small relative toZEAR

NORMAL . We show
here that this constraint is also violated for some middle-ear
pathologies. For example, using the ER-3A insert earphone
in an ear with a 4-cm3 mastoid bowl at 1000 Hz,
DZEAR/ZEAR

NORMAL'20.8, so that~with 11ZEAR/ZTH'1)
uPEC /PEC

NORMALu'0.2, and the sound pressure in the ear is
about 214 dB relative to the assumed calibration value,
which leads to an overestimate of hearing loss by about 14
dB.

I. THÉVENIN EQUIVALENTS FOR EARPHONES

A. Measurement methods

An insert earphone~Etymōtic ER-3A! and a supra-aural
earphone~TDH-49 with an MX-41/AR cushion! were each
modified to include a microphone~Vosset al., in press and
Fig. 3!. The insert earphone was coupled to the standard
yellow-foam ear plug~Earlink™; uncompressed diameter 14
mm, length 12 mm!, and a flexible probe tube~Etymōtic
Research ER7-14C! was threaded through the foam plug.
One end of the probe tube extended 3 mm beyond the medial
end of the plug, and the other end was coupled to the micro-
phone. With the supra-aural earphone, a steel tube was in-
serted through the earphone’s cushion so that one end was at
the earphone’s output port and the other end exited along the
cushion’s outer circumference. A flexible probe tube~Ety-
mōtic Research ER7-14C! was placed through the steel tube;
the inner end of the probe tube was less than 1-mm lateral to
the earphone port and the other end coupled to the micro-
phone. The flexible probe fit snugly in the steel tube.

The Thévenin equivalents were determined for each ear-
phone from pressure measurements in two ‘‘reference
loads’’ of theoretically known impedance~see, e.g.,
Rabinowitz, 1981; Allen, 1986; Lynchet al., 1994!. The ref-
erence loads were a short closed cavity and a long open tube,
which are described further in Fig. 3.

The pressure measurements were made using an Ariel
DSP-161 board with SYSid™ software~e.g., Voss and
Allen, 1994!. The software reports the Fourier transform of
the sampled and averaged time-domain response. The re-
sponses to chirp stimuli were sampled at 50 kHz and aver-
aged over 200 repetitions. The DFT length was 2048 points
for all measurements except those made in the long open
tube that attached to the supra-aural earphone@Fig. 3~D!#,
which had a DFT length of 8192 points.

The impulse response computed from the pressure mea-
surement made in the long open tube attached to the supra-
aural earphone showed energy that was delayed by more
than 10 ms in time relative to the electric stimulus. This
energy appeared to result from reflections in the tube at lo-
cations remote to the earphone. Because such reflections are
not included in the uniform tube model that is used for the
theoretical impedance of the long tube, to remove their ef-
fects we set the impulse response to zero for all times greater

FIG. 2. Electric-circuit analog that represents acoustic variables for an ear-
phone coupled to an ear. The earphone is represented by its The´venin
equivalent~shaded gray!: a pressure sourcePTH and an impedanceZTH .
ZEAR , the acoustic load on the earphone, is represented by the white block.
PEC is the pressure generated by the earphone in the ear canal. The labeled
quantities are acoustic quantities with sound pressure analogous to voltage
relative to ‘‘ground’’ and volume velocity analogous to current~i.e., the
‘‘impedance analogy’’!.
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than 10 ms and used the DFT of this signal as the pressure
frequency response.

The theoretical impedances of all reference loads were
calculated from the equations of Egolf~1977!. For each ear-
phone, the pressure measurements made in the two loads
were combined with the loads’ theoretical impedances to cal-
culate the The´venin pressure source and impedance:PTH

I and
ZTH

L for the insert earphone andPTH
SA andZTH

SA for the supra-
aural earphone.

B. Results: The´venin equivalents

Our measurements of the The´venin pressures and im-
pedances for both insert and supra-aural earphones are

shown in Fig. 4. The The´venin acoustic output impedances
are nearly identical for the two~ER-3A! insert earphones,
where ‘‘Earphone A’’ has an electric input impedance of 50
V and ‘‘Earphone B’’ has an electric input impedance of 10
V, and the two The´venin pressures differ by about 5 dB at
most frequencies. The The´venin impedance magnitude of the
supra-aural earphone is about one tenth that of the insert
earphones.

These descriptions of the earphones are used in Sec. III
to predict the pressure that the earphones generate in ear
canals.

FIG. 3. Schematic showing how the
insert @~A! and ~B!# and the supra-
aural @~C! and ~D!# earphones were
coupled to the microphone-probe tube
and to the calibration loads.~A! The
insert earphone coupled to the short
closed tube with a rigid termination,
inner diameter i.d.56.35 mm and
length l 52 mm from the micro-
phone’s probe tube.~B! The insert ear-
phone coupled to the long tube with an
open termination with i.d.56.35 mm
and length l 515 m. ~C! The supra-
aural earphone coupled to the short
closed tube with a rigid termination,
i.d.520 mm and lengthl 520 mm.
~D! The supra-aural earphone coupled
to the tube with an open termination,
i.d.525 mm and lengthl 515 m.

FIG. 4. Thévenin equivalents for the
insert earphone and the supra-aural
earphone.~A! Thévenin pressures.~B!
Thévenin impedances. UPPER: Mag-
nitudes. LOWER: Angles. The The´v-
enin pressure angles for the insert ear-
phones correspond to a constant delay
of about 1.1 ms—the time it takes
sound to travel about 35 cm—which is
the length of plastic tubing through
which sound generated by the insert
earphone must travel. Earphone A is
an ER-3A insert earphone with a
nominal input impedance of 50V and
earphone B is an ER-3A with an input
impedance of 10V. The angles of the
equivalent pressure of the two insert
earphones are essentially identical.
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II. MODELS FOR EARS COUPLED TO EARPHONES

A. Goals and approach

We propose simple circuit models to represent two ear-
phone configurations~i.e., insert and supra-aural! coupled to
a normal ear, coupled to four types of pathologic ears, and
incorporating acoustic leaks between the supra-aural ear-
phone and the ear. Our goal is to use these models to test our
understanding of the acoustic mechanisms that are important
in determining the ear-canal sound pressure generated under
these different conditions. In the next section~Sec. III! we
use these models to make predictions for the ear-canal sound
pressure in each of the configurations.

We plot our model predictions for a frequency range of
100–4000 Hz, which contains the important audiologic fre-
quencies. The lumped-element analog model is accurate only
when the dimensions of the ear canal and ear are small rela-
tive to the wavelength of sound. With the insert earphone

and a normal ear, the largest dimension is the ear-canal
length of about 13 mm, which is 15% of the 88-mm wave-
length of sound at 4000 Hz; thus, the lumped model should
accurately represent the acoustic variations for frequencies
up to 4000 Hz. With the supra-aural earphone and a normal
ear, the largest dimension of the ear is much larger than with
the insert earphone: the ear-canal length plus the distance
from the ear canal to the earphone is about 50 mm. Here, the
frequency at which the largest dimension is 15% of a wave-
length is only 1050 Hz. Thus, with the supra-aural earphone
the lumped model becomes inaccurate at lower frequencies
than with the insert earphone.

B. The normal ear

The lumped-element model for the normal middle ear
@Fig. 5~A!# consists of three impedances.ZEE represents the
external-ear (EE) air space between the tympanic membrane

FIG. 5. ~A! Lumped-element model
for the normal middle ear connected to
an earphone represented by its The´v-
enin equivalent circuitPTH and ZTH

~shaded gray!. ZEAR
NORMAL , the driving-

point impedance of the ear, is the load
driven by the earphone.ZEE represents
the external-ear air space between the
tympanic membrane and the earphone
as a compliance corresponding to
VEE

I 50.5 cm3 and VEE
SA512.0 cm3 for

the insert and the supra-aural ear-
phones, respectively.ZTOC represents
the tympanic membrane~T!, ossicular
chain ~O!, and cochlea~C!, and the
values used forZTOC are means from
measurements in normal temporal
bones (N59) ~Voss, 1998!, which are
comparable to the measurements of
Rosowskiet al. ~1990!. The standard
deviation for uZTOCu is less than 6 dB
at all frequencies, and the standard de-
viation for /ZTOC is less than 0.05
cycles below 1000 Hz and less than
0.10 cycles above 1000 Hz.ZCAV rep-
resents an average middle-ear cavity
and is defined in Fig. 6.~B! Imped-
ance magnitudes and angles with the
insert earphone.~C! Impedance mag-
nitudes and angles with the supra-
aural earphone.
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and the earphone and is modeled as a compliance@i.e., ZEE

51/( j vCEE)] with a value appropriate for the external-ear
air space~i.e., CEE5VEE /(rc2), wherer is the density of
air, c is the speed of sound in air, andVEE is the external-ear
air volume!. External-ear air volumes for the insert earphone
and the supra-aural earphone are selected asVEE

I 50.5 cm3

andVEE
SA512.0 cm3 respectively.3 @ZEE is plotted in Fig. 5~B!

and ~C! for both cases.# The impedance that represents the
external-ear air volume is assumed constant for all middle-
ear conditions and is placed in parallel with the impedances
that represent the middle ear to represent the portion of the
volume velocity generated by the earphone that compresses
the air in the external-ear; the rest of the volume velocity
represents movement of the tympanic membrane. We will
see that the external-ear volume plays an important role in
the ear’s impedance; the difference between the insert ear-
phone’s smaller external-ear volume and the supra-aural ear-
phone’s larger external-ear volume is partially responsible
for earphone-linked differences in the effects of altered
middle-ear impedances on ear-canal pressures.

Our lumped-element model represents the middle ear by
two impedances in series:ZTOC andZCAV . ZTOC represents
the tympanic membrane~T!, ossicular chain~O!, and cochlea
~C!, and theZTOC we use@see Fig. 5~B! and~C!# is the mean
from temporal-bone measurements~Voss, 1998; Fig. 4-2!.
ZCAV represents the middle-ear cavity. The model we use for
ZCAV ~Fig. 6! is the same topology used in Kringlebotn’s
~1988! middle-ear model, but some of the element values
were determined from measurements ofZCAV on human
temporal bones~Voss, 1998, pp. 168–173!. In this model,Ct

represents the compliance of the tympanic cavity, withCt

5Vt /(rc2), Mad andRad represent the ‘‘tubelike’’ aditus ad
antrum that connects the tympanic cavity and the mastoid
cavity ~Voss, 1998, pp. 168–169!; and Ca represents the
compliance of the antrum and other air cells, withCa

5Va /(rc2), whereVa is the total volume of the antrum and
other mastoid air cells. The impedanceZCAV is plotted in
Fig. 5~B!.

In a normal ear,uZTOCu@uZCAVu so that the ear’s input

impedance,ZEAR
NORMAL , is well approximated by the parallel

combination ofZEE andZTOC. SinceuZEEu,uZTOCu for both
earphone configurations,ZEE plays an important role in de-
termining ZEAR. The impedance values forZEAR

NORMAL are
plotted in Fig. 5~B! and~C!. Because the external-ear volume
is much larger with the supra-aural earphone than with the
insert earphone, the driving-point impedance magnitude of
the normal ear,uZEAR

NORMALu, is much smaller with the supra-
aural earphone than with the insert earphone.

Figure 5~B! and~C! allows comparison of the The´venin-
impedance magnitudes for each source to that of the normal
ear. Neither The´venin impedance meets the condition re-
quired for a nearly ideal pressure source, namely thatuZTHu
!uZEAR

NORMALu ~Sec. C of the Introduction!. In fact, for both
earphone configurationsuZTHu.uZEAR

NORMALu for frequencies
above 700 Hz. Thus, for ear-canal pressures to be nearly
independent of the attached ear, pathologic changes inZEAR

must be small relative to the normal value forZEAR. Subse-
quent sections of this paper determine whether this condition
is met for either earphone configuration with ears having
middle-ear pathologies and earphone-ear connections with
acoustic leaks.

C. Pathologic ears

1. Scope

To create models for three pathologic conditions
~mastoid-bowl ear, tympanostomy-tube ear, and tympanic-
membrane-perforation ear! and one condition that approxi-
mates pathological ears with ‘‘high-impedances,’’ we
modify the lumped-element model for the normal ear@Fig.
5~A!# by adding elements.

2. Mastoid-bowl ear

The effect of the mastoid bowl@Fig. 1~D!# is represented
by an added impedanceZBOWL in parallel with the ear-canal
air space and the normal middle-ear components@Fig. 7~A!#.
ZBOWL is a compliance, with an equivalent volume equal to
the physical volume of a mastoid bowl, which can range
from about 1 to 6 cm3 ~Merchant, 1997!. The additional air
volume acts to decrease the magnitude of the ear’s driving-
point impedance; the greater the bowl’s volume, the more
the impedance magnitude decreases relative to normal. The
impedance magnitudes for the driving-point impedance of an
ear with a mastoid bowl,ZEAR

MB , with bowl volumes of 1 cm3

and 6 cm3 are compared to the The´venin impedances of the
two sources in Fig. 7~B! and ~C!.

For the insert earphone,uZEAR
MB u,uZEAR

NORMALu for both
bowl volumes, and the impedance of the mastoid bowl is
approximately the driving-point impedance of the earZEAR

MB .
Moreover, the condition that variations inZEAR must be
small relative toZEAR

NORMAL ~Sec. C of the Introduction! is
grossly violated for the insert earphone; with the larger mas-
toid bowl the ear’s impedance magnitudeuZEAR

MB u decreases to
about 1/7 the value for a normal ear.

The relative impedance magnitudes are somewhat dif-
ferent with the supra-aural earphone. In this case, the addi-
tional volume introduced by the mastoid bowl is less than the
12-cm3 air volume between the source and the tympanic

FIG. 6. Lumped-element model that represents the middle-ear cavity imped-
anceZCAV ~Voss, 1998!. Element values determined by Voss~1998! from
measurements ofZCAV made on temporal bones are:Ct54.2310212 F,
where Ct has an equivalent volumeVt of 0.6 cm3; Mad5722 H; Rad

50.053106Af V, wheref is frequency~in Hz!; andCa5Va /(rc2), where
Va is the volume of the antrum and other mastoid air cells. Here, unless
noted otherwise,Va55.9 cm3 (Ca542310212 F), which when added to the
tympanic-cavity volume of 0.6 cm3, results in the total middle-ear cavity
volume of 6.5 cm3 as measured~average! by Molvaeret al. ~1978!. In cases
where the middle-ear cavity volume is varied, the tympanic-cavity volume
remains constant at 0.6 cm3, and the volume of the antrum and other mastoid
air cells,Va , is varied.
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membrane in the normal ear. Therefore, the effect of a mas-
toid bowl, though it still reduces the driving-point impedance
magnitude, is much smaller with the supra-aural earphone.
With a mastoid volume of 6.0 cm3, the impedance magnitude
decreases by less than a factor of 2 relative to the normal ear.
Thus, the condition required for constant ear-canal
pressures—that variations inZEAR must be small relative to
ZEAR

NORMAL—is more closely approximated with the supra-
aural earphone.

The frequency range for which the lumped-element
model is valid depends on the largest dimensions of the ear.
A mastoid bowl modifies the ear canal and increases the
external-ear and ear-canal dimensions relative to normal.
With the insert earphone and a normal ear the largest dimen-
sion was identified as the effective ear-canal length of about
13 mm; a mastoid bowl may increase this dimension and
thus reduce the upper valid frequency limit of 4000 Hz. With
the supra-aural earphone, the largest dimension of about 50
mm probably does not increase much with the addition of a
mastoid bowl, and the upper limit for our model probably
remains at about 1000 Hz. As we will see~Sec. III C!, the
‘‘simple’’ lumped-element model of Fig. 7~A! fails to cap-
ture pressure extrema that occur in the experimental data at
frequencies above 1000 Hz with the supra-aural earphone. In
order to increase the valid frequency range for the model of
a supra-aural earphone coupled to a mastoid-bowl ear, we

will represent the external ear~i.e., ZEE) by several lumped
elements~Sec. III E!.

3. Tympanostomy-tube ear

The tympanostomy tube is modeled as a lossy tube, with
impedanceZTUBE, connecting the ear-canal air space to the
middle-ear cavity space@Fig. 8~A!#; the volume velocity
throughZTUBE contributes to the volume velocity intoZCAV .

The impedanceZTUBE is calculated from the lossy equa-
tions of Egolf ~1977!, with the length of the tubel
52.1 mm and the diameterd51.27 mm corresponding to the
dimensions of a Baxter™ tympanostomy tube. To compute
ZTUBE, we reduce Egolf’s two-port network model of a tube
to a one-port element by computing the input impedance of
the two-port network terminated with an impedance of zero.
ZTUBE is approximately a mass in series with a small resis-
tance@uZTUBEu as plotted in Fig. 8~B!#.

The impedance magnitudes for an ear with a tympanos-
tomy tubeZEAR

TUBE are plotted for both earphone configurations
@Fig. 8~B! and ~C!#. Here, because of the tube’s connection
to it, the middle-ear cavity impedanceZCAV becomes an im-
portant element in the model. At the lowest frequency plot-
ted ~100 Hz!, uZTUBEu!uZTOCu and uZTUBEu!uZCAVu, inde-
pendent of earphone configuration; thus, the driving-point
impedanceZEAR is essentially the parallel combination of

FIG. 7. ~A! Lumped-element model
for an earphone with The´venin source
characteristics~shaded gray! PTH and
ZTH that is connected to an ear with a
mastoid bowl~MB!. The white blocks
are identical to the normal middle ear
of Fig. 5~A!. The striped box labeled
ZBOWL is a compliance with an equiva-
lent volume equal to the volume of the
mastoid bowl.~B! Impedance values
for the model ofA with the insert ear-
phone.ZEAR

MB the driving-point imped-
ance of the ear with a mastoid bowl
~MB!, is shown for two mastoid bowl
volumes, 1 and 6 cm3, that span the
usual range.~C! Impedance values for
the model ofA with the supra-aural
earphone.
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two compliance-dominated impedances,ZEE and ZCAV . As
frequency increases,ZTOC remains relatively unimportant;
ZTUBE, which can be approximated by an acoustic mass,
MTUBE, increases in magnitude; and a series resonance be-
tween the acoustic mass of the tube and the ‘‘effective’’
compliance of the middle-ear cavity4 occurs between 300
and 400 Hz. This resonance results in an impedance-
magnitude minimum at frequencyf min , which depends on
the dimensions of the tympanostomy tube and the middle-ear
cavity volume and is independent of the type of earphone
~i.e., insert or supra-aural!. The depth of the impedance mini-
mum does depend on the earphone type because the driving-
point impedanceZEAR depends onZEE , which changes with
earphone type. As frequency increases further, a peak at fre-
quency f max occurs as a result of a parallel resonance be-
tween the compliance of the external-ear volume and the
effective middle-ear cavity compliance and the mass of the
tube. The frequencyf max depends on the external-ear volume
and is thus different for the two earphones.

Large variations ofZEAR
TUBE relative toZEAR

NORMAL occur in
ears with tubes@Fig. 8~B! and~C!#. The magnitude variations
are larger for the insert earphone than for the supra-aural
earphone, but the supra-aural earphone variations can be sub-
stantial near the resonant frequencies. Thus, the condition
~Sec. C of the Introduction! required for constant ear-canal

pressures—that variations inZEAR must be small relative to
ZEAR

NORMAL—is not met at some lower frequencies for ears
with tympanostomy tubes.

4. Tympanic-membrane perforations

The model for a tympanic-membrane perforation is
identical in topology to the tympanostomy tube; the perfora-
tion’s impedanceZPERF is placed between the external-ear
volume and the middle-ear cavity, and the impedanceZPERF

is calculated using equations from Morse and Ingard~1968,
pp. 480–483! for a circular orifice with negligible thickness,
whereZPERF5 j vMPERF1RPERF is the series combination of
MPERF5r/d with r the density of air andd the perforation’s
diameter, andRPERF51/@4p(d/2)2#A2rvm ln (d/h) with h
the larger of two quantities:~1! half the thickness of the
tympanic membrane, where the thickness of the tympanic
membrane equals 0.1 mm~Lim, 1970!, or ~2! the thickness
of the viscous boundary layerdv5A2m/(rv), wherem is
the absolute viscosity of air. The calculateduZPERFu with a
1-mm-diameter perforation is included in Fig. 8~B!.

Impedance magnitudes for the ear with two different
sized tympanic-membrane perforationsZEAR

PERF ~covering 1%
and 4% of the tympanic-membrane area5! are plotted for
both earphones@Fig. 8~B! and~C!#. The impedance’s behav-

FIG. 8. ~A! Model for ears with either
a tympanostomy tube~TUBE! or
tympanic-membrane perforation
~PERF!. ZEAR

TUBE is the driving-point im-
pedance of the ear with a tympanos-
tomy tube, andZEAR

PERF is the driving
point impedance of the ear with a per-
foration, where the percent of
tympanic-membrane area covered by
the perforation is indicated. The white
blocks are identical to the normal
middle ear of Fig. 5~A!. The box with
stripes is an approximation for a lossy
tube that represents a tympanostomy
tube (ZTUBE) or a circular orifice with
negligible thickness that represents a
tympanic-membrane perforation
(ZPERF) ~see text for details!. ~B! Im-
pedance values for the model with the
insert earphone.~C! Impedance values
with the supra-aural earphone.
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ior is similar to the condition with the tube. At the lowest
frequencies, the driving-point impedance magnitudeuZEAR

PERFu
is essentially the parallel combination of the compliance-
dominated impedancesZEE and ZCAV . As frequency in-
creases, a minimum and maximum occur inuZEAR

PERFu, as with
the tymanostomy tube. A series resonance between the per-
foration’s mass and the effective middle-ear cavity compli-
ance results in an impedance minimum, and a parallel reso-
nance between the external-ear volume and the effective
middle-ear cavity compliance and the perforation’s mass re-
sults in an impedance maximum. Thus, as in the case with
the tube, the frequency of the impedance minimum is inde-
pendent of the earphone, and the frequency of the impedance
maximum depends on the earphone. The condition~Sec. C!
of the Introduction! required for constant ear-canal
pressures—that variations inZEAR must be small relative to
ZEAR

NORMAL—is not met at some lower frequencies.

5. ‘‘High-impedance’’ ear

Pathologies that can increase the impedance of the ear
include otosclerosis and a fluid-filled middle-ear cavity. An
‘‘infinite-impedance’’ middle ear represents an upper limit
for the effect of pathologies that increase the ear’s imped-

ance: with the impedance magnitude at the tympanic mem-
brane infinite,6 the earphone’s load impedance is that of the
ear-canal air spaceZEE @Fig. 9~A!#.

In Fig. 9~B! and ~C!, the effect of the ‘‘infinite-
impedance’’ middle ear is shown for each earphone. The
impedance magnitude that the earphone must drive,uZEAR

` u,
increases relative touZEAR

NORMALu with both earphones, but not
by a large factor. For the insert earphone, the impedance
increases by less than a factor of 2 at all but the lowest
frequencies, and for the supra-aural earphone, the impedance
increases by an indistinguishable amount. The reason for
these small impedance changes is that the external-ear vol-
ume limits the driving-point impedance. With this external-
ear ‘‘buffer,’’ the impedance that the earphone must drive
can never exceed the impedance of the external-ear volume.
For example, with the insert earphone, at 1000 Hz, the sec-
ond term of Eq.~2! is (DZEAR/ZEAR

NORMAL)/(11ZEAR/ZTH)
'0.45, so thatuPEC/PEC

NORMALu'1.45, and the sound pres-
sure in the ear is only about 3 dB greater than the assumed
calibration value. Thus, for ears with pathologies that in-
crease the impedance magnitude, variations inuZEAR

` u rela-
tive to uZEAR

NORMALu are small and the condition that variations
in ZEAR must be small relative toZEAR

NORMAL is met.

FIG. 9. ~A! Model for an ear with a
pathology that results in an infinite im-
pedance magnitude at the tympanic
membrane. Here, the impedances that
represent the middle-ear are discon-
nected by an open switch. The imped-
anceZEE that represents the ear-canal
air–space is identical to the normal
middle ear of Fig. 5~A!. ZEAR is the
driving-point impedance of the ear and
suprascripts refer to the ‘‘normal-’’
and the ‘‘infinite-’’ impedance condi-
tions. ~B! and ~C! Impedance values
for the model above with the insert
earphone~B! and the supra-aural ear-
phone~C!.
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D. Acoustic leaks between the earphone and the ear

As demonstrated later@Fig. 11~B! and Fig. 13#, our mea-
surements with the supra-aural earphone~Voss et al., in
press! are consistent with acoustic leaks occurring at the
earphone-ear connection. Here, we propose circuit models
for the supra-aural earphone configuration with an acoustic
leak in the earphone-ear connection with a normal ear and
with an ear with a mastoid bowl. We do not know the spatial
configuration of the leaks, which probably differ among ears;
our models for the normal and the mastoid-bowl ears repre-
sent possible leak configurations.

To motivate the configuration of our model@Fig. 10~A!#,
consider the connection between a supra-aural earphone and

a normal ear. For no leaks to occur, around its entire periph-
ery the earphone cushion must abut the pinna. Here, we pro-
pose a model in which gaps occur between the pinna and the
cushion in the normal ear. We represent these connections to
the space around the earphone as an array of small tubes
(N5150), indicated schematically in Fig. 10~B!, each with a
length l leak52.5 cm, which corresponds to the distance from
the central hole of the earphone cushion to its outer edge,
and a radiusr leak50.0125 cm ~for a total leak area of
150pr leak

2 50.08 cm2). The impedance for each tube in the
array is calculated from the lossy equations of Egolf~1977!
with a terminating impedance of zero.7 Each tube in the array
is indicated schematically in Fig. 10~B! by a frequency-

FIG. 10. ~A! Model for a normal ear with a leak between the earphone and the ear. The impedancesZEE , ZTOC, andZCAV are identical to the normal middle
ear of Fig. 5~A!. The impedance labeledZLEAK ~striped! represents the leak.~B! Model for the acoustic leak. The striped annular region represents the cushion
of a supra-aural earphone, across which there are several small pathways that connect the air in the center of the cushion to the surrounding air. Here,eight
independent air pathways are represented, each by a frequency-dependent acoustic mass in series with a frequency-dependent acoustic resistance. The three
dots between each air pathway indicate the possibility of more elements in the array. The calculations shown here use 150 total pathways so thatZLEAK

5(1/150)@RLEAK( f )1 j vMLEAK( f )#. ~C! Model predictions for the driving-point impedance magnitude for the normal ear with and without the leak shown
hereuZEAR

NORMALu @array of 150 ‘‘tubelike’’ leaks as in~B!# and the driving-point impedance magnitude for a mastoid-bowl earuZEAR
MB u with an additional larger

leak described in the text.
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dependent mass in series with a frequency-dependent resis-
tance. These leak-model parameters were chosen because
they produce an ear-canal pressure that matches average
measurements made on normal ears with the supra-aural ear-
phone. Other leak configurations that match the measure-
ments can also be found, as there are several free parameters
in this model~i.e., r leak, l leak, N!. With the leak configura-
tion proposed here, Fig. 10~C! shows that the ear’s driving-
point impedance magnitude~with a leak! is reduced for fre-
quencies below 500 Hz, slightly increased for frequencies
between 500 and 1000 Hz due to a parallel resonance be-
tween the mass of the leak and the compliance of the normal
ear, and roughly normal for frequencies above 1000 Hz
where the leak’s impedance magnitude becomes much
greater than the ear’s normal impedance magnitude and as a
result the leak is effectively plugged.

Our measurements of ear-canal pressures generated by
the supra-aural earphone show the largest low-frequency re-
ductions in ear-canal pressure in ears with mastoid bowls,
suggesting that larger leaks occur with mastoid-bowl ears
than with other types of ears.~Reasons for these larger leaks
are discussed below in Sec. III D.! We model the additional
leak as a single pathway between the air space under the
earphone cushion and the atmosphere. This pathway, which
is larger than any of the single pathways for a leak with a
normal ear, is represented by an acoustic massM leak

MB

5r leak
MB/Aleak

MB whose impedance is calculated asZleak
MB

5 j vM leak
MB . Figure 10~C! shows the predicted driving-point

impedance for an ear with a 3-cm3 mastoid bowl, an array of
small leaks identical to those shown for the normal ear, and
an additional leak withl leak

MB51 cm andAleak
MB50.2 cm2 that is

placed in parallel with the leak for the normal ear. Figure
10~C! shows that with the given configuration, the mastoid-
bowl ear’s driving-point impedance magnitude is reduced for
frequencies below 500 Hz~by nearly a factor of 100 at 100

Hz!, increased relative to normal for frequencies between
500 and 1500 Hz, and nearly unchanged for frequencies
above 1500 Hz.

III. MODEL PREDICTIONS

A. Plan

In this section, we use the models to predict the ear-
canal pressure generated in each of the two earphone con-
figurations in normal and pathologic ears. We are particu-
larly interested in showing how the ear-canal pressures
change from normal when the ear’s impedance changes due
to pathology or when an acoustic leak exists between the ear
and the supra-aural earphone; thus, we plot ear-canal pres-
sures relative to those in normal ears@i.e., Eq.~2!#. We in-
clude measurements~Voss et al., in press! with the model
predictions where possible.

B. The normal ear

In Fig. 11 measurements are compared to the model pre-
dictions~with no representation of a leak at the earphone-ear
connection! for normal ears. For an earphone that acts as an
ideal pressure source, the ratiouPEC /PTHu would correspond
to 0 dB~i.e.,PEC5PTH). In Fig. 11, the measurements show
that with either earphoneuPEC /PTHu,25 dB for most fre-
quencies, and thus neither earphone approximates an ideal
pressure source. The model predictions for the insert ear-
phone approximate the mean of the measurements and are
within one standard deviation of the mean at most frequen-
cies; thus, the model predictions are consistent with the mea-
surements. In contrast, the model predictions for the ear-
canal pressures generated by the supra-aural earphone are
consistent with the measurements above 250 Hz, but below
250 Hz the measurements and model differ by about 10 dB.

FIG. 11. Normal ears: Ear-canal pressure relative to the The´venin equivalentPTH for the insert earphone~A! and the supra-aural earphone~B!. Solid lines are
model predictions for the normal ear using the model of Fig. 5~A!. Gray-shaded regions are the means plus and minus one standard deviation from
measurements on populations of subjects with normal ears. The vertical scale is 20 log10(uPEC /PTHu).
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An explanation of this difference in terms of a leak between
the earphone’s cushion and the ear will be discussed further
in Sec. III D below. As measurements made by Shaw~1966,
Fig. 2! with the TDH supra-aural earphone show a similar
low-frequency difference between pressures generated in a
coupler and pressures generated in normal ears, this result
seems to be representative of other measurements.

C. Pathologic ears

1. Mastoid bowl
a. Model predictions. The model predicts@Fig. 12~A!#

that a mastoid bowl reduces the ear-canal pressure generated
by both the insert and the supra-aural configurations and that
the pressure reduction increases as mastoid-bowl volume in-

FIG. 12. Model predictions for the ear-canal pressures generated in ears with middle-ear pathologies with the insert earphone~LEFT! and the supra-aural
earphone~RIGHT!. Pressures are in dB relative to the pressure generated in a normal ear~Fig. 11!. All model predictions are in black lines. Gray shaded
regions~lines! indicate the range~value! of measurements made on subjects~Vosset al., 1999!. ~A! Mastoid-bowl ears.~B! Tympanostomy-tube ears. The
measurement ranges summarize measurements on ears with Baxter™ tympanostomy tubes. Model predictions are shown for three choices of middle-ear
cavity volumeVCAV . ~C! Perforations of the tympanic membrane. The perforation diameter was estimated visually, using an otoscope, for the human subjects,
and the model’s middle-ear cavity volumeVCAV was selected to fit the measurements. The 100% perforation refers to a case with no tympanic membrane.~D!
‘‘High-impedance’’ ear. No measurements were made for this condition. In the model~Fig. 9! uZTOC1ZCAVu was made infinite.
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creases; the reduction is much greater with the insert ear-
phone than with the supra-aural earphone. With the insert
earphone and a mastoid bowl of 6 cm3, the reduction is be-
tween 15 and 20 dB, whereas with the supra-aural earphone
it is only 2–3 dB. This difference is a consequence of the
impedances shown in Fig. 7: The volume of the mastoid
bowl has dramatic effects on the driving-point impedance
ZEAR with an insert earphone because the insert earphone
faces an external-ear volume of only 0.5 cm3; addition of the
6-cm3 bowl increases the total volume by a factor of 12.
Conversely, with the supra-aural earphone the external-ear
volume of 12.0 cm3 is increased by only a factor of 1.5 by
the 6-cm3 bowl, which changes the impedance magnitude
uZEARu by a factor of about 0.7~or 21 dB! at all frequencies.

b. Comparison to measurements.Measurements of ear-
canal pressures made on human subjects are generally con-
sistent with the model predictions@Fig. 12~A!#. For the insert
earphone, the measurement range is very close to the mod-
el’s range for volumes of 1 cm3 to 6 cm3. With the supra-
aural earphone, the range of the measurements is much larger
than the model predictions, with both a systematic reduction
in pressure below about 500 Hz and increases in pressure
between 500 and 1000 Hz; these features could result from
acoustic leaks between the earphone cushion and the ear; this
possibility is discussed in Sec. III D.

Differences between the measurements and the supra-
aural earphone model predictions also occur at frequencies
above 1000 Hz. Here, the ear-canal pressure measurements
~individual measurements are shown in Fig. 14! show sharp
pressure extrema that differ by at least 15 dB from the range
of pressures measured in the normal ears; these extrema are
not predicted by our simple lumped model, whose validity at
these frequencies was questioned earlier~Sec. II A!. These
extrema are further discussed in Sec. III E below in terms of
a more complex model.

2. Tympanostomy tube

a. Model predictions. The model predicts that a tympa-
nostomy tube introduces a low-frequency minimum in ear-
canal pressure~relative to a normal ear! which depends on
the volume of the middle-ear cavity as well as the tube’s
dimensions@Fig. 12~B!#. For frequencies above 1000 Hz, the
changes from normal are less than 5 dB in both earphone
configurations. Model predictions are plotted for an average
size middle-ear cavity of 6.5 cm3 and two extreme volumes
that correspond to the range of anatomical measurements in a
population of normal temporal bones: 2.0 cm3 and 20 cm3

~Molvaeret al., 1978!. The changes in ear-canal pressure are
again larger for the insert earphone than for the supra-aural
earphone, but the general behavior is similar for the two
earphones. As the middle-ear cavity volume increases, both
the frequency and the level of the pressure minimum de-
crease. For the same middle-ear cavity volume, the two ear-
phone configurations have pressure minima at the same fre-
quency.

b. Comparison to measurements.Measurements of the
ear-canal pressures made on human subjects with Baxter™
tympanostomy tubes are consistent with the model predic-

tions shown here. The gray shaded regions of Fig. 12~B!
indicate the range of measurements on a small population of
subjects ~insert earphoneN54; supra-aural earphoneN
53). Because the model predictions are highly dependent
on the middle-ear cavity volumes, which are unknown in the
patient population, it is impossible to compare an individual
measurement to the model. With anatomically reasonable
volume variations, the supra-aural earphone model predicts
the measured range, and the insert-earphone model predicts
the measured range for frequencies below about 1000 Hz and
pressures that are 5–10 dB greater than the measurements for
frequencies above 1000 Hz. One explanation for this 5–10
dB difference between the model predictions and the mea-
surements involves the choice of the model parameters. In
the model, the componentZTOC is determined from
temporal-bone measurements on normal ears~Fig. 5!. How-
ever, the measurements in Fig. 12~B! are from ears with
histories of middle-ear disease, which can reduce the stiff-
ness of the tympanic membrane~Ungeet al., 1995!. In fact,
reducing the modeluZTOCu does result in a reduced ear-canal
pressure that more closely approximates the measurements in
the 1000–4000 Hz range. Variations ofZTOC from normal
are also likely in ears with tympanic-membrane perforations,
but the issue is less important in ear’s with mastoid bowls
because with a mastoid bowl, the additional ear-canal vol-
ume dominates the ear’s input impedance to frequencies
greater than 4000 Hz.

Measurements with both an insert earphone and a supra-
aural earphone were made on three subjects with Baxter™
tympanostomy tubes. As the model predicts, low-frequency
pressure minima occurred at the same frequencies with both
earphones~Fig. 4 of Vosset al., in press!.

3. Tympanic-membrane perforations

a. Model predictions. According to the model, the
changes in the ear-canal pressure generated with a perforated
tympanic membrane depend on both the middle-ear cavity
volume and the diameter of the perforation. Model predic-
tions are plotted@Fig. 12~C!# for perforations of two extreme
sizes for which we also have measurements: 1% and 100%
of the tympanic-membrane area. As we do not have measure-
ments of the middle-ear cavity volumes in individual sub-
jects, volumes were chosen to make the model prediction
and the measurement similar.8 In general, the smaller perfo-
ration behaves similarly to the tympanostomy tube: A low-
frequency pressure minimum occurs at the samef min for both
earphones, and the pressure minimum is smaller with the
insert earphone than with the supra-aural earphone. The
larger perforations behave more like mastoid bowls with a
relatively constant loss as a function of frequency.

b. Comparison to measurements.Figure 12~C! com-
pares model predictions for two perforations with measure-
ments of ear-canal pressure in ear canals with the same size
perforations~1% and 100% perforations!. Here, we plot in-
dividual measurements instead of measurement ranges, be-
cause the perforation diameter, which is a parameter in our
data, has a large effect on the ear-canal pressure. Just as with
the tympanostomy-tube case, model predictions using
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middle-ear cavity volumes consistent with the normal range
of anatomical measurements are similar to the measured val-
ues. An exception occurs with the supra-aural earphone at
the lowest frequencies where the measured pressure with a
1% perforation is substantially below the~no leak! model.

4. High-impedance ear

Figure 12~D! shows model predictions for a ‘‘high-
impedance’’ ear. The predicted ear-canal pressure generated
by either earphone is no more than 3 dB greater than in the
normal ear. As described above~Sec. II C 5!, the maximum
driving-point impedance magnitudeuZEARu is limited by the
volume of the external ear. Thus, with either earphone, the
terminating impedance magnitudeuZEARu can only increase a
small amount whenuZTOC1ZCAVu goes to infinity and the
ear-canal pressure remains nearly unchanged.@For the high-
est frequencies shown, 2000–4000 Hz, there is a slight re-
duction in pressure with the insert-earphone configuration
attached to the ‘‘high-impedance’’ ear because at these fre-
quencies the magnitude of the impedance of the external-ear
space is less than the magnitude of the normal ear impedance
~Fig. 9!.#

Our conclusion that a high-impedance ear has only small
effects on ear-canal pressures depends on the volume of the
external ear, i.e., the conclusion assumes that the external-ear
volume is that of a normal adult-sized ear withVEE

I

50.5 cm3 for the insert earphone orVEE
SA512 cm3 for the

supra-aural earphone. Here we consider the effects of ex-
treme changes in these volumes on ear-canal pressures. For
example, consider the case of a smaller volume, as may be
appropriate for a young child with a shorter and narrower ear
canal than an adult~Keefeet al., 1993!. As VEE approaches
zero, the ear-canal pressure will be determined by the imped-
ance of the middle ear. In the limiting case, with a high-
impedance middle ear, the earphone’s terminating imped-
ance will be high and the ear-canal pressure will approach
the Thévenin pressurePTH . As shown in Fig. 11, the pres-
sures generated in normal ears are only 5–10 dB below
PTH ; thus, a smallVEE coupled with a high-impedance
middle ear can never increase the ear-canal pressure by more
than about 10 dB.

D. Acoustic leaks between the earphone and ear

At frequencies below 250 Hz, the ear-canal pressures
generated by a supra-aural earphone in normal ears were
smaller than those predicted by our~leak free! model @Fig.
11~B!#. Figure 13 compares these results of Fig. 11~B! to the
model prediction with the array of small ‘‘tubelike’’ leaks
~Sec. II D! between the pinna and the supra-aural earphone
cushion. The model predictions with this array of small leaks
is consistent with the measurements and with the hypothesis
that the supra-aural earphone is difficult~if not impossible!
to seal acoustically around the pinna and as a result there are
low-frequency pressure reductions in ear-canal pressure. We
conclude that there are always small acoustic leaks between
a supra-aural earphone and a pinna that result in reduced
ear-canal sound pressures at frequencies below about 250
Hz. In support of this conclusion, we note that our measure-
ments on ten subjects all showed smaller ear-canal pressures

than predicted by our model, and measurements of ear-canal
pressure in ten ears made by Shaw~1966, Fig. 2! were all
reduced relative to the pressure measured in a coupler.

Our measurements of ear-canal pressures in ears with
mastoid bowls show large reductions at low frequencies that
are also not accounted for by our model of a mastoid-bowl
cavity @Fig. 12~A!#. These pressure reductions are consistent
with larger acoustic leaks in the earphone-to-ear connection
than the leaks proposed for a normal ear. Effects of the sur-
gery might lead to larger leaks with mastoid-bowl ears. The
surgery includes an incision in the skin behind the pinna. As
the incision heals, the scar can pull the posterior portion of
the pinna flange closer to the skull. This ‘‘bent’’ configura-
tion may introduce a larger leak between the supra-aural ear-
phone cushion and pinna flange~Merchant, 1999!.

Figure 14 compares the ear-canal pressures generated by
the supra-aural earphone in three ears with mastoid bowls to
our model prediction for a leak in the earphone-to-ear con-
nection of a mastoid-bowl ear. The model includes two types
of leaks: the array of small ‘‘tubelike’’ leaks that accounts
for the normal ear’s earphone-to-ear connection@Fig. 10~B!#
and one larger leak that might occur in a region where the
earphone cushion does not parallel the pinna. The model has
features that are generally consistent with most of the mea-
surements: the pressure reductions are greatest at the lower
frequencies and increases with frequency until a maximum is
reached around 500 Hz. It is possible to predict ear-canal
pressures with features consistent with each measurement by
associating an appropriate ‘‘leak area’’ and ‘‘leak length’’
with the measurement; measurements with the larger low-
frequency pressure reductions have larger leak areas and
measurements with the smaller low-frequency pressure re-

FIG. 13. Model predictions for ear-canal pressures~relative to the ear-
phone’s The´venin pressurePTH) generated in a normal ear when there is a
leak between the cushion of the supra-aural earphone and the pinna. Model
for the leak has an array (N5150) of ‘‘tubelike’’ leaks, each with
r leak50.0125 cm andl leak52.5 cm. Also shown is the model prediction for
the normal ear with no leak. The gray shaded region is the mean plus and
minus one standard deviation from the measurements on 10 normal ears
~Vosset al., in press!.
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ductions have smaller leak areas associated with them. We
conclude that most of our measurements made on mastoid-
bowl ears are consistent with larger-than-normal leaks in the
earphone-to-ear connection of the supra-aural earphone.

E. Sharp pressure extrema with a supra-aural
earphone and a mastoid-bowl ear

Our measurements of ear-canal pressures generated by
the supra-aural earphone coupled to ears with mastoid bowls
exhibit sharp pressure extrema that typically include a pres-
sure minimum near 2000 Hz of about220 dB ~relative to
normal! and a pressure maximum near 2500 Hz of about 10
dB ~relative to normal! @Fig. 14 and Fig. 3 from Vosset al.
~in press!#. Such sharp pressure extrema are not seen in ei-
ther ~1! the measurements on normal ears@Fig. 11~B! and
Fig. 2 from Vosset al. ~in press!# or ~2! the model predic-
tions shown with our ‘‘simple’’ lumped-element model of
Fig. 7~A!. Here, we propose an amendment to the model that
predicts these pressure extrema at the higher frequencies
without affecting the low-frequency behavior with the supra-
aural earphone and mastoid-bowl cavity configuration.

As discussed in Sec. II C 2, the ‘‘simple’’ lumped-
element model with the supra-aural earphone and mastoid-
bowl cavity configuration becomes inaccurate at frequencies
above 1000 Hz, where the dimensions of the external-ear air
volume approach the wavelength of sound. Here, we increase
the model’s frequency range by adding elements to allow a
pressure change along the ear canal between the air space
under the earphone and the concha to the mastoid-cavity
volume@Fig. 15~A!#. Instead of representing the external-ear
air space as a lumped compliance with volumeVEE

512 cm3 @i.e., as in Fig. 7~A!#, we separate this total air
volume into three regions: 1. The air volume within the con-
cha and under the supra-aural earphone cushion (VEE8
511 cm3) is represented byCEE8 ; 2. The ear canal itself is
represented as a ‘‘P’’ network where two compliances—
each equal to 0.5CEC and representing one-half of the ear-
canal volume—are connected by an acoustic massMEC that
is determined by the ear-canal dimensions,MEC

5r l EC /(pr EC
2 ), wherel EC is the ear-canal length andr EC is

the ear-canal radius; and 3. The air volume of the mastoid-
bowl cavity is represented by the complianceCBOWL .

Here, we choose model-element values for the distrib-
uted model@Fig. 15~A!# of the external ear with a mastoid
bowl. Values forCEE8 andCBOWL are obtained from equiva-
lent volumes defined in the preceding paragraph. The ear-
canal dimensions determine the values for theMEC and the
0.5CEC of the ‘‘P’’ network. After mastoid surgery, the ear
canal is often wider-than-normal, and the canal is shorter-
than-normal because the ‘‘tubelike’’ part of the canal is ter-
minated by the mastoid-bowl cavity. To defineMEC for a
mastoid-bowl ear, we use an ear-canal lengthl EC

MB51.0 cm
and an ear-canal radiusr EC

MB50.56 cm. These dimensions
also define 0.5CEC50.5VEC /(rc2), whereVEC51.0 cm3 is
the ear-canal volume, which is equal to the ear-canal volume
computed for a normal ear with average dimensions~i.e., an
ear-canal lengthl EC

NORMAL52.5 cm and an ear-canal radius
r EC

NORMAL50.36 cm).
For frequencies below 1000 Hz, the ‘‘distributed

model’’ @Fig. 15~A!# and the ‘‘simple’’ model@Fig. 7~A!#
make the same predictions for the ear-canal pressure with a
mastoid-cavity bowl@Fig. 15~B!#. Only as frequency in-
creases above 1000 Hz do spatial variations become signifi-
cant and the ‘‘distributed’’ representation of the ear canal has
large effects on the model predictions compared to the
‘‘simple’’ model @Fig. 15~B!#. In particular, the distributed
ear-canal model leads to sharp pressure extrema, with a pres-
sure minimum that results from a series resonance between
the mass of the ear canal and the compliance of the mastoid-
bowl cavity and a pressure maximum that results from a
parallel resonance between the mass of the ear canal and the
compliances of the external ear and the mastoid-bowl cavity.
As indicated in Fig. 15~B!, the volume of the mastoid bowl
influences the frequencies of the model’s pressure extrema,
with the larger mastoid-bowl volume producing extrema at
lower frequencies. Since these pressure extrema are similar
in magnitude and frequency to those measured on subjects
with mastoid bowls@Fig. 14 and Fig. 3 of Vosset al. ~in
press!#, we conclude that the pressure extrema result from
resonances between the ear-canal and the air spaces of the
external ear and the mastoid bowl.

Next, we test whether our ‘‘simple’’ model for the nor-
mal ear is adequate for the frequency range 100–4000 Hz
that we have considered. A distributed model for the external
ear of a normal ear is similar to the model for the mastoid-
bowl ear@Fig. 15~A!# except the compliance that represents
the mastoid bowl,CBOWL , is removed, and the dimensions
of the ear canal that defineMEC and 0.5CEC correspond to a
normal ear canal~i.e., an ear-canal lengthl EC

NORMAL52.5 cm
and an ear-canal radiusr EC

NORMAL50.36 cm). With a normal

FIG. 14. Model predictions for ear-canal pressures generated in ears when
there is a leak between the cushion of the supra-aural earphone and the
pinna of a mastoid-bowl ear~bowl volume 3 cm3! with both the same array
of ‘‘tubelike’’ leaks shown in Fig. 13 and one additional larger leak~one
tube-shaped leak with area 0.12 cm2 and length 1 cm2!. Also shown are
three measurements selected from a total of ten measurements made on
mastoid-bowl ears~thin black lines!; these three measurements are represen-
tative of the total range and general shape of all measurements~Vosset al.,
in press!.
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ear, the two model topologies~i.e., the ‘‘simple’’ lumped
model and the distributed model! predict nearly identical ear-
canal pressures@Fig. 15~C!#. Additionally, as shown in Fig.
15~C!, the dimensions of the ear canal have little effect on
the model prediction as long as the total volume is constant
~i.e., l EC

NORMAL andr EC
NORMAL lead to model predictions that are

nearly identical to model predictions made withl EC
MB and

r EC
MB). Thus, for a supra-aural earphone coupled to a normal

ear, the ‘‘simple’’ lumped external-ear compliance is ad-
equate and the distributed representation of the ear canal is
unnecessary for frequencies up to 4000 Hz.

IV. DISCUSSION

A. Summary of results

Our lumped-element model explains how the sound
pressure generated in abnormal ears differs from normal.
These differences can lead to significant errors in hearing
tests, when it is assumed that the earphone produces the
same sound-pressure level in all tested ears.

Middle-ear pathology can both increase and decrease the
ear’s impedance relative to normal. Both an insert-earphone
model and a supra-aural-earphone model predict that ear-
canal pressures will be altered when the impedance of the
middle ear is reduced. In general, changes from normal are
larger with the insert earphone because the insert-earphone’s

small external-ear volume~relative to the supra-aural ear-
phone! results in a higher load impedance which can be
greatly reduced as a result of pathology~mastoid bowl, tym-
panostomy tube, tympanic-membrane perforation!. On the
other hand, when the ear’s impedance magnitude increases
relative to normal, the ear-canal pressure generally increases
by less than 3 dB relative to normal, because the impedance
of the air–space volume between the tympanic membrane
and the earphone generally places an upper limit on the load
impedance on the earphone.

The earphone’s output can also be affected by acoustic
leaks between the ear and the earphone. Here, our supra-
aural earphone model predicts that such leaks lead to reduced
ear-canal sound pressures at low frequencies and slightly in-
creased ear-canal pressures near the resonant frequency be-
tween the mass of the leak and the compliance of the ear’s
load.

B. Pressure in the ear canal versus pressure at the
tympanic membrane

We have focused on variations in the ear-canal pressure
PEC generated at the output of the earphone. Inter-ear varia-
tions in the pressure generated by the earphone—at the ear-
phone’s location—are important to quantify because they are
currently assumed negligible when testing hearing.

FIG. 15. ~A! Modified representation
of the external-ear air volume in the
model of the supra-aural earphone
coupled to a mastoid-bowl ear. The
ear canal is modeled as a ‘‘P’’ net-
work with two compliances (0.5CEC)
connected by mass MEC . The
external-ear air volume lateral to the
ear canal and the mastoid-bowl cavity
remain represented by compliances:
CEE8 and CBOWL , respectively. ~B!
Model predictions for the mastoid-
bowl ear with the ear-canal repre-
sented by both the simple model of
Fig. 7~A! ~dotted lines! and the ‘‘P’’
network defined above~solid lines!
with ear-canal dimensions for a
mastoid-bowl ear~i.e., l EC51.0 cm;
r EC50.56 cm). Model predictions are
shown for two bowl volumes~2 cm3

and 6 cm3!. The model predictions for
each bowl volume~indicated on plot!
overlap at the lowest frequencies.~C!
Model predictions for the normal ear
with the ear-canal represented by the
‘‘ P’’ network defined above relative
to the model predictions with the
simple model of Fig. 5~A!. The solid
line are calculations made with ear-
canal dimensions of a normal ear~i.e.,
l EC52.5 cm; r EC50.36 cm), and the
dashed lines are calculations made
with ear-canal dimensions of a
mastoid-bowl ear~i.e., l EC51.0 cm;
r EC50.56 cm), where both sets of
ear-canal dimensions result in an ear-
canal volume of 1.0 cm3.
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Another fundamental issue that remains to be addressed
deals with determining whether generating a constant sound
pressure in the external ear leads to an accurate test of hear-
ing acuity for all ears. For example, at higher frequencies,
standing waves can be generated in the ear canal, and the
pressure generated at the earphone may not be representative
of the pressure at the tympanic membrane. Neely and Gorga
~1998! have recently suggested that sound intensity level
might provide a more useful measure than sound-pressure
level in these circumstances.

Another possibility for improved hearing testing would
be to test hearing with free-field sound. In this way, effects
of ear-canal standing waves and external-ear filtering would
be included in the hearing test in a manner similar to real-
world hearing situations.

C. Insert versus supra-aural earphones

Differences between insert earphones and supra-aural
earphones have been discussed extensively in the literature.
In general, supra-aural earphones are purported to have a
larger high-frequency dynamic range than many insert ear-
phones~Zwislocki et al., 1988!, while insert earphones pro-
vide several advantages over supra-aural earphones, includ-
ing the reduction of leaks in the earphone-to-ear connection
and increased interaural attenuation~Killion and Villchur,
1989!. Our measurements and models show advantages and
disadvantages for both the insert and the supra-aural ear-
phones. The ear’s impedance has a larger effect on the sound
pressure generated by the insert earphone than by the supra-
aural earphone. Variations in low-frequency pressures that
result from leaks are a bigger problem with supra-aural ear-
phones than with insert earphones. We also expect variations
in pressure along the ear canal to be larger with supra-aural
earphones than with insert earphones as a result of the larger
distance between the earphone and the tympanic membrane
with the supra-aural earphone.

D. Conclusions

Our model represents mechanisms that can cause sys-
tematic ear-canal pressure variations of up to 35 dB in ab-
normal ears relative to normal; in many cases, pressure varia-
tions are as much as 15 dB at several frequencies. To reduce
the problem of unknown variations in ear-canal sound-
pressure levels, a microphone to monitor ear-canal pressures
could be built into commercial audiometers, as suggested
many years ago~Harris, 1978!. The addition of such a mi-
crophone to an insert earphone would result in a system that
maintains all of the advantages of an insert earphone and
also controls ear-canal pressures close to the tympanic mem-
brane; such a microphone is also a necessary feature of an
audiologic system designed to measure the sound intensity
level in the ear canal. The models presented here can be used
to help define the range of ear-canal pressures such a system
would need to correct.
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1According to Sade´ ~1982!, tympanic-membrane perforations affect 0.5%–
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2It is estimated that 1.3% of American children~aged 8 months to 16 years!
have tympanostomy tubes at a given time~Bright et al., 1993!.

3The ear canal has a length of about 28 mm and a diameter of about 7 mm
~Wever and Lawrence, 1954, pp. 416!. The insert earphone assembly ex-
tends about 15 mm into the ear canal: the 12 mm length of the foam plug
plus 3 mm for the probe-tube extension. Thus, the ear-canal volume be-
tween the probe tube and the tympanic membrane accounts for the external-
ear air volume ofVEE
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external-ear air volume ofVEE
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cushion with water from a calibrated syringe.

4An ‘‘effective’’ middle-ear cavity compliance can be defined for conditions
in which ZCAV has an angle of approximately20.25 cycles. Because of the
effect of Mad , the ‘‘effective’’ middle-ear compliance depends on fre-
quency. At the lower frequencies where the effect ofMad is negligible, the
‘‘effective’’ compliance is the total complianceCt1Ca . For frequencies
much greater than the parallel resonant frequency between the massMad

and the compliancesCa andCt , the ‘‘effective’’ compliance isCt @see the
plot of ZCAV in Fig. 5~B!#. In general, when/ZCAV'20.25 ~cycles!, the
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dian of the 55 mm2 to 85 mm2 range given by Wever and Lawrence~1954,
p. 416!.

6A possible complication might occur in the process of altering the imped-
ance at the tympanic membraneZTM from its normal value to an infinite
magnitude. We assume a process in which the impedanceZTM varies such
that uZTM

NORMALu<uZTMu<` with the angle ofZTM equal to the angle of
ZTM

NORMAL . To simplify our discussion here, we consider admittances, where
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represented by Fig. 9,uYNETu5uYTH1YEE1YTMu decreases whenuYTMu
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YEE5 j vBEE and YTM

NORMAL52 j vBEE52 j vBTM , the sumYEE1YTM

would be zero and asBTM→0, the sum would increase in magnitude.
Because the imaginary part ofYTM is generally positive~as is BEE
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frequencies above 2000 Hz! where the imaginary part ofYTM can be nega-
tive ~see, e.g., Rosowskiet al., 1990, Fig. 10!, the angles are rarely more
positive than 1/8 of a period, so the resonance will not produce a sharp
increase inuYNETu and any deviation from a uniform decrease inuYNETu
will not be dramatic.

7A terminating impedance that represents a radiation impedance results in
essentially the same tube impedance as the terminating impedance of zero.

8The model prediction was compared visually to the data with different
model volumes until the model and data had similar magnitudes below
1000 Hz.
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Separate mechanisms govern the selection of spectral
components for perceptual fusion and for the computation
of global pitcha)
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The perceptual fusion of harmonics is often assumed to result from the operation of a template
mechanism that is also responsible for computing global pitch. This dual-role hypothesis was tested
using frequency-shifted complexes. These sounds are inharmonic, but preserve a regular pattern of
equal component spacing. The stimuli had a nominal fundamental (F0) frequency of 200 Hz
~620%!, and were frequency shifted either by 25.0% or 37.5% ofF0. Three consecutive
components~6–8! were removed and replaced with a sinusoidal probe, located at one of a set of
positions spanning the gap. On any trial, subjects heard a complex tone followed by an adjustable
pure tone in a continuous loop. Subjects were well able to match the pitch of the probe unless it
corresponded with a position predicted by the spectral pattern of the complex. Peripheral factors
could not account for this finding. In contrast, hit rates were not depressed for probes positioned at
integer multiples of theF0~s! corresponding to the global pitch~es! of the complex, predicted from
previous data@Patterson, J. Acoust. Soc. Am.53, 1565–1572~1973!#. These findings suggest that
separate central mechanisms are responsible for computing global pitch and for the perceptual
grouping of partials. ©2000 Acoustical Society of America.@S0001-4966~00!01503-4#

PACS numbers: 43.66.Ba, 43.66.Hg, 43.66.Fe@DWG#

INTRODUCTION

A periodic complex tone is typically perceived as a
single, coherent, entity with a well-defined global pitch. Pat-
tern recognition models usually assume that the global pitch
of a periodic complex tone corresponds to the fundamental
(F0) frequency of the harmonic ‘‘template’’ that best fits the
distribution of neural signals corresponding to its resolved
partials ~e.g., Gerson and Goldstein, 1978; Duifhuiset al.,
1982; Scheffers, 1983a, 1983b!. Recent findings suggest that
the perceptual fusion of harmonically related partials may
also be performed by a template-based mechanism. Brun-
strom and Roberts~1998! asked subjects to listen to a repeat-
ing loop comprising a periodic complex tone followed by an
adjustable pure tone. On any trial, 2–4 consecutive compo-
nents ~components 6 and above! were removed from the
complex ~originally comprising harmonics 1–14! and were
replaced with a sinusoidal ‘‘probe’’ located at one of a set of
regularly spaced positions spanning the gap in the complex.
Subjects were instructed to match the pitch of the adjustable
tone to the pitch of the probe. They were generally less able
to match the pitch of the probe when it corresponded to a
harmonic position in the complex than when it did not. This
was the case even when the partials at both harmonic posi-
tions directly adjacent to the probe were missing. This find-
ing is consistent with a template-based account of complex-
tone perception, because it demonstrates that spectral

cohesion is primarily determined by a central process that is
sensitive to overall harmonic pattern rather than one based
solely on local interactions between neighboring partials.

Lin and Hartmann~1998! also proposed the operation of
a mechanism of this kind, following their investigation of the
pitch-shift phenomenon. Matches to a mistuned harmonic are
typically somewhat displaced from the true frequency in the
same direction as the mistuning~e.g., Hartmannet al., 1990!.
Hence, the difference between the pitch shifts resulting from
mistuning a target component by18% or 28%, known as
thepitch-shift gradient, should be positive if that component
behaves harmonically. Lin and Hartmann exploited this mea-
sure to assess the ‘‘harmonic status’’ of a given target fre-
quency in different spectral contexts. They confirmed that a
target frequency corresponding to a harmonic position was
typically associated with a positive pitch-shift gradient, and
further demonstrated that the gradient usually remained posi-
tive even when harmonics adjacent to the target frequency
were removed. This led Lin and Hartmann to interpret a
positive pitch-shift gradient as evidence for the presence of
an active template slot at the target frequency.

A common template mechanism may be used both to
determine the global pitch of a periodic complex tone and to
fuse its partials perceptually. According to this ‘‘dual-role
hypothesis,’’ the auditory system first selects the best-fitting
harmonic template for the distribution of components in the
complex and then partial pitches at integer multiples of this
template’sF0 frequency are inhibited~Bregman, 1990, pp.
243–244!. Indeed, Bregman~1990! has argued that this hy-
pothesis may explain why frequency-shifted complexes~e.g.,
Patterson, 1973! not only have a weaker global pitch than
harmonic complexes, but also sound less well fused. Specifi-
cally, he suggests that the frequency tolerance of each slot
will restrict the set of partials in these stimuli that are passed

a!Part of this research was presented at the Joint 137th Meeting of the
Acoustical Society of America and 2nd Convention of the European
Acoustics Association, Berlin, Germany, March 1999@J. Acoust. Soc. Am.
105, 1188~A! ~1999!#.

b!Current address: Department of Human Sciences, Loughborough Univer-
sity, Loughborough, Leicestershire LE11 3TU, England; electronic mail:
J.M.Brunstrom@Lboro.ac.uk
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by a harmonic template, leading to a less salient~and perhaps
ambiguous! global pitch. Furthermore, he also reasoned that
if the auditory system inhibits the pitches of partials that fall
close to integer multiples of theF0 of the best quasihar-
monic template fit, then a mismatch will exist between the
frequencies at which partial-pitch suppression is applied and
the distribution of partials in the complex. Partials whose
pitches are not suppressed are presumed not to fuse with
their neighbors, thus reducing the overall perceptual cohe-
sion of the complex.

Although the dual-role hypothesis provides a parsimoni-
ous account of template operation in the processes of pitch
perception and spectral grouping, some evidence is difficult
to reconcile with this account. Moore~1987! noted a sub-
stantial mismatch between the degree of mistuning that is
sufficient for a harmonic to be heard out clearly as a separate
tone ~1.3%–2.1%; Mooreet al., 1986! and the degree of
mistuning after which a harmonic no longer contributes to
the global pitch of a complex tone~.8%; Moore et al.,
1985!. Moreover, Roberts and Brunstrom~1998! have pro-
vided evidence that the grouping of concurrent partials can-
not always be explained in terms of harmonic relations. They
asked subjects to match the pitch of a partial mistuned from
its original frequency in a regular inharmonic complex, cre-
ated by applying either a frequency shift or a small degree of
spectral stretch to the partials of a harmonic complex. Shift-
ing was achieved by adding a fixed increment to the fre-
quency of each partial, and stretching was achieved by add-
ing a cumulative increment to the frequency spacing between
partials with increasing component number. Subjects were
able to match a mistuned partial in these shifted or stretched
complexes almost as well as they could match one in an
unmodified harmonic complex. This unexpected sensitivity
to the spectral structure of these inharmonic complexes sug-
gests that their partials must be perceptually fused, because
good matching performance implies that the other~nontar-
get! partials were consistently less salient than the mistuned
target. Roberts and Brunstrom~1998! argued that their
stimuli could not be fitted well enough by a single harmonic
template for the observed sensitivity to small degrees of mis-
tuning imposed on a single partial to be accounted for in this
way. Furthermore, in both shifted and stretched conditions,
the direction and magnitude of the pitch shifts associated
with the mistuned partials were broadly similar to those
found in the harmonic condition. These findings were taken
to suggest that spectral patterns other than harmonic relations
can be used to group components in a complex tone. This
contrasts with what is known about the computation of glo-
bal pitch for complex tones. Since Schouten’s~1938, 1940a!
discovery of the ‘‘residue,’’ many of the classic studies of
pitch perception have employed frequency-shifted com-
plexes ~e.g., de Boer, 1976; Patterson, 1973; Schouten,
1940b; Schoutenet al., 1962!. The results of these studies
have indicated consistently that the global pitch~or pitches!
of these sounds can best be understood in terms of their
quasiharmonic structure.

I. EXPERIMENT 1

The first experiment was designed to explore this appar-
ent pitch/grouping dissociation further. Roberts and Brun-
strom’s ~1998! study was restricted to exploring the effects
of mistuning a single component~2–11! in a set of consecu-
tive components~1–12!, and so the immediate neighbors of
the target partial were always present. To establish that their
findings for regular inharmonic complexes reflected the op-
eration of a pattern recognition mechanism, it is necessary to
demonstrate that the auditory system is also sensitive to the
mistuning of partials whose immediate neighbors are absent.
Therefore, an adapted version of the profiling method previ-
ously used by Brunstrom and Roberts~1998! was employed.
The experiment sought to determine the pattern of partial-
pitch suppression that is induced within a spectral gap in a
frequency-shifted complex tone. Evidence of perceptual sup-
pression positioned at integer multiples of the global pitch
evoked by the complex would be consistent with Bregman’s
~1990! dual-role hypothesis of spectral fusion. Alternatively,
evidence for suppression at positions predicted by the spec-
tral pattern of these complexes would demonstrate a disso-
ciation between the mechanisms responsible for pitch com-
putation and those responsible for perceptual fusion.

A. Method

1. Overview and conditions

On any trial, subjects listened to a repeating cycle of a
complex ‘‘test tone’’ followed by an adjustable, pure, ‘‘com-
parison tone.’’ Test tones were created by applying a fre-
quency shift to periodic complex tones~harmonics 1–14!
and then removing components 6, 7, and 8. In each case,
partials were shifted by adding a frequency increment of ei-
ther 25.0%~condition 1! or 37.5%~condition 2! of the F0
frequency of the test tone. A single ‘‘probe’’ was then in-
serted at one of 25 possible positions across the frequency
range spanning the gap created in the spectrum of the test
tones. The probe positions that were used ranged from half-
way ~arithmetic mean! between component numbers 5 and 6
to halfway between component numbers 8 and 9, and were
equally spaced in units of 0.1253component spacing. The
component spacing is equal to the nominalF0 frequency in
both conditions. Figure 1 shows a schematic of the test tones
used in conditions 1 and 2, for a nominalF0 of 200 Hz.
Probe positions shown in bold represent occasions when the
frequency of the probe coincides with a position that is con-
sistent with the spectral pattern established by the other com-
ponents in the test tone~the ‘‘spectral frame’’!. These probes
are described henceforth asspectrally in-tune.

Subjects were instructed to match the pitch of the com-
parison tone to the pitch of a pure-tone-like sound embedded
in the test tone. If the salience of the probe changes as its
frequency is varied in relation to the spectral frame, then the
number of times that it is successfully matched should also
vary. A difficulty in detecting the probe~that cannot be ac-
counted for simply in terms of partial masking! is taken to
indicate that it has been perceptually suppressed.
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2. Estimating the global pitch(es) of the test tones

The dual-role hypothesis predicts that evidence for per-
ceptual suppression will be found at integer multiples of the
global pitch~es! of the test tones. The global pitch~es! of the
test tones used in conditions 1 and 2 can be estimated accu-
rately from the data of Patterson~1973!. In his study, sub-
jects adjusted theF0 frequency of a periodic complex tone
~pulse train! to match as closely as possible the perceived
global pitch~es! of a set of frequency-shifted complex tones.
For a periodic complex with anF0 of 200 Hz, comprising
partials 1–12 at equal amplitude, a frequency shift of 50 Hz
~25.0% ofF0! gave global pitch estimates of about 211 and
94 Hz. A frequency shift of 75 Hz~37.5% of F0! gave
global pitch estimates of about 216 and 97 Hz. In both cases,
the lower value can be attributed to the listener making an
octave error, such that the frequency-shifted stimuli are pro-
cessed as approximating a set of odd-numbered harmonics
~see Patterson, 1973, for a full discussion!.

The main difference between our frequency-shifted
complexes and the stimuli used by Patterson~1973! is that
our stimuli contained a spectral gap. The choice of compo-
nents 6–8 for removal to create this gap was in response to
two constraints. First, Patterson~1973! found that pitch
matches were almost unchanged when the set of components
in his shifted complexes was reduced from 1–12 to 1–6.
However, the global pitch~es! heard were found to be sensi-
tive to the presence or absence of the lower-numbered par-
tials, particularly 3–5. This finding is consistent with Rits-
ma’s ~1967! conception of the ‘‘dominant region.’’ Hence,
higher-numbered components must be selected to minimize
the effect of the spectral gap on global pitch. Second, for an
F0 of 200 Hz, only harmonics below about the eighth are
generally considered to be resolved by the auditory system
~see Plomp, 1976!. Therefore, the set 6–8 was chosen to
minimize the effects of component removal on global pitch
while preserving some degree of frequency resolution across
the probe range. Informal listening tasks in our laboratory
have confirmed that listeners typically hear global pitches
consistent with Patterson’s~1973! values, as quoted above.

3. Subjects

The same six subjects were tested in both conditions. All
of them reported having normal hearing, all had some prior
experience with similar listening tasks, and three were musi-
cally trained.

4. Stimuli

Following the procedure developed by Brunstrom and
Roberts~1998!, theF0 frequency of the test tones was roved
to reduce the likelihood of ceiling effects on performance,
which can arise from across-trial learning. Specifically, the
F0 frequency was chosen randomly on each trial from a
rectangular distribution with a width of620% around 200
Hz. The durations of the test tones and the adjustable tones
were 420 and 310 ms, respectively, both including linear
onset and offset ramps of 20 ms each. Test tones were fol-
lowed by a 200-ms silent interval and adjustable tones were
followed by a 500-ms silent interval. The durations of the
silent intervals were chosen to create a rhythm that clearly
defined the within-cycle order of the tones. The probe and all
components in the spectral frame began in sine phase. Also
as before, each partial in the spectral frame was set to 60 dB
SPL, and the probe and adjustable tone were both set to 54
dB SPL. Setting the probe level at 6 dB below that of the
test-tone partials made it more difficult to match, which fur-
ther reduced the chance of ceiling effects on performance.

All stimuli were generated usingMITSYN software~see
Henke, 1990!. Stimuli were synthesized at a sampling rate of
16 kHz and played back via a 16-bit digital-to-analog con-
verter ~Data Translation DT2823!. They were low-pass fil-
tered~corner frequency55.2 kHz, roll-off5100 dB/oct.! and
presented binaurally over Sennheiser HD 480-13II ear-
phones. The levels of the stimuli were set using a program-
mable attenuator~0.25-dB steps!, and were calibrated with a
sound-level meter~Brüel and Kjaer, type 2209, linear
weighting! connected to the earphones by an artificial ear
~type 4153!. Stimuli were played to the listeners in a double-
walled sound-attenuating chamber~Industrial Acoustics
1201A!.

5. Procedure

The adjustable tone was controlled using a trackball
mouse with two different sensitivity settings, which could be
selected freely via a mouse button. The default setting was a
coarse control. The fine control was ten times more sensitive.
The initial frequency of the adjustable pure tone was chosen
randomly from the range 1.5–13.53component spacing. The
range was restricted to this region to prevent matches either
to the global pitch of the test tone, or to the prominent edge
pitch ~Kohlrausch and Houtsma, 1992! associated with the
highest component present. At the end of each trial, subjects
were given feedback on their performance via a computer
screen. If the match was within61.03component spacing of
the test tone from the probe frequency, then the message
‘‘within range’’ was displayed. Above and below this range,
the message ‘‘much too high’’ or ‘‘much too low’’ was dis-
played, as appropriate. Subjects were given unlimited time to
complete each trial and were free to rest between trials.

FIG. 1. Schematic of the test tones and probe ranges used for conditions 1
and 2 of experiment 1. Components comprising the test tones are shown
heavy and in bold. For each condition, spectrally in-tune probe positions are
shown in bold and the corresponding component numbers are given in
brackets. A nominalF0 frequency of 200 Hz is assumed.
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Subjects were tested in each session with six consecu-
tive sets of all probe positions, each in a new randomized
order, giving a total of 150 trials~6325!. Each subject was
run three times in condition 1 and then three times in condi-
tion 2. The first session of each condition was for practice,
and these data were discarded. Therefore, for each subject,
the main experiment yielded a total of 12 responses per
probe position in each condition.

6. Data analysis

Matching ability may be quantified by classifying each
response as either a hit or a miss. This classification is not
straightforward, because the pitch of the probe may not be
the same when it is heard within the test tone as when it is
heard in isolation. As noted earlier, the pitch of a mistuned
partial in a periodic or a frequency-shifted complex tone is
typically shifted in the same direction as the mistuning~Hart-
mannet al., 1990; Hartmann and Doty, 1996; Lin and Hart-
mann, 1998; Roberts and Brunstrom, 1998!. Therefore, any
algorithm for classifying responses should be able to accom-
modate systematic pitch shifts of moderate size. Here, we
have used a two-stage procedure similar to that adapted from
Hartmannet al.’s ~1990! original version by Roberts and
Brunstrom~1998!. First, all responses in the general vicinity
of the probe were flagged as possible hits. To pass this stage,
responses had to fall within60.53component spacing from
the frequency of the probe. This was a stricter criterion than
that used in the previous studies~see below for discussion!.
Second, those responses that survived the first stage were
entered into a recursive clustering algorithm that rejected in-
dividual responses until the standard deviation of those that
remained fell below 2.5% of the probe frequency. On each
cycle of the recursion, the response most distant from the
mean was removed. This approach was based on the assump-
tion that genuine matches would be clustered together and
that outliers were likely to be chance matches. Following
Roberts and Brunstrom~1998! and Brunstrom and Roberts
~1998! in cases where only two responses remained, the data
point farther away from the probe frequency was rejected. In
cases where only one response passed the first stage, it was
accepted as a hit.

Brunstrom and Roberts~1998! noted in their study that
incorrect matches tended to cluster around the components
that defined the edges of the spectral gap in the test tones
~gap-edge components; see Brunstrom and Roberts, 1998,
for discussion!. This is a potential problem for the classifi-
cation of matches to probes near the ends of the probe range,
because the clustering criterion may not differentiate be-
tween true matches to the probe and matches to a gap-edge
component. Nevertheless, it is possible to estimate the reli-
ability of the hit rates calculated for matches to probes
around the ends of the probe range. Following Brunstrom
and Roberts~1998!, reliability was quantified by determining
the number of responses classified as hits that also fell within
60.53component spacing around the proximal gap-edge
component. This value was then used to calculate the pro-
portion of hits that were considered ambiguous. A low pro-
portion indicates that the vast majority of responses classi-
fied as hits to a particular probe were indeed genuine

attempts to match its pitch, rather than attempts to match the
pitch of a nearby gap-edge component.

The initial criterion used by Brunstrom and Roberts
~1998! was that responses should fall within61.0
3component spacing from the position of the probe. How-
ever, the tendency to match the gap-edge components was
greater in the current study~see Sec. IV B for discussion!. A
preliminary analysis revealed that a high proportion of hits to
probes positioned near to the gap-edge components could be
considered ambiguous when the original criterion was used,
making the associated hit-rate measures difficult to interpret.
Therefore, to limit this problem, we have used a narrower
range for our initial criterion~60.53component spacing
from the frequency of the probe!. This modification was
found to reduce greatly the proportion of hits to probes near
the gap-edge components that were classified as ambiguous,
while still leaving scope for pitch-shift effects of moderate
size. Furthermore, the change in criterion had only a negli-
gible effect on the number of matches classified as hits to
probes in the middle of the range, defined here as those
probes falling between the positions corresponding to~miss-
ing! components 6 and 8. In both conditions, the change in
criterion reduced the hit rate to one of these probes by just
over 1%. Hit rates to all other probes were unaffected.

B. Results

Figures 2 and 3 show the mean hit rates and intersubject
standard errors for all probe positions in condition 1~shift
525.0% of F0! and condition 2~shift537.5% of F0!, re-
spectively. Vertical dashed lines represent spectrally in-tune
probe positions. In both conditions, hit rates form a profile

FIG. 2. Mean hit rates for six subjects, with intersubject standard errors, for
all probe positions used in condition 1 of experiment 1. A nominalF0
frequency of 200 Hz is assumed. Each spectrally in-tune probe position is
marked with a vertical dashed line. Integer multiples of 211 and 94 Hz are
indicated with dotted lines and arrows, respectively. These global pitch es-
timates are based on data from Patterson~1973!.
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that is characterized by three distinct and regularly spaced
troughs in performance, each centered around a spectrally
in-tune probe position. These troughs are too narrow and too
specific in location to be explained in terms of partial
masking.1 From left to right in each profile, these troughs are
referred to as thelower, middle, andupper minima in per-
formance. In condition 1, the lower, middle, and upper
minima represent reductions in performance of approxi-
mately 25%, 20%, and 40%, respectively. In condition 2,
these values were about 50%, 20%, and 30%, respectively.
The occurrence of a minimum at the middle spectrally in-
tune position, as well as at the lower and upper ones, is
consistent with the operation of a template mechanism~see
Sec. III for discussion!. In addition, two less pronounced
minima were found at probe positions 11 and 24 for condi-
tion 2 ~see Fig. 3!. The first one is minor enough to be
ignored. The second is discussed further below.

Integer multiples of theF0 frequencies corresponding to
the higher and lower~suboctave! global pitches, estimated
from Patterson’s~1973! data, are depicted in Figs. 2 and 3
with dotted lines and with arrows, respectively. There is no

evidence for a consistent pattern of minima in performance
at, or near, these values.

As noted in Sec. I A 6, the proximity of probes near the
ends of the probe range to the gap-edge components made it
necessary to assess the degree to which the computed hit
rates for these probe positions might have been inflated by
the spurious inclusion of matches to those components.
Table I shows the degree of ambiguity associated with hits to
probes near the ends of the ranges used in the two condi-
tions. For a given probe position, ambiguity is expressed as
the percentage of hits that also fell within60.53component
spacing of the proximal gap-edge component. For both con-
ditions, the set of probes analyzed in this way extended in-
wards from each end of the range to include the probe posi-
tions corresponding to the lower and upper minima in
performance. These positions are shown in bold in Table I.
At the edges of the probe range, about 65%–95% of hits
were ambiguous, making it difficult to gauge the accuracy of
performance at these positions. However, the degree of po-
tential overlap between matches to the probe and matches to
the nearby gap-edge component decreased markedly toward
the spectrally in-tune probe positions. Consequently, for the
probes corresponding to the lower and upper minima in per-
formance and for probes in directly adjacent positions, only
0%–3% of the responses classified as hits can be considered
to be ambiguous. Indeed, the ambiguity was often small even
for probes two steps away from the minima. This indicates
that the sloping sides of the troughs in the hit-rate profiles
represent a genuine decrement in ability to match the pitch of
the probe correctly.

Our measure of ambiguity is also relevant for interpret-
ing the additional minimum in performance observed at
probe position 24 in condition 2. This minimum can prob-
ably be regarded as spurious, because its occurrence relies on
the high hit rate to probe position 25, for which the degree of
ambiguity was 64%~see Table I!.

Average hit rates, collapsed across probe positions, were
54% and 58% for conditions 1 and 2, respectively. These
rates are somewhat lower than the 80% reported by Brun-
strom and Roberts~1998, expt. 1, condition 2! for probes
tested in a similar manner in a comparable harmonic context
~nominalF05200 Hz; harmonics 6, 7, and 8 removed!. This
discrepancy is considered further in Sec. IV B.

C. Discussion

Before accepting that the results of this experiment re-
quire an explanation in terms of central mechanisms, it is
important to evaluate whether or not they can be accounted

FIG. 3. Mean hit rates for six subjects, with intersubject standard errors, for
all probe positions used in condition 2 of experiment 1. A nominalF0
frequency of 200 Hz is assumed. Each spectrally in-tune probe position is
marked with a vertical dashed line. Integer multiples of 216 and 97 Hz are
indicated with dotted lines and arrows, respectively. These global pitch es-
timates are based on data from Patterson~1973!.

TABLE I. Ambiguity associated with hits to probes near the ends of the probe range in conditions 1 and 2 of
experiment 1. Results are rounded to the nearest percentage point. Results for probe positions corresponding to
spectrally in-tune probe positions are shown in bold.

Condition 1~frequency shift525.0% ofF0!
Probe position 1 2 3 4 5 ¯ 21 22 23 24 25
% ambiguous hits 86 35 0 0 0 ¯ 0 0 10 44 66

Condition 2~frequency shift537.5% ofF0!
Probe position 1 2 3 4 5 ¯ 21 22 23 24 25
% ambiguous hits 94 70 22 3 0 ¯ 0 0 5 6 64
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for in terms of peripheral ones. Two aspects of peripheral
processing require consideration here:~i! the role of inter-
modulations between the probe and neighboring components
in the spectral frame, and~ii ! the role of nonlinear distortion
products generated by the components of the spectral frame.
These issues are considered in turn.

1. Frequency selectivity and modulation depth

One possibility is that limitations in frequency resolution
result in intermodulations between the probe and neighbor-
ing partials in the spectral frame of sufficient magnitude to
influence subjects’ ability to locate the probe. Consider, for
example, a frequency-shifted test tone with a nominalF0
frequency of 200 Hz. A probe located at the spectrally in-
tune position corresponding to component 6 might interact
with component 5 in the spectral frame to generate an inter-
modulation of 200 Hz. This is the same rate as the inter-
modulations generated by pairs of neighboring partials in the
spectral frame. However, a probe mistuned from this in-tune
position would generate a different local rate of intermodu-
lation, which might act as a salient cue for the listener and
lead to a higher hit rate for that probe. The same argument
would apply to probes in the region of the missing eighth
component. For probes in the region of the missing seventh
component, the argument can be extended to intermodula-
tions in the region of the octave~400 Hz!.

An initial assessment of the likelihood of explaining our
data in this way can be obtained by applying Glasberg and
Moore’s ~1990! formulas for calculating equivalent rectan-
gular bandwidths~ERB’s! to our frequency-shifted stimuli.
The separation of the probe corresponding to component 7
from its closest neighbors was found to range from 1.96
ERB’s ~component 9 in condition 2! to 2.53 ERB’s~compo-
nent 5 in condition 1!. This degree of spectral isolation sug-
gests that local interactions between the probe and the spec-
tral frame are small. However, auditory filters are not
rectangular, and so interactions will not be entirely absent
even for separations of 2 ERB’s or more. Therefore, we used
Glasberg and Moore’s~1990! program to compute excitation
patterns for the spectral frame alone and for the spectral
frame plus the probe corresponding to component 7. These
excitation patterns, which include an equal loudness correc-
tion, are shown in Fig. 4.

The excitation that spreads from the two gap-edge com-
ponents of the spectral frame to the probe frequency can be
regarded, to a first approximation, as equivalent to the side-
bands generated by sinusoidal amplitude modulation of a
pure-tone carrier. The amount of excitation that spreads from
these components to the probe frequency is218 dB, relative
to the excitation level generated by the probe itself. The sen-
sitivity of the ear to the resulting modulation of the probe can
be estimated by comparison with measures of the temporal
modulation transfer function~TMTF; Viemeister, 1979!.2

Recent measures of the broadband TMTF indicate a detec-
tion threshold for 400-Hz modulation of about213 dB when
a continuous carrier is used ~Strickland and
Viemeister, 1996! and about210 dB when a gated carrier is
used~Strickland and Viemeister, 1997!. The depth of modu-
lation occurring at the probe frequency in our stimulus is

below both of these values. From this, we can conclude that
local interactions cannot account for the minimum in the
hit-rate profile associated with the missing seventh compo-
nent. This demonstrates that the overall pattern of results
cannot be explained by local interactions, even if these inter-
actions have made some contribution to the other minima in
the profile.

2. Combination tones

A number of studies have measured the distortion prod-
ucts resulting from nonlinearities in the auditory periphery,
using either cancellation or threshold methods~e.g., Plomp,
1965; Goldstein, 1967; Greenwood, 1972; Smoorenburg,
1972; Zwicker and Fastl, 1973!. Goldstein~1967! found that
the most prominent combination tone generated from a pair
of primaries ~f 1 and f 2! was the cubic difference tone
~2 f 1- f 2!. This result is relevant to our experiment, because it
suggests that pairs of partials in the spectral region above the
gap may have generated significant combination tones at the
frequencies corresponding to the missing components. A
probe located at one of the spectrally in-tune positions might
then have been reduced in level~and hence in salience!
through phase cancellation, leading to a local hit-rate mini-
mum. Clearly, this possibility must be explored before the
role of a hypothetical central template can be evaluated.

Consider a complex tone with a nominalF0 frequency
of 200 Hz that has been frequency shifted by 25.0% ofF0,
as used in condition 1. Cubic difference tones corresponding
to the missing components 6~1250 Hz!, 7 ~1450 Hz!, and 8
~1650 Hz! can arise from the component pairs 9 and 12
~1850 and 2450 Hz!, 9 and 11~1850 and 2250 Hz!, and 9
and 10~1850 and 2050 Hz!, respectively. The frequency ra-
tios for these pairs of primaries are 1.32, 1.22, and 1.11,
respectively. Goldstein~1967! observed that the level of the

FIG. 4. The solid line represents the excitation pattern for a test tone com-
prising the spectral frame and a probe at the spectrally in-tune position
corresponding to the missing 7th component. The dotted line represents the
excitation pattern for the spectral frame alone. A frequency shift of 25.0%
on a nominalF0 frequency of 200 Hz is assumed, giving a probe frequency
of 1450 Hz. The difference in excitation level between the two plots at the
probe frequency is 18 dB.
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cubic difference tone is highly dependent on the frequency
ratio of the primaries, declining by over 40 dB as the ratio is
increased from 1.10 to 1.25. It follows from this that the
hit-rate minimum associated with the missing eighth compo-
nent is by far the most likely to have been affected by audi-
tory nonlinearity. Therefore, it was decided to perform a
supplementary experiment in order to evaluate the effect of
combination tones on pitch-matching performance in this
spectral region.

II. EXPERIMENT 2

A. Method

1. Overview

The extent to which a cubic difference tone at the fre-
quency of the missing eighth component influenced the local
hit-rate profile in experiment 1 was assessed by changing the
starting phase of the probe, relative to that of the components
in the spectral frame. If these hit-rate minima resulted from
phase cancellation between a spectrally in-tune probe and a
cubic difference tone at the same frequency, then it must be
possible to abolish such a minimum by changing the relative
phase of the probe. Indeed, a phase shift of 180° might be
expected to produce a localmaximumin hit rate, owing to
phaseaddition between the in-tune probe and the combina-
tion tone. In contrast, the preservation of the hit-rate mini-
mum across changes in relative probe phase would demon-
strate that the apparent perceptual suppression of a spectrally
in-tune probe is not an artifact resulting from auditory non-
linearity. Except where indicated below, all aspects of the
stimuli, procedure, and data analysis were identical to those
used in experiment 1.

2. Stimuli and conditions

Only the spectral frame employed in condition 1 of ex-
periment 1 was used~nominal F0 frequency5200 Hz, fre-
quency shift525.0% ofF0!, because there was no reason to
expect that the magnitude of any combination tones gener-
ated should depend on the degree of shift. There were four
conditions, which differed only in the starting phase of the
probe relative to that of the other components~which all
began in sine phase!. For conditions 1–4, the relative starting
phase of the probe was 0, 90, 180, and 270°, respectively.
Hence, the phase relations between the probe and the spectral
frame in condition 1 were identical to those used in condition
1 of experiment 1. Five probe positions were tested in each
condition, centered on the missing eighth component. These
positions were the spectrally in-tune position and the two
consecutive probe positions above and below it~equivalent
to probe positions 19–23 in condition 1 of experiment 1!.

3. Subjects and procedure

Four subjects took part in this experiment, two of whom
had previously participated in experiment 1. The two new
subjects were trained prior to the main experiment using
stimuli identical to those of condition 1 in experiment 1~i.e.,
using the full set of probe positions across the spectral gap!.
A third trainee was rejected before the main experiment, be-
cause his overall hit rate~collapsed across probe positions!

did not exceed 30%. The data presented below represent 200
trials for each subject~5 probe positions34 conditions310
sets!. The stimuli within each consecutive set were presented
in a new random order.

B. Results and discussion

Figure 5 shows the mean hit rates and intersubject stan-
dard errors for the probe positions tested in the four condi-
tions. The vertical dashed lines represent the spectrally in-
tune probe position for each condition. There is a clear hit-
rate minimum associated with this position in all four
conditions. The hit-rate profiles show some variation across
condition, but the differences are not marked given that
fewer subjects were tested and fewer judgments were made
per probe position compared with experiment 1. To the ex-
tent that the variations might reflect the presence of a cubic
difference tone at the spectrally in-tune position, it is still
clear that phase cancellation cannot explain the common fea-
ture of a hit-rate minimum at this position in all four condi-
tions. Given that the magnitude of the cubic difference tone
will have been markedly lower at the frequencies corre-
sponding to the missing sixth and seventh components
~Goldstein, 1967!, we can also conclude that the hit-rate
minima associated with these positions in experiment 1 can-
not be accounted for by phase cancellation. Therefore, it is
now appropriate to consider what kind of central mecha-
nisms might account for our findings.

III. ASSESSMENT OF A QUASIHARMONIC MODEL

The characteristic minima in the hit-rate profiles for con-
ditions 1 and 2 in experiment 1 were not found at integer
multiples of theF0’s corresponding to the global pitches
estimated from Patterson’s~1973! data. Instead, in both con-

FIG. 5. Mean hit rates for four subjects, with intersubject standard errors,
for all probe positions tested in experiment 2. The four conditions differ
only in the starting phase of the probe relative to the components of the
spectral frame. In each case, the vertical dashed line represents the spectrally
in-tune probe position corresponding to the missing 8th component.
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ditions, the locations of these minima were consistent with
the pattern established by the spectral frame of the test tones.
This implies the operation of a grouping mechanism that is
responsive to common spectral spacing rather than one that
is sensitive only to harmonic structure. However, before ac-
cepting this conclusion, it is instructive to consider whether
or not, for each condition, a harmonic template with anF0
other than one predicted from Patterson’s data might account
for the positions of the minima found in our hit-rate profiles.

To determine potential candidateF0’s, it is necessary
first to establish the error associated with estimates of the
center frequency of each region of partial-pitch suppression,
as represented by troughs in the hit-rate profiles. Given that
the probe range was tested only at discrete intervals, the true
center frequency of a trough may lie between probe posi-
tions, rather than corresponding exactly with the observed
minimum in a profile. The resolution of our profiling tech-
nique is proportionately greater at the higher end of the
probe range, because of the equal-linear spacing between
consecutive probe positions. Therefore, estimates of these
center frequencies will be most accurate around the upper
minima in performance. For these troughs in the profiles ob-
tained in experiment 1, the hit rates were markedly higher at
probe positions immediately adjacent to the spectrally in-
tune position. Therefore, it is reasonable to conclude that the
upper minima in performance, evident in Figs. 2 and 3, show
the center frequencies of these regions of perceptual suppres-
sion ~for a nominalF0 of 200 Hz! to within 61 probe po-
sition. This indicates that our profiling technique is capable
of resolving the center frequency of a region of partial-pitch
suppression to within about 1.5% of its true value. Therefore,
we determined which harmonic templates haveF0’s such
that the center frequencies of three consecutive slots would
fall within a bandwidth of61.5% around the spectrally in-
tune probe positions in each condition~assuming a nominal
F0 of 200 Hz!. Candidate templates~F0 frequency quan-
tized in 1-Hz steps! that passed this criterion were then ex-
plored to establish whether or not they could offer a plau-
sible quasiharmonic account of the hit-rate profiles observed.

For experiment 1, this criterion was met by fiveF0’s in
condition 1~181, 206, 207, 208, and 209 Hz!, and by four
F0’s in condition 2~184, 210, 211, and 212 Hz!. Thus the
observed pattern of hit-rate minima in both conditions is
broadly consistent with the slot positions of a number of
harmonic templates. Nevertheless, for the reasons discussed
below, we reject the notion that any of these hypothetical
templates produced the observed pattern of results. For use
in a simple model, we took62% as a liberal estimate of the
bandwidth of the slots in a hypothetical harmonic template.
This estimate was based on Hartmannet al.’s ~1990! finding
that a low-numbered harmonic~1–7! can be matched with
near-ceiling accuracy if it is mistuned by62%. However, it
should be noted that both Hartmannet al. ~1990! and Rob-
erts and Brunstrom~1998! have shown that partials can often
be heard as segregated tones when mistuned by considerably
less than this, sometimes even below61%. For the test tones
used in each condition, we examined which of the lower,
more resolved, components in the spectral frame~1–5!
would pass through slots of62% bandwidth in our candidate

harmonic templates. Given that our template model was de-
fined in the frequency domain, like that of Duifhuiset al.
~1982! and of Scheffers~1983a, 1983b!, we did not apply it
to the less-well-resolved upper components~9–14! in the
spectral frame.

For condition 1~shift525.0% of F0!, four of the five
candidate harmonic templates have slots that would pass
component 5~F0’s5206, 207, 208, and 209 Hz! and, of
these, one has a slot that would also pass component 4 (F0
5209 Hz). None of them would pass components 1–3.
Therefore, the best-fitting candidate template passes only
two of the five resolved components in the lower part of the
spectral frame~4 and 5!. For condition 2~shift537.5% of
F0!, three of the candidate templates have slots that would
pass component 5~F0’s5210, 211, and 212 Hz!, but none
of these would pass any of the other low-numbered compo-
nents. Therefore, it is clear that although our candidate har-
monic templates have slots that are near-coincident with the
minima in our hit-rate profiles, none have slots that will
readily accept the majority of resolved components in the
lower part of the spectral frame. Hence, it is difficult to en-
visage how any of the candidate templates could underlie the
perceptual fusion of our test-tone components. Were it the
case that these partials did not fuse at least moderately well,
then they would provide competing, salient, alternatives for
listeners to match instead of the probe. This possibility is
difficult to reconcile with the accurate performance observed
for many of the probes at positions other than those predicted
by the pattern of the spectral frame. Furthermore, it is doubt-
ful that sufficient test-tone components would pass through
slots in our candidate templates to activate any of them to an
appreciable extent.

Finally, it is worth noting that the hit-rate profiles for
both conditions of experiment 1 provide evidence to indicate
that both the lower and upper sets of partials in the spectral
frame contributed to the pattern of partial-pitch suppression
found within the probe range. Specifically, the minima asso-
ciated with the spectrally in-tune probes directly adjacent to
components in the spectral frame~missing components 6 and
8! are lower than the minimum associated with the nonadja-
cent in-tune probe~missing component 7!. Brunstrom and
Roberts~1998, expt. 1! observed this effect for harmonic
stimuli directly comparable with the frequency-shifted
stimuli used here, and attributed it to an attenuation of per-
ceptual suppression with distance from the set of partials
evoking template activity. Their second experiment, which
used a differentF0 for the lower and for the upper set of
harmonics, ruled out the possibility that this effect was
merely caused by greater masking of probes closer to com-
ponents of the harmonic frame. This is because the hit-rate
minima associated with each set became progressively less
pronounced for positions farther away from thespecificset
of harmonics responsible for generating them, rather than
becoming less pronounced with distance fromeither set.

Given the above discussion, it seems reasonable to as-
sume an equivalence in the way these profiles have origi-
nated for frequency-shifted and harmonic stimuli. The impli-
cations of this interpretation are considered below.
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IV. DISCUSSION

A. Spectral pattern as a cue for grouping

The hit-rate profiles reported here for frequency-shifted
complex tones are similar in general form to those reported
for harmonic stimuli by Brunstrom and Roberts~1998, expt.
1!. In both cases, we have evidence for the perceptual sup-
pression of partial pitch in the middle of a three-component
spectral gap, centered on the missing 7th component, despite
the absence of its immediate neighbors in the complex tone
~components 6 and 8!. Furthermore, our evaluation of the
role of peripheral factors in determining the salience of the
probe has indicated that these factors cannot provide a satis-
factory account of our data. Instead, like Brunstrom and
Roberts~1998!, we regard the evidence of partial-pitch sup-
pression in more spectrally isolated positions as easiest to
reconcile with the operation of a central pattern-recognition
mechanism.

As noted earlier, it was observed in informal listening
tasks that the global pitches of the test tones used in condi-
tions 1 and 2 of experiment 1 were close to the values esti-
mated from Patterson’s~1973! data. Harmonic templates
having F0’s corresponding to these global pitches do not
have slots that are centered in the regions of the probe range
where performance is suppressed. Moreover, as we have
seen, it is difficult to account for the positions of the hit-rate
minima for either condition in terms of the activation of any
one harmonic template. Instead, we propose that the posi-
tions of the observed minima result from the activation of a
mechanism that is sensitive to predictable spectral spacing
between concurrent components. The existence of such a
mechanism has been proposed previously by Roberts and his
colleagues~Roberts and Bregman, 1991; Roberts and Bailey,
1993a, 1993b, 1996a, 1996b; Roberts, 1998!. These authors
have systematically explored the perceptual salience of an
added even harmonic relative to the salience of its neighbors
in an otherwise odd-harmonic series. Typically, forF0’s of
100 and 200 Hz, the single even harmonic is heard out more
easily than its odd-harmonic neighbors. Roberts and Breg-
man’s ~1991! original proposal that this effect occurs be-
cause the even harmonic is inconsistent with the regular
spectral pattern formed by the odd harmonics has been sup-
ported by subsequent research. In particular, Roberts and
Bailey ~1996b! and Roberts~1998! have demonstrated a
similar even–odd difference in component salience in regu-
lar but inharmonic complex tones, created by applying either
a frequency shift or a spectral stretch transformation to
‘‘odds-plus-even’’ harmonic stimuli.

One might speculate that the perceptual fusion of par-
tials in both harmonic and regular inharmonic sounds~like
shifted and stretched complex tones! is performed by a com-
mon mechanism that responds to a general form of spectral
regularity based on an equal or near-equal spacing between
consecutive components~see Roberts and Brunstrom, 1998,
p. 2336!. This interpretation would require abandoning the
notion that harmonic relationsper sehave a special status in
auditory grouping. While it may be premature to accept this
conclusion, the proposal offers a parsimonious account of
our findings that merits further consideration.

B. Similarities and differences in hit-rate profiles for
shifted and harmonic stimuli

The idea that a common mechanism underlies the per-
ceptual grouping of both harmonic and regularly structured
inharmonic sounds rests on similarities in the ways these
sounds appear to be processed by the auditory system. The
hit-rate profiles reported here for frequency-shifted com-
plexes are comparable in general form to those reported by
Brunstrom and Roberts~1998! for harmonic complexes. In
particular, local minima in performance were observed in
both cases for probes at positions consistent with the pattern
of component spacing defined by the spectral frame, irre-
spective of whether or not these positions were directly ad-
jacent to partials present in the spectral frame. Also, the
minima observed at nonadjacent positions were less pro-
nounced than those observed at adjacent ones. Brunstrom
and Roberts~1998! attributed this effect to an attenuation of
partial-pitch suppression with distance from the set of par-
tials that evoked it.

Despite the considerable similarities, there is one differ-
ence between the hit-rate profiles reported here for experi-
ment 1 and those reported by Brunstrom and Roberts~1998!
that merits discussion. It is a difference in the overall hit rate,
when collapsed across probe positions and subjects, for com-
parable shifted and harmonic stimuli. This is best illustrated
with reference to condition 2 of experiment 1 by Brunstrom
and Roberts~1998!, for which the nominalF0 frequency,
roving range, duration, component levels, component phases,
component range~1–14!, and spectral gap~6–8! were iden-
tical to those employed here for conditions 1 and 2 in experi-
ment 1. The overall hit rates were 80%~six subjects; data
from Brunstrom and Roberts, 1998!, 54%, and 58%~six sub-
jects; data from the current study! for stimuli that were har-
monic, shifted by 25.0% ofF0, and shifted by 37.5% ofF0,
respectively.

Only part of this discrepancy can be explained in terms
of differences in the subjects used and differences in the way
the responses were classified. First, three of the six subjects
who took part in experiment 1 had previously taken part in
the study of Brunstrom and Roberts~1998, expt. 1!. All of
these subjects obtained lower hit rates for our shifted stimuli
than for the harmonic stimuli, though the differences were
smaller~mean582% for harmonic stimuli, means570% and
69% for stimuli shifted by 25.0% and 37.5% ofF0, respec-
tively!. Second, the change in the initial acceptance criterion
for classifying responses as hits@from those within61.0
3component spacing of the target frequency~Brunstrom and
Roberts, 1998! to those within60.53component spacing in
the current study# had a negligible effect on the number of
responses classified as hits to probes away from the extremes
of the probe range. Despite this, hit rates were found to be
generally depressed across the whole probe range.

It would appear that there is a genuine, overall, reduc-
tion in matching performance of at least 10% for the shifted
stimuli compared with the harmonic stimuli. This suggests a
need for caution before assuming a complete perceptual
equivalence between harmonic and shifted stimuli in terms
of auditory grouping. In particular, the reduction in overall
hit rate implies that frequency-shifted complex tones are less
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perceptually coherent, leading to an increased tendency for
partials in the spectral frame to act as salient false targets for
subjects to match. To explore this idea further, we deter-
mined which components were matched for all responses
classified as misses both in our experiment 1 and in condi-
tion 2 of Brunstrom and Roberts~1998, expt. 1!. This was
achieved by dividing the frequency range into equal units of
60.53component spacing around each of the partials in the
spectral frame, and counting the misses falling within each
unit as matches to the corresponding component number.
The analysis did not reveal great differences between the
harmonic and shifted stimuli in the way misses were distrib-
uted across the spectrum. In all cases, roughly half of the
misses were matches to one of the gap-edge components,
particularly the lower one. These partials are known to have
salient pitches~Kohlrausch and Houtsma, 1992!. The rest of
the misses were scattered across the spectrum. Therefore,
whatever the cause of the difference in hit rates between
harmonic and shifted stimuli, it cannot easily be attributed to
a change in the patterns of errors made by subjects. Further
investigation is required to assess whether or not this differ-
ence is of real importance. Overall, it is the similarities be-
tween the hit-rate profiles for harmonic and for shifted
stimuli that are most striking.

C. Separate templates for computing global pitch and
for spectral grouping?

We noted earlier the disparity between the degree of
mistuning required to cause a harmonic to stand out as a
separate pure tone~61.3%–2.1%; Mooreet al., 1986! and
the degree required to exclude it from the calculation of glo-
bal pitch ~greater than68%; Moore et al., 1985!. Indeed,
Moore et al. ~1985! showed that the contribution of a low
harmonic~1–6! to the global pitch of a complex tone did not
even begin to decline until it was mistuned by more than
63%. Furthermore, both Hartmannet al. ~1990! and Roberts
and Brunstrom~1998! have shown that mistuned harmonics
in the range 4–8 tend to be the ones that are most easily
segregated from a periodic complex tone. This set of com-
ponents differs somewhat from the range defining the domi-
nant region in pitch perception~components 2–5; Ritsma,
1967!. These findings imply that the hypothetical template
mechanism governing grouping is different from that gov-
erning pitch, even for the processing of harmonic stimuli.
The experiments reported here have been able to demonstrate
formally their separate actions by using regular inharmonic
sounds, leading to different predictions concerning the pat-
tern of partial-pitch suppression within a spectral gap.

On the basis of these findings, we propose the existence
of two template mechanisms3 with distinct roles and proper-
ties. The pitch template is envisaged as responsive only to
harmonic patterns, but to allow individual partials to deviate
considerably from true harmonicity before they are excluded
~i.e., it has wide slots!. This allows the computation of global
pitch for a wide range of quasiharmonic stimuli, the strength
and ambiguity of which will be determined by the number of
partials passed by the template for a givenF0. The grouping
template is envisaged as responsive to spectral structure in a
broader sense than harmonic relations alone, but to be rela-

tively intolerant of the deviation of components from pre-
dicted frequencies~say about 61.5%; cf. Moore et al.,
1986!. This allows both harmonic and frequency-shifted
sounds to be heard as coherent, even in the absence of a clear
and unambiguous global pitch, but prevents the accidental
fusion of partials that are not patterned in a way consistent
with the spectral distribution of the others. The question of
why the auditory system might have evolved a grouping
mechanism that can respond to spectral patterns other than
harmonicity remains unclear. However, Roberts and Brun-
strom ~1998! noted that sounds emitted by many natural
sources exhibit marked nonlinearities that are manifest as
significant departures from harmonicity~see, e.g., Gaver,
1993; McIntyreet al., 1983!. Musical examples include the
sounds produced by bells, chimes, gongs, and drums~Pierce,
1992!. Perhaps we require a mechanism that is capable of
grouping the components of these kinds of sound.

V. CONCLUDING REMARKS

The profiling method previously introduced by Brun-
strom and Roberts~1998! has been used to provide further
evidence for a grouping mechanism that is sensitive to
broader aspects of spectral regularity than harmonic relations
alone. Neither intermodulations generated by local interac-
tions between neighboring partials nor combination tones
generated by the components of the spectral frame offer a
satisfactory explanation of our data at a peripheral level. Our
findings are consistent with Roberts and Bregman’s~1991!
original interpretation of the even–odd difference in compo-
nent salience for ‘‘odds-plus-even’’ harmonic stimuli, and
also with Roberts and Brunstrom’s~1998! finding that listen-
ers can detect small mistunings imposed on partials in both
frequency-shifted and spectrally stretched complex tones~at
least for small degrees of stretch!. Therefore, as a working
proposal, we suggest that the perceptual grouping of compo-
nents in all of these sounds, and, indeed, in sounds compris-
ing consecutive harmonics, can best be understood in terms
of a single mechanism that constructs templates of optimum
fit to regions of common spectral spacing~i.e., equal or near-
equal spacing between successive components!. This sugges-
tion leads to a specific prediction concerning the sensitivity
of the ear to different degrees of shift or stretch; namely that
any degree of shift can be tolerated but large degrees of
stretch cannot. Notwithstanding the outcome of an empirical
evaluation of our proposal, it is reasonable to conclude at this
point that Bregman’s dual-role hypothesis can be rejected.
Furthermore, the evident dissociation between the selection
of components for perceptual fusion and for the computation
of global pitch is incompatible with the idea that pitch has
primacy in spectral grouping~e.g., Hartmann, 1988, 1996!.

Harmonicity has long been considered a key factor in
grouping, and has been incorporated into models ranging
from early attempts to separate two concurrent voices~e.g.,
Parsons, 1976! to recent, more comprehensive, attempts to
simulate auditory scene analysis~e.g., Brown and Cooke,
1994a, 1994b!. Contemporary models of pitch perception
based on autocorrelation~e.g., Meddis and O’Mard, 1997!
also typically assume a common periodicity-based mecha-
nism for pitch computation and for spectral grouping. Our
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findings suggest that models of this kind are too limited to
provide a truly general account of the grouping of concurrent
spectral components.
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1The hit rate for a particular probe does not provide a pure measure of its
perceptual segregation. In particular, the salience of a given probe will also
be influenced by its proximity to the gap-edge components of the spectral
frame. All other factors being equal, a probe in the middle of the probe
range will attract more hits than one toward either end, because its relative
spectral isolation reduces the extent of its partial masking. However, the
difference in partial-masking effects between adjacent probe positions will
be small. Therefore, while comparisons of hit rate for widely separated
probes may require careful interpretation, local comparisons provide a
fairly unambiguous measure of relative perceptual segregation.

2Thresholds for the TMTF are expressed on a decibel scale in units of
20 log(m), wherem is the modulation index. This index is a measure of the
depth of modulation applied to the carrier~ranging from 0 to 1!. Our esti-
mate of the difference between the two computed excitation patterns in the
level of excitation at the probe frequency can be compared directly with
TMTF thresholds for the same rate of modulation~400 Hz!. This is because
the level of the sidebands generated when sinusoidal amplitude modulation
is applied to a carrier is similarly dependent on the modulation index.
Specifically, Hartmann~1995, p. 29! gives the level of each of the two
sidebands, relative to the carrier, asL520 log(m/2).

3The term ‘‘template mechanism’’ implies the use of centrally stored infor-
mation, but a central response that is stimulus-driven cannot be ruled out at
present.
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Iterated rippled noise~IRN! is constructed by delaying a random noise byd ms, adding it back to
the same noise, and repeating the process iteratively. When two IRNs with the same power but
slightly different delays are added together, the perceptual tone/noise ratio of the ‘‘merged’’ IRN is
markedly reduced with respect to that of either of the component IRNs. In this paper, the reduction
in the perceptual tone/noise ratio is measured for IRNs in which one of the delays is always 16 ms
and the other is either 1660.1 ms or 1661.1 ms. The component IRNs have the same number of
iterations, and the number varies across conditions from 4 to 256. The perceptual tone/noise ratio is
measured using a discrimination matching procedure developed for single IRNs; each merged IRN
is compared with a range of ‘‘standard’’ stimuli having varying proportions of a complex tone and
a broadband noise@Pattersonet al., J. Acoust. Soc. Am.100, 3286–3294~1996!#. For single IRNs,
the function relating the signal-to-noise ratio of the matching standard to the number of iterations in
the IRN was found to be essentially straight. This relationship was explained in terms of the height
of the first peak in the autocorrelation of the stimulus wave, or by the first peak in the summary
autocorrelogram produced by a time-domain auditory model. For the merged IRNs in the current
experiment, the matching-point functions are found to have pronounced downward curvature, in
addition to being well below the function for single IRNs. To account for the reduction in the
perceptual tone/noise ratio of merged IRNs, theautocorrelationmodel was extended to include a
simple rule for combining adjacent peaks in the autocorrelation function of the wave, and the
autocorrelogrammodel was revised to improve the simulation of the ‘‘loss of phase locking’’ at
higher frequencies in the autocorrelogram. ©2000 Acoustical Society of America.
@S0001-4966~00!03302-6#

PACS numbers: 43.66.Ba, 43.66.Hg, 43.66.Jh, 43.66.Mk@JWH#

INTRODUCTION

Rippled noise~RN! is constructed by delaying a random
noise byd ms and adding it back to the same noise. Iterated
rippled noise~IRN! is constructed by repeating the delay-
and-add processn times and it is designated IRN(d,n). IRN
sounds produce a two-component perception with~1! a tonal
foreground with a complex, raspy timbre and a pitch corre-
sponding to a frequency of 1/d Hz, and ~2! a noisy back-
ground hiss, typical of the original noise. As the number of
iterations increases, the tonal component becomes more
prominent and the noise component becomes less prominent.
With two iterations or less, the dominant perception is noise,
with eight iterations or more, the dominant perception is that
of a buzzy tone. Pattersonet al. ~1996! measured the percep-
tual tone/noise ratio in IRN sounds with from 1 to 16 itera-
tions using a discrimination matching experiment. On each
trial, an IRN was presented in one interval and a ‘‘standard’’
stimulus was presented in the other; the standard was com-

posed of the sum of a broadband noise and a complex tone,
and the ratio of the energy in the tone to that in the noise was
varied over trials to find the value where the perceptual tone/
noise ratio of the standard matched that of the IRN. The
experiment showed that the standard with a tone/noise ratio
of 0 dB has the same perceptual tone/noise ratio as an IRN
with between 1 and 2 iterations, and the tone/noise ratio of
the matching standard has to be increased 3.8 dB per dou-
bling of the number of iterations in the IRN stimulus to
maintain the match in perceived tone/noise ratio.

Yost et al. ~1996! and Pattersonet al. ~1996! explained
the discrimination of IRN sounds in terms of time-interval
processing based on autocorrelation~AC!: in one case, AC
was applied directly to the stimulus wave~the ‘‘simple AC
model’’!; in the other case, a computational version of Lick-
lider’s ~1951! auditory autocorrelation model was used to
produce autocorrelograms~ACGs! and this ‘‘ACG model’’
was used to produce summary autocorrelograms~SCs!
~Meddis and Hewitt, 1991!. For single IRNs, the perceptual
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tone/noise ratio of an IRN is an exponential function of the
height of the first peak in the AC of the wave~Yost, 1996!,
or the first peak in the SC~Yost et al., 1996!. Following
Pattersonet al. ~1996!, the first peaks in the AC and SC
functions are referred to as AC1 and SC1, respectively. The
heights of the peaks are designatedh1 andh18, respectively,
and they are normalized with respect to the height at zero
lag. Yostet al. ~1996! have shown that differences inh1 can
explain the discrimination of IRN sounds differing inn, and
Pattersonet al. ~1996! have shown thath18 provides a quan-
titative description of the discrimination-matching data for
single IRNs. The simple AC model and the ACG model are
reviewed in Secs. II and III, respectively.

The current paper presents the results of a new
discrimination-matching experiment with concurrent IRNs.
The study was motivated by the perception produced when
two IRNs with slightly different delays are merged by simple
addition. Provided the difference in delay is less than about
8% of the delay, the sound is perceived to have a single
pitch, and the primary change in the perception is a progres-
sive reduction in the perceived tone/noise ratio as the differ-
ence in delay increases. This is a problem for the simple AC
model because the temporal resolution of the autocorrelation
function is the same as that of the stimulus wave. The stimuli
in these experiments have a relatively wide bandwidth~3700
Hz! and so the peaks in the AC are very narrow, and as soon
as the difference in delay exceeds0.2 ms, the first peak in the
autocorrelation function splits into a pair of narrow peaks.
The heights of the two peaks drop immediately to half the
original value and remain at this level as the delay difference
increases further. The ACG models presented in Patterson
et al. ~1996! exhibit the same behavior. However, that is not
what is heard. Listeners hear a single pitch and the perceived
tone/noise ratio decreases gradually as the delay difference
increases out to about 1.6 ms. In this paper, we present a
discrimination-matching experiment designed to measure the
decrease in the perceived tone/noise ratio of merged IRNs,
and, subsequently, we show how both the simple AC model
and the ACG model can be modified to explain the perceived
tone/noise ratio of merged IRNs. A brief study of pitch
matching to merged IRNs is presented in the Appendix.

I. MEASURING THE PERCEPTUAL TONE ÕNOISE
RATIO OF MERGED IRNs

Following Pattersonet al. ~1996!, a complex tone and a
random noise were combined in varying proportions to pro-
duce a set of ‘‘standard’’ stimuli in which the perceived tone/
noise ratio could be expressed in decibels. These stimuli
were then matched to merged IRN stimuli with from 4 to 256
iterations in a discrimination matching experiment to provide
a quantitative measure of the perceptual tone/noise ratio of
merged IRN sounds. The test and standard stimuli all had the
same energy and they were all bandpass filtered between 800
and 4500 Hz. The difference in delay between the two-
component IRNs in the merged IRN was either 0.1 or 1.1
ms. The values were chosen on the basis of informal listen-
ing: 0.1 ms is a small time difference that, nevertheless, pro-
duces a clear reduction in perceptual tone/noise ratio; 1.1 ms

is a large difference that produces a further reduction in pitch
strength without producing the perception of two simulta-
neous pitches.

A. Method

1. Stimuli

a. Standard. The tonal component of the standard
stimuli ~SS! was IRN~16,256! as in Pattersonet al. ~1996! to
make the physical and perceptual characteristics of the stan-
dard stimuli similar to those of the test stimuli. Five samples
of Gaussian noise, 1.25 s in duration, were generated digi-
tally, stored, and used to produce five samples of
IRN~16,256!. We used the add-same procedure described in
Yost et al. ~1996!. Standard stimuli with 11 different tone/
noise ratios were produced by adding IRN~16,256! with a
fixed level to random noise that varied in level from 3 dB
above to 12 dB below the level of the IRN~16,256! in 1.5-dB
steps. There were 20 samples of each standard tone/noise
ratio, produced by combining the five IRN~16,256!’s with
each of four random noises after they had been attenuated to
the appropriate level. They were equated for energy and they
are referred to by their tone/noise ratio. Thus, the range of
standards is from SS~23!, the least tonal, to SS~12!, the most
tonal. Perceptually, the hiss masks the tone in SS~23! and
the tone masks the hiss in SS~12!. In between, the standard
stimuli produce two-component perceptions that sound very
much like those produced by the merged IRN stimuli.

b. Test. The two IRNs in each merged pair always had
the same number of iterations,n, and differed only in their
delay. In every case one of the IRNs had a delay of 16 ms. In
one set of conditions, the delay of the second IRN was either
15.9 or 16.1 ms, a difference of 0.1 ms. In this set, the timbre
and pitch of the merged IRN were very similar to those of a
simple IRN with a delay of 16 ms. In the second set of
conditions, the delay of the second IRN was 14.9 or 17.1 ms,
a difference of 1.1 ms. The timbre of the tonal component of
these merged IRNs is richer than that of a single IRN, but
they are still clearly IRNs, and the listeners found no prob-
lem in comparing them to the standard stimuli.

For merged IRNs, the perceptual tone/noise ratio of
stimuli with 1 or 2 iterations is so low that it is difficult to
measure. As a result, the minimum number of iterations in
the present experiment was 4. Moreover, merged IRNs with
16 iterations produce a perception with a substantial noise
component. Accordingly, this end of the range was extended
to include merged IRNs with 256 iterations. Five samples of
each form of merged IRN were generated using the addsame
procedure as in Pattersonet al. ~1996!. For comparison pur-
poses, single IRNs with a 16-ms delay and 4 iterations were
generated to provide a replication of the IRN~16,4! condition
in Pattersonet al. ~1996!.

c. Standard and test. All of the standard and test stimuli
were normalized to produce a longterm spectrum level of 47
dB SPL. The stimuli were generated digitally and output by
a high-quality, 12-bit D/A converter at a sampling rate of 10
kHz into an anti-aliasing filter with a cutoff of 4500 Hz. The
stimuli were high-pass filtered to exclude the region of re-
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solved harmonics~as defined by Houtsma and Smurzynski,
1990!. The cutoff of the filter was 800 Hz and the rate of
attenuation was 48 dB/oct in the region below the cutoff
frequency. After filtering, the stimuli were presented binau-
rally over Sennheiser HD-414 headphones to listeners seated
in double-walled sound-attenuating booths. The energy in
these stimuli is above the dominance region~Ritsma, 1967;
Bilsen and Ritsma, 1970!, which for these low-pitched
stimuli is around the seventh harmonic of 1/d ~Patterson and
Wightman, 1976!. As a result, the pitch strength of the
stimuli was weaker than that of equivalent broadband
stimuli. However, in the previous experiment~Patterson
et al., 1996!, the matching of bandpass IRNs to bandpass
standard stimuli produced virtually identical values to those
obtained when matching broadband IRNs to broadband stan-
dard stimuli. Thus we feel confident that the data from the
current experiments would generalize to broadband merged
IRNs.

2. Procedure

The experimental details are very similar to those in
Pattersonet al. ~1996!: On each trial, the listeners were pre-
sented with a test stimulus and a standard stimulus in random
order, and asked to select the sound with the higher tone/
noise ratio. Over trials the noise level in the standard was
varied to determine the ratio of IRN~16,256! energy to
random-noise energy required to produce an equal probabil-
ity of choosing the test and standard stimuli. Each trial con-
sisted of a warning interval, silent gap, stimulus interval,
silent gap, stimulus interval, and response interval terminated
by the listener’s response. The durations of the intervals were
250, 500, 1250, 500, and 1250 ms, respectively. There was a
2-s silent interval between trials and there was no feedback.

For each of the merged IRNs in the test set, standard
stimuli with a range of tone/noise ratios were selected to
generate a psychometric function; that is, the SS with the
largest tone/noise ratio was clearly more tonal than the test
stimulus, and the SS with the smallest tone/noise ratio was
clearly less tonal than the test stimulus. Conditions from the
central portion of the psychometric function, where the per-
ceived tone/noise ratios of the test and standard stimuli were
similar, were presented 12 times within a block; conditions
towards the ends of the psychometric functions were pre-
sented 8 or 4 times, as they simply mark where the functions
asymptote. The trials for all nine psychometric functions@4
iteration values~4, 8, 16, 256! by 2 delay differences, plus
the single IRN~16,4!# were randomly ordered within one
large block ~560 trials! and presented in four runs of 140
trials each. This procedure was used so that the context for
each trial was the full range of tone/noise ratios. Each block
was presented to each listener on successive days and the
order of runs was counterbalanced across listeners.

A roving level paradigm was used to discourage the use
of loudness cues for discrimination and encourage the use of
the perceived tone/noise ratio. For each interval of every
trial, the stimuli were independently attenuated by between 0
and 10 dB—the specific value being drawn randomly from a
uniform distribution. The longterm spectrum level of 47 dB
SPL refers to stimuli with 0 dB of roving attenuation. There

were four listeners: one was author SH, two were visiting
scientists, and the fourth was a graduate student experienced
in auditory experiments who was paid at an hourly rate. All
four listeners had normal hearing.

B. Results

Preliminary analyses found no evidence of practice ef-
fects across blocks for any listener, so individual psychomet-
ric functions were plotted for each combination of merged
IRN and listener. In each case, the psychometric functions
for the four listeners were similar in shape and position, so
they were averaged across listeners. These psychometric
functions showed that there were no differences between the
matches produced by the two merged IRNs with the smaller
delay difference; that is, no difference between the match to
a merged IRN composed of IRN(16,n) and IRN(15.9,n),
and the match to a merged IRN composed of IRN(16,n) and
IRN(16.1,n). Similarly, there were no differences between
the matches produced for the two merged IRNs with the
larger delay differences; that is, no difference between the
match to IRN(16,n) with IRN(14.9,n), and the match to
IRN(16,n) with IRN(17.1,n). So the data were combined
within each delay difference. Merged IRNs composed of an
IRN(16,n) with IRN(15.9,n) or IRN(16.1,n) will be desig-
nated IRNM(16,0.1,n), and merged IRNs composed of an
IRN(16,n) with IRN(14.9,n) or IRN(17.1,n) will be desig-
nated IRNM(16,1.1,n). The fact that they are merged IRNs
is marked in the name itself (IRNM ) and by the addition of
the third parameter indicating the absolute value of the delay
difference.

The average psychometric functions are plotted in Figs.
1 and 2 using open symbols. The abscissa is the tone/noise
ratio of the standard stimulus and the ordinate is the propor-
tion of trials on which the listeners chose the standard stimu-
lus. The parameter is the number of iterations. All of these
psychometric functions are very steep with slopes around
20%/dB in the region from 25%–75% correct. The bold line
with open double triangles, or ‘‘hour glasses,’’ shows the
average psychometric function for IRN~16,4!. The data gath-
ered in the current experiment were virtually indistinguish-
able from those in Pattersonet al. ~1996! and so the bold
lines in Figs. 1 and 2 present the average psychometric func-
tion for the two experiments combined.

The data for IRNM~16,0.1,4! in Fig. 1 ~open squares!
show that the psychometric function for the merged stimulus
with four iterations is shifted a little over 3 dB to the left of
that for the single IRN~16,4! ~open hour glasses!, indicating
that the perceptual tone/noise ratio is reliably reduced by the
addition of IRN~16.1,4! to IRN~16,4!. As the number of it-
erations increases from 4 to 256, the psychometric functions
for the merged stimuli shift to the right by about 5 dB, indi-
cating that the perceptual tone/noise ratio increases withn, as
in the earlier experiment. However the size of the effect is
substantially less for the merged IRNs; for single IRNs the
tone/noise ratio rises 15 dB as the number of iterations in-
creases from 1 to 16~Pattersonet al., 1996!. The data for
IRNM(16,1.1,n) in Fig. 2 show a similar pattern but with a
somewhat greater reduction in perceptual tone/noise ratio,
that is, a greater leftwards shift in the psychometric func-
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tions. The tone/noise ratio for the most tonal IRNM with 256
iterations is still less than that for IRN~16,4!.

The central portions of the psychometric functions are
essentially linear, so lines were fitted to the points between
10% and 90% on each function to estimate the ‘‘matching
point:’’ that is, the tone/noise ratio of the standard stimulus
that led to an equal probability of listeners choosing the test
or standard stimulus as the one with the stronger tone/noise
ratio. The matching points for IRNM(16,0.1,n) and
IRNM(16,1.1,n) are presented in Fig. 3 by inverted and up-
right open triangles, respectively. The matching-point data
for the single IRNs from the earlier experiment are presented
by open squares. The data show that the perceived tone/noise
ratio in merged IRNs is much lower than that of single IRNs
and the slopes of the functions relating signal/noise ratio ton
are shallower for merged IRNs.

II. THE SIMPLE AUTOCORRELATION MODEL
AND MERGED IRNs

The remainder of the paper is concerned with quantita-
tive descriptions of the discrimination matching data with

single and merged IRNs. In this section, we show that the
‘‘simple’’ autocorrelation~AC! model of Yostet al. ~1996!,
in which autocorrelation is applied directly to the stimulus
wave, can be extended in a straightforward manner to de-
scribe the merged IRN data including the shape of the psy-
chometric functions. The model is interesting inasmuch as it
shows that the perceptual tone/noise ratio of merged IRNs is
closely related to the statistics of the stimuli, and it leads to a
simple rule for predicting the perceptual tone/noise ratio of
merged IRNs. The form of the extended AC model does not,
however, shed much light on the functioning of the auditory
system. In Sec IV we show that the multi-channel, autocor-
relogram~ACG! model of Pattersonet al. ~1996! can also
explain the merged IRN data provided the model is extended
to simulate auditory loss of phase locking. The time-domain
model is considerably more complicated than the simple AC
model, but it has the advantage of explaining the relationship
between delay difference and perceived tone/noise ratio in
auditory terms.

FIG. 1. Average psychometric functions for merged
IRNs with a delay difference of 0.1 ms,
IRNM(16,0.1,n); that is, the proportion of standard
choices plotted as a function of the signal-to-noise ratio
of the standard stimulus. The open symbols show the
data; the filled symbols show thefit from the simple
AC model. The bold line with open symbols shows the
average data for the single IRN~16,4!. A merged IRN
with dd of 0.1 has to have 256 iterations to be more
tonal than a single IRN with four iterations.

FIG. 2. Average psychometric functions for merged
IRNs with a delay difference of 1.1 ms,
IRNM(16,1.1,n); that is, the proportion of standard
choices plotted as a function of the signal-to-noise ratio
of the standard stimulus. The open symbols show the
data; the filled symbols show thefit from the simple
AC model with the limiting constant,c, set to 0.2. The
bold line shows the average data for the single
IRN~16,4!. None of these merged IRNs is more tonal
than a single IRN with four iterations.
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A. The AC model and the PS measure for merged IRNs

Yost et al. ~1996! refer to the perceptual tone/noise ratio
of IRN as its pitch strength~PS!, and they have shown em-
pirically that the PS of a single IRN is an exponential func-
tion of h1, the height of the first peak in the normalized
autocorrelation function of the IRN wave. Thus, PS
5k10h1. The proportionality constant,k, has a value of 0.8.
In Pattersonet al. ~1996!, h1 was measured empirically for
both the test and standard stimuli by calculating the average
value for all of the tokens of each type of stimulus in the
experiment. Then, these values were used to fit psychometric
functions to the data set as a whole. The matching points
produced by this autocorrelation model are shown by filled
squares in Fig. 3; they show the signal-to-noise ratio of the
standard stimulus required to produce the sameh1 as the
corresponding IRN(16,n). The model provides reasonable
estimates of the matching points overall, so the simple AC
model was extended to the case of merged IRNs.

Using the longterm autocorrelation function, Yostet al.
~1996! showed that the height of AC1 for single IRNs is

h1IRN5n/~n11!. ~1!

Recently, Bilsen~personal communication! and Hartmann
~personal communication! have both shown how the same
relationship can be derived using the longterm power spec-
trum of the stimulus. To explain the matching-point data for
merged IRNs, the expression has to be extended both to
merged IRNs and the standard stimuli. The latter are com-
posed of an IRN~16, 256! and a random noise limited to the
same spectral band. Without the noise,h1 is simply 256/
~25611!. The noise reducesh1 as it increases in level rela-
tive to the IRN. For convenience, since the IRN~16,256! is
perceived as afigure against the noise background, we will
refer to the their energies asf andg, respectively, and to the

ratio of the noise power to the IRN power asr g/ f ~in linear
terms!. In this case,

h1SS5n/@~n11!~11r g/ f !#5256/@257~11r g/ f !#. ~2!

When g and f are measured in decibels,r g/ f is 10(g2 f )/10.
When the background level is low,h1 converges onn/(n
11); when their levels are equal,h1 is 0.53n/(n11).

The longterm autocorrelation function of a broadband,
merged IRN wave has narrow peaks at both of the compo-
nent delays. In the current studies, the two IRNs have the
same number of iterations and so the heights of these peaks
are the same, and they are both half the height of the first
peak in a single IRN. If the first peak is designatedh1IRNM

then

h1IRNM50.5•n/~n11!. ~3!

B. The merging of AC1 and AC2 in the AC model

The data show that PS does not immediately drop to half
its previous value when the delay of one IRN departs a frac-
tion of a millisecond from that of the other; rather, PS de-
creases progressively as the difference between the delays
increases. If we make the simple assumption that PS de-
creases linearly as the delay difference, dd, increases over
some limited range, then the relationship betweenh1IRNM

and dd is

h1IRNM5pddn/~n11!. ~4!

The proportionality constantpdd decreases from 1 to 0.5 as
dd increases from 0 to about 2 ms. This modified AC model
was used to calculate psychometric functions from the
matching experiment with merged IRNs. As in Patterson
et al. ~1996!, we assume that the psychometric function is a
cumulative normal function of the difference in pitch
strength between PSIRNM and PSSS, that is, a cumulative nor-
mal function of

PSIRNM2PSSS5k10pddn/~n11!2k10256/@257~11r g/ f !#. ~5!

Thek value was 0.8 as in the earlier paper. The data sets for
IRNM(16,0.1,n) and IRNM(16,1.1,n) were fitted separately,
varying pdd in steps of 0.0125 to determine the values that
produced the best fit in terms of the minimum squared re-
sidual. The values of pdd for IRNM(16,0.1,n) and
IRNM(16,1.1,n) were 0.80 and 0.69, respectively. The psy-
chometric functions produced by this model for the 0.1-ms
condition are presented in Fig. 1 by filled symbols. The
model underestimates the tone/noise ratio of IRNM~16,0.1,4!
a little ~compare the open and filled squares!, and it overes-
timates the tone/noise ratio of IRNM~16,0.1,256! a little
~open and filled upright triangles!, but it is a reasonable fit
given that there are 45 data points and only on free param-
eter, pdd. The fit to the data for the larger delay difference
~1.1! is similar in form but slightly more accurate; the fit is
omitted for brevity. The model underestimates the tone/noise
ratio of IRNM~16,1.1,4! as it does for IRNM~16,0.1,4! in
Fig. 1, but it does not overestimate the tone/noise ratio of
IRNM~16,1.1,256!. The fit presented with the 1.1-ms data in
Fig. 2 is described in the next subsection.

FIG. 3. Matching-points for single IRNs~squares! and merged IRNs with
delay differences of 0.1 ms~inverted triangles! and 1.1 ms~upright tri-
angles!. The base delay is 16 ms. The matching point is the signal-to-noise
ratio of the standard stimulus that leads to an equal probability of the listener
choosing the test or standard stimulus as the one with the stronger tone-to-
noise ratio. The solid lines show observed values. The dashed lines show
values from the simple AC model in which pitch strength is an exponential
function of the number of iterations.
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For each psychometric function, a line was fitted to
points between 20% and 80%, and the abscissa value where
the line crossed the 50% line was taken to be the tone/noise
ratio of the standard that matched that merged IRN. The
matching-point functions produced by this modified AC
model for both sets of merged IRN data, and for the single
IRN data, are presented in Fig. 3 by filled symbols and
dashed lines. The fits are surprisingly good for a model with
only one free parameter,pdd; the matching-point functions
for the merged IRNs have downwards curvature similar to
that of the data and the vertical position is approximately
correct.

C. Limitation of the linear merging of peaks

A detailed examination of the fit in Fig. 3 reveals that
the curvature of the matching-point functions from the model
is a little greater than that of the data, and the matching
points from the model fall consistently above the observed
values for smaller values ofn. The discrepancy indicates that
there is a lower limit to the linear relationship between dd
andh1 @Eq. ~4!#. To test this hypothesis, we inserted a small
limiting constant,c, into the denominators of the equations
for h1 as follows,

h1IRN5n/~n111c!, ~6!

h1IRNM5pddn/~n111c!, ~7!

and

h1SS5256/@~2571c!~11r g/ f !#, ~8!

respectively. The psychometric functions for both merged
and single IRNs were refitted using Eqs.~6!–~8! and varying
c in small steps to find the minimum rms residual. The opti-
mum value ofc was found to be 0.2 and matching points
were extracted from the psychometric functions associated
with this fit. The psychometric functions for the merged
IRNs with a dd of 1.1 are presented by filled symbols in Fig.
2. This version of the model still underestimates the tone/
noise ratio of IRNM~16,1.1,4! a little ~open and filled
squares!, but otherwise it is highly accurate. The fit to the
data for the smaller delay difference~0.1! is similarly im-
proved chiefly for IRNM~16,0.1,4!; the overestimate of the
tone/noise ratio for IRNM~16,0.1,256! remains like that in
Fig. 1. The fit is omitted for brevity. With regard to the
matching-point data, the inclusion ofc reduces the rms de-
viation for the fit to the single IRN from 2.02 to 0.76 dB; for
the merged IRN data, the average rms deviation is reduced
from 0.30 to 0.14 dB. This indicates that there is a significant
departure from the linear relationship betweenh1 and dd for
small values ofn, and that Eqs.~6!–~8! should be used
whenever conditions with smalln are involved. The values
of pdd for delay differences of 0.1 and 1.1 were found to be
0.81 and 0.695, respectively, which is virtually the same as
without c. It is not, however, obvious why the lower limit to
the relationship betweenh1 and dd should be 0.2.

III. AUTOCORRELOGRAM MODELS AND MERGED
IRN’S

In the final section of their paper, Pattersonet al. ~1996!
present two multi-channel, time-domain, versions of Licklid-
er’s ~1951! autocorrelation model of pitch perception, and
demonstrate that autocorrelograms~ACGs! produced by
these models produce matching points similar to those ob-
served with single IRNs. In this section, we briefly review
these ACG models, and note that when applied to merged
IRNs, they have the same problem as the simple AC model;
as the delay difference of the merged IRN increases from
zero, the height of the first peak drops too quickly to explain
the PS of merged IRNs. The failure is attributed to insuffi-
cient loss of phase locking at high frequencies in these audi-
tory models. One of the models is modified to produce
greater loss of phase locking, after which it is shown to pro-
vide a good explanation of the matching-point data from
both single and merged IRNs.

A. Existing ACG models and phase locking

The ACG model of Pattersonet al. ~1996! has three
stages like most other models of this type: In the first stage,
a gammatone auditory filterbank is used to simulate the spec-
tral analysis performed by the cochlea, and, in the second, a
bank of two-dimensional, adaptive-thresholding units is used
to simulate neural transduction. These two stages are taken
directly from the auditory image model~AIM ! described in
Pattersonet al. ~1992! and Patterson~1994!. Together they
produce a simulation of the neural activity pattern~NAP!
produced by the cochlea in response to a sound. The final
stage consists of a bank of autocorrelators, one for each
channel of the cochlea simulation. These autocorrelators
convert the NAP into an array of autocorrelation functions
referred to as an ‘‘autocorrelogram’’~Meddis and Hewitt,
1991!. The IRN stimuli produce autocorrelograms~ACGs!
with concentrations of activity in the columns around the
IRN delay and integer multiples of the delay. An example is
presented in Fig. 8 of Pattersonet al. ~1996!; the software
package for producing these autocorrelograms is described in
Pattersonet al. ~1995!. The relative strength of the IRN pitch
is assumed to be determined by the amount of activity at the
IRN delay, which is estimated by averaging across channels
to produce a summary autocorrelogram~SC! and measuring
the height,h18, of the first peak, SC1. The model of Meddis
and Hewitt ~1991! is very similar except that the neural
transduction stage is simulated by a bank of Meddis~1986!
haircells. In Pattersonet al. ~1996!, h18 values were calcu-
lated for the single IRNs and test stimuli with the ACG mod-
els of both Pattersonet al. ~1996! and Meddis and Hewitt
~1991!. The two models produced virtually identical
matching-point values,and the values were the same as
those of the simple AC model~Yost et al., 1996! where au-
tocorrelation is applied directly to the stimulus wave.

The neural transduction stages of these ACG models
have a known deficiency; they do not accurately represent
the loss of phase locking observed in the auditory nerve at
frequencies above about 1000 Hz. There is essentially no
loss of phase locking in the model of Pattersonet al. ~1996!
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and the loss of phase locking in Meddis and Hewitt~1991! is
considerably less than that observed physiologically. As a
result, these original ACG models have the same problem as
the simple AC model; the peaks produced by IRNs are nar-
row andh18 drops too rapidly with delay difference to ex-
plain the PS of the merged IRNs.

In the cochlea, the inner haircell receptor potential os-
cillates at the stimulus frequency up to very high frequen-
cies, but the haircell membranelow-pass filtersthe receptor
potential, which results in a progressive reduction with in-
creasing frequency in the synchrony index as measured in
primary auditory nerve fibers~e.g., Johnson, 1980!. The re-
ceptor potential is strongly asymmetric and so the oscillation
is essentially a half-wave rectified version of basilar mem-
brane motion. As a result, the effect of the low-pass filter is
like that of a leaky integrator, or temporal window; high
frequency components are reduced in level, low-frequency
components are augmented in level, and there is a small
increase in overall level that increases with the time constant
of the low-pass filter. Thus, the low-pass filtering does not
cause the overall firing rate to decrease with increasing cen-
ter frequency; rather the degree of phase locking decreases
because the oscillating component on which it depends be-
comes an ever smaller portion of the total potential as fre-
quency increases. Excellent illustrations of the physiological
processes are presented in Weiss and Rose~1988a, Fig. 1!
and Russell and Palmer~1992, Fig. 1!. To simulate the per-
ceptual effects of the loss of phase locking, a bank of low-
pass filters with variable order was added to the transduction
stage of AIM1 ~Release 8.2, 1997!, one for each channel of
the auditory filterbank. The default cutoff frequency was
1200 Hz and the default order was two, so the rate of attenu-
ation beyond the cutoff frequency was 12 dB per octave.
Autocorrelograms of single IRN stimuli produced with AIM
are illustrated in Yostet al. ~1998, Figs. 4 and 5! and Grif-
fiths et al. ~1998, Fig. 2!. The temporal detail becomes more
and more blurred as filter center frequency increases in these
autocorrelograms, but the overall level of activity remains
roughly constant.

With regard to the fitting of the merged IRN data, the
important relationship is that between the filtering action of
the haircell and the synchrony index used to summarize tem-
poral precision in primary fibers. Weiss and Rose~1988a!
have studied this relationship and concluded that, to explain
the rapid loss of synchrony above the cutoff frequency, it is
necessary to assume that there are at least four consecutive
stages of simple low-pass filtering applying no less than 24
dB/oct of attenuation above the cutoff frequency. They argue
that there are three extra stages of low-pass filtering in the
haircell beyond that observable at the cell membrane, and
they speculate as to their origin. Subsequently, Weiss and
Rose~1988b! make a detailed comparison of the cutoff fre-
quencies and attenuation rates of the synchrony indices mea-
sured in alligator lizards, guinea pigs, and cats. They report
that the cutoff frequency varies considerably from about 400
Hz in lizards to about 1200 Hz in cats, but that the rate of
loss of synchrony beyond the cutoff frequency is remarkably
uniform across species. Accordingly, we set the order of the
low-pass filters in AIM to four~24 dB/oct slope! and fitted

the merged IRN data repeatedly, varying the time constant,
tc, between fits. The best temporal resolution is in channels
near the low-frequency edge of the stimulus~0.8 kHz!,
whereas the effect of the number of stages is most pro-
nounced at frequencies well above the cutoff. As a result, the
fitting process is more sensitive to the cutoff frequency of the
low-pass filter rather than the order within the range being
considered~two to four stages!.

B. PS and the phase-locking time constant

Four versions of the ACG model with tc values of 0.05,
0.1, 0.2, and 0.4 ms were created to produce models with
cutoff frequencies of approximately 3200, 1600, 800, and
400 Hz, respectively. The SCs produced by these models in
response to a merged IRN with 16 iterations and a 1.1-ms
delay difference@IRNM~16,1.1,16!# are presented in the left-
hand column of Fig. 4; the right-hand column shows the SCs
produced by the same ACG models in response to the stan-
dard stimulus@SS~3!# with matching pitch strength. The up-
per left-hand panel shows that when dd is 1.1 and tc is 0.05,
the peaks at the merged IRN delays are narrow and do not
interact. In this case, the relationship betweenh18 and dd
decreases too rapidly to explain the PS of merged IRNs. As
tc increases from 0.1 to 0.2, the peaks merge progressively,
and, when tc is 0.4, the peaks are completely merged. This is
the important aspect of the simulation of loss of phase lock-
ing for present purposes, and it indicates that the time con-
stants of interest are in the range from 0.1 to 0.4 ms. As a
result, these three versions of the ACG model were fitted to
the merged IRN data.

For each value of tc, we generated a sequence of 10
ACGs at 40-ms intervals, for 20 samples of each type of test
and standard stimulus in both the single- and merged-IRN
experiments—a total of 5600 ACGs for each time constant
@10*20* ~51414!110*20* ~15!#. We used 20 samples of

FIG. 4. Summary autocorrelograms for IRNM~16,1.1,16!, where the com-
ponent IRNs have delays of 16 and 17.1 ms~left column!, and the standard
stimulus that produces a matching pitch strength@SS~3!# ~right column!. The
rows show the effect when loss of phase locking is simulated by low-pass
filtering each channel of the NAP with cutoff frequencies of 3200, 1600,
800, or 400 Hz. The peaks of the component IRNs merge as the cutoff
frequency is lowered to 800 Hz~left column!.
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each stimulus type because the merged IRN stimuli exhibited
considerable variability. The SCs were produced for each
ACG, and the 10 SCs for a given sample were then averaged
to produce the basic summary of pitch-strength information
for that sample of that stimulus type with that time constant.
Thus, the analysis is based on three sets of 560 average SCs,
one set for each time constant. For each test and standard
stimulus, we averaged the SCs for the 20 samples and deter-
minedh18 for that stimulus type. For each of the single and
merged IRNs, we determined the standard stimulus whose
h18 was just greater than that of the given test stimulus, and
the standard stimulus whoseh18 was just less than that of
the test stimulus. Then, by interpolation, we determined the
signal-to-noise ratio of the standard stimulus whose pitch
strength would match that of the given IRN~single or
merged!.

The ACG models with time constants of 0.1, 0.2, and
0.4 ms all produced good fits with rms errors of 1.4, 1.3, and
1.5 dB, respectively. The average rms deviation for the
0.2-ms model is comparable to that for the simple autocor-
relation model~1.3!, and, in that case, the matching points of
the single and merged IRNs were fitted separately. The ob-
served matching points are compared with those from the
ACG model with the 0.2-ms time constant in Fig. 5; the fit is
quite similar to that of the simple AC model whenc is zero
~Fig. 3!. Thus, when the ACG model is modified to include
loss of phase locking, it immediately produces a good fit to
the matching-point data of both single and merged IRNs
taken together; the only free parameter is the time constant.

The summary ACGs exhibit two additional effects that
are not observed in the AC of the stimulus wave:~1! The
summary ACGs slope downwards to the right. This is be-
cause the duration of the segment used to calculate the auto-
correlation in the auditory model is limited to 70 ms~Patter-
sonet al., 1996!, and this limits the amount of activity that
can occur at long lags.~2! Low-pass filtering causes the cor-
relation values at shorter lags to increase with tc in these

normalized ACGs; for example, the value at 5 ms increases
from just over 0.2 to just under 0.6 as tc increases from 0.05
to 0.4 ms. As the low-pass filter smoothes the neural activity
pattern, it reduces the differences between points that are
close in time. This increases the correlation at shorter delays,
and the effect increases with tc. Neither of these properties of
the auditory model is important, however, when modeling
the perceptual tone/noise ratio of the current IRNs.

The implications of the ACG model for the pitch values
produced by merged IRNs are considered in the Appendix.
Briefly, the study indicates that listeners match to the aver-
age delay when dd is 0.1 and to the shorter of the two delays
when dd is 1.1.

C. Pitch strength and the SC peak at 32 ms

The primary discrepancy between the observed match-
ing points and those of the ACG model in Fig. 5 is for
merged IRNs with a 0.1-ms delay difference~down-pointing
triangles!. All four model values are greater than the ob-
served values. Moreover, the same discrepancy exists when
the time-constant is 0.1 or 0.4 ms; this set of four matching
points move vertically as a group as the time constant is
varied. There are no free parameters in the ACG model to
adjust the grand mean of the matching points from the model
to the grand mean of the observed matching points; there is
only the one fitting parameter, tc. In this sense, the fit of the
ACG model with loss of phase locking is surprisingly good.
On the other hand, there remains a consistent deviation
which suggests that there may be something more to be
learned from the data. Accordingly, we briefly considered
modifications to the pitch strength measure to determine
whether the rms error could be reduced and what it might
mean in terms of the ACG model.

The SCs of the standard stimulus, SS~3!, in the right-
hand column of Fig. 4 contain a secondary peak at 32 ms
associated with higher-order iterations. The peak is small or
absent in the SCs for IRNM~16,1.1,16! in the left-hand col-
umn. If pitch strength is determined by the sum of the peri-
odicity information in the 16- and 32-ms regions, then we
may have been underestimating the PS of the standard stimu-
lus relative to that of the test stimulus by a small amount.
Yost ~1997! has argued that the height of the largest peak in
the AC function can explain the data on PS and PS discrimi-
nation in virtually all cases, and that secondary peaks do not
appear to contribute to PS. Nevertheless, we thought it worth
investigating whether the inclusion of the peak at 32 ms in
the PS measure would affect the matching points produced
by the ACG model.

The analysis was limited to the 0.2-ms time constant.
The PS values were recalculated adding the height of the SC
function at 32 ms toh18, and recalculating the matching
points for the single and merged IRNs as before. The modi-
fication reduced the rms deviation of the fit from 1.3 to 1.0
dB, but at the same time, it led to an underestimation of the
observed matching points for IRNs with eight or more itera-
tions. The main effect was simply to lower all of the match-
ing points produced by the model rather than improving the
pattern of the fit, which suggests that the peak at 32 ms does
not play an important role in determining PS.

FIG. 5. Matching-points for single IRNs~squares! and merged IRNs with
delay differences of 0.1 ms~inverted triangles! and 1.1 ms~upright tri-
angles!, as in Fig. 3. The dashed lines show values from an ACG model in
which pitch strength is associated with the height of the first peak in the
summary autocorrelogram.
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IV. SUMMARY AND CONCLUSIONS

Combining two IRNs with the same number of iterations
and slightly different delays reduces the perceived tone-to-
noise ratio substantially, and the reduction increases with the
difference between the delays up to 1.1 ms, at least. When
measured with a ‘‘standard stimulus’’ composed of an
IRN(d,256) and a random noise, the average effect is
equivalent to a reduction of 4 dB in the signal-to-noise ratio
of the standard when the delay difference is as little as 0.1
ms. In this case, the delay difference is only 0.62% of the
base delay, 16 ms. When the delay difference is 1.1 ms, or
6.8% of the base delay, the average effect is equivalent to a
reduction of 7 dB.

The simple AC model of Yostet al. ~1996! was modi-
fied to make provision for interaction between peaks that
occur in close proximity in the AC function, and, with this
provision, the model produced excellent fits to the matching-
point data and to the psychometric functions from experi-
ments with single and merged IRNs.

The ACG model described by Pattersonet al. ~1996!
was also shown to produce a good fit to the matching-point
data when the degree of low-pass filtering in the neural trans-
duction module was increased to improve the simulation of
the loss of phase locking observed in the auditory nerve. The
order of the filter was increased to four and the cutoff fre-
quency was reduced to about 800 Hz. The advantage of the
ACG model is that the merging of the component IRNs
arises naturally from the loss of phase locking, and the same
model can explain other perceptual phenomena such as au-
ditory masking.
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APPENDIX: PITCH VALUES IN HIGH-PASS-FILTERED
MERGED IRNs

The summary autocorrelograms produced by the ACG
model ~left-hand column of Fig. 4! suggest that it might be
possible to produce another estimate of the time constant of
phase locking by measuring the pitches produced by merged
IRNs as a function of delay difference, dd, and noting the
smallest dd for which the merged IRN produces two distinct
pitches. This critical stimulus could then be presented to the
revised ACG model and the time constant, tc, could be var-
ied to determine the smallest value that produced a double-

peaked summary autocorrelogram, SC. A pilot study was
performed to measure the pitches produced by merged IRNs
and to evaluate the potential for estimating the phase-locking
time constant.

1. Method

Listeners were presented trials containing two 500-ms
observation intervals, both of which contained merged IRNs
whose component IRNs all had 16 iterations. The first inter-
val contained the test stimulus, IRNM~16,dd,16!, a merged
IRN with an average delay that was always 16 ms and a dd
that varied with condition. For example, IRNM~16,08,16!
was made up of one IRN with a delay of 15.6 ms and one
with a delay of 16.4 ms. The second interval contained the
comparison stimulus, IRNM~dc,0.4,16!, a merged IRN with
dd fixed at 0.4 and an average delay, dc, that was varied over
trials in the region of the delays of the test stimulus. For
example, IRNM~14.8,0.4,16! was made up of one IRN with
a delay of 14.6 ms and one with a delay of 15.0 ms. We used
a merged IRN as the comparison stimulus to minimize tim-
bre differences between the test and comparison stimuli. On
each trial, listeners were required to indicate whether the
pitch of the second interval was higher, the same, or lower
than that of the first interval. There was no trial-by-trial feed-
back. There were six test IRNMs with dd values of 0.4, 0.8,
1.2, 1.6, 2.4, or 3.2 ms.

Trials were grouped into sets of nine during which the
test stimulus was fixed to simplify the task, and at the start of
each set of nine trials, the test stimulus was played three
times on its own. Within the set of nine trials, the average
delay of the comparison stimulus, dc, was varied over a
range of 1.8 ms in 0.2-ms steps. In one set of nine trials the
dc range was centered on the shorter of the two delays in the
test stimulus; in a counterbalancing set, it was centered on
the longer of the two delays in the test stimulus. The 12 sets
of trials generated in this way were presented as a group in a
random order in one run. In a separate run the comparison
stimuli were all shifted up 0.1 ms, so that the data from the
combined set of 24 runs would have a delay resolution of 0.1
ms.

In one condition, the order of the trails within a set was
randomized so that the pitch of the comparison stimulus was
not predictable. However, the PS of these high-pass-filtered
IRNMs is weak and sometimes the pitch is ambiguous, so
this condition is relatively difficult. Accordingly, in another
condition, the comparison stimuli were presented in order of
their delay, with the initial delay being either longer than the
longer delay of the test stimulus, or shorter than the shorter
delay of the test stimulus. In these conditions, the listener
could hear the pitch of the comparison stimulus approaching
that of the test stimulus on successive trials which made it,
arguably, easier to identify the matching point.

Three experienced listeners participated in the experi-
ment. They were given several initial training runs with the
cutoff of the highpass filter at 0.4 kHz to produce stimuli
with stronger pitches. The entire experiment was then per-
formed first with the high-pass cutoff at 0.4 kHz and then
with it at 0.8 kHz, the value in the main experiment.

Psychometric functions were produced by assigning val-
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ues of 1, 0.5, and 0 to responses indicating that the second
interval contained the ‘‘higher,’’ ‘‘same,’’ or ‘‘lower’’ pitch,
respectively, and plotting response value as a function of dc,
the average delay of the comparison stimulus. Examination
of the individual psychometric functions indicated that there
was good agreement over conditions and across listeners for
values of dd up to 1.2 ms. Consequently, the data were av-
eraged across listeners and over procedures~blocked versus
random! and psychometric functions were fitted to the aver-
age data by eye to determine the average pitch match for
each delay difference. The pitch match was taken to be the
value of dc where the value of the psychometric function was
0.5.

2. Results for small dd and the higher filter cutoff

The pitch matches for the condition with the high-pass
cutoff of the filter at 0.8 kHz are presented by squares in Fig.
A1. The ordinate is the delay difference of the test stimulus,
IRNM~16,dd,16! and the abscissa is the average delay of the
comparison stimulus, dc, that produced a pitch match. The
vertical line at 16 ms is where pitch matches occur if listen-
ers match to the average of the two delays in the test stimu-
lus. The negative diagonal to the left of the vertical line is
where they occur if listeners match to the shorter of the de-
lays in the test stimulus~higher pitch!, and the positive di-
agonal is where they occur if listeners match to the longer of
the two delays~lower pitch!.

The data show that, when the delay difference is small
~0.4 or 0.8 ms!, listeners matched to a value just below the
average delay of the test stimulus~squares at 15.9 ms!. When
the delay difference is 1.2 or 1.6, listeners matched to the
shorter of the delays in the test stimulus. In these four con-
ditions, the average psychometric functions were steep, indi-
cating~a! that there is no ambiguity in the match and~b! that
all three listeners produced the same match. This was true
even in those runs where the pitch of the comparison stimu-

lus started well below the pitch of the longer delay and pro-
gressed regularly upwards through the region of the longer
delay; listeners continued to indicate that the comparison
pitch was lower than the test pitch up until it reached the
region of the shorter delay~higher pitch!. With regard to the
perceived pitch in the main experiment of the paper, this
indicates that there was one dominant pitch in all conditions
of that experiment. When the delay difference was 0.1, lis-
teners were most probably hearing the pitch associated with
the average of the two delays~1/16 ms!. When the delay
difference was 1.1, they were most probably hearing the
pitch associated with the shorter of the two delays~1/14.9
ms!.

These pitch data are consistent with the modified ACG
model in which the time constant of the low-pass filters is
0.2 ms. Consider the summary ACG for the
IRNM~16,1.1,16! when tc is 0.2 in the left-hand column of
Fig. 4. The peaks of the two component delays are largely
merged into one broad-topped peak. A close examination,
however, reveals that there are two, minor, local maxima on
top of the broad peak, and the one associated with the shorter
delay~on the left! is higher than the one associated with the
longer delay, due to the gradual decline in the ACG function
with increasing lag. Thus, strictly speaking, when tc is on the
order of 0.2, the ‘‘first peak in the SC’’ does actually occur at
the shorter delay, and this could be used to explain listeners
matching to the shorter delay. The difference between the
heights of the local maxima is small, and to explain the
dominance of the higher pitch, one would probably need to
postulate that the difference is enhanced in a subsequent
stage of processing. For present purposes, however, it is suf-
ficient to note that the model is not inconsistent with the data
of the pilot study.

3. Results for small dd and the lower filter cutoff

When the cutoff of the low-pass filter is reduced to 0.4
kHz, the pitch strength increases; the matching pitch values,

FIG. A2. Average pitch matches for three listeners to merged IRNs with
delay differences in the range 0.4 to 3.2 ms. The base delay was 16 ms and
the stimuli had 16 iterations. The left and right diagonal lines show the
positions of matches to the shorter and longer delays of the merged IRN,
respectively. The stimuli were high-pass filtered at 0.4 kHz.

FIG. A1. Average pitch matches for three listeners to merged IRNs with
delay differences in the range 0.4 to 3.2 ms. The base delay was 16 ms and
the stimuli had 16 iterations. The left and right diagonal lines show the
positions of matches to the shorter and longer delays of the merged IRN,
respectively. The stimuli were highpass filtered at 0.8 kHz as in the main
experiment.
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however, are similar to those with the higher cutoff as shown
in Fig. A2. When dd is small~0.4 or 0.8 ms!, the matches are
at the average delay of the comparison stimulus, 16 ms, and
when dd is 1.2 ms, the match is 15.5 ms, close to the shorter
delay of this merged IRN, 15.4 ms. Again the psychometric
functions are steep for these conditions, indicating that the
listeners heard one dominant pitch and it was the same for all
of them. When dd was 1.6 ms, two of the listeners produced
inconsistent matching to comparison stimuli with delays be-
tween the two delays of the merged IRN, indicating that the
pitch was ambiguous. The third listener matched consistently
to the shorter delay. The results suggest that the dominance
of the pitch associated with the first peak is less than com-
plete with delays of 1.6 ms or more, for some listeners.

4. Results for larger dd

All of the listeners matched to the shorter delay in both
filter conditions when dd was 3.2 ms, and the psychometric
functions are steep, indicating that the pitch of the shorter
delay dominated the perception. However, when dd was 2.4
ms and dc was between the delays of the test stimulus, the
matching varied with listener, filter condition, and procedure.
The one consistent aspect of the data occurred with the high-
pass-filter cutoff at 0.4 kHz: in this case, when dc progressed
regularly from shorter to longer delays, all three listeners
matched to the shorter delay, and when it progressed regu-
larly from longer to shorter delays, all three listeners
matched to the longer delay. It is this pattern of matching
that the procedure was intended to reveal, but this is the only
condition in which it occurred consistently. When the order
of the comparison stimuli was random and dc was between
the delays of the test stimulus, the data were inconsistent and
the psychometric functions were relatively shallow. For large
dd, then, it appears that the stimulus is capable of eliciting
two different matches, but, on any one presentation, the per-
ception seems to settle on one of the two pitches and it is
difficult, if not impossible, to switch attention voluntarily to
the other pitch.

1Release 8.2 is the current default version of the AIM software package
which is available on the internet at http://www.mrc-cbu.cam.ac.uk/
personal/roy.patterson/aim or by anonymous ftp from ftp.mrc-cbu.
cam.ac.uk.
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Effects of ipsilateral and contralateral precursors on the
temporal effect in simultaneous masking with pure tones
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In tone-on-tone masking, thresholds often decrease as the onset of the signal is delayed relative to
the onset of the masker, especially when the frequency of the masker is higher than the frequency
of the signal. This temporal effect was studied here by using a tonal ‘‘precursor,’’ whose offset
preceded the onset of the tonal masker~and signal!. Under the right conditions, the precursor can
reduce or eliminate the temporal effect by decreasing the threshold for a signal at masker onset,
presumably for the same reason that the threshold decreases as a signal is delayed relative to the
onset of a masker. In the present study, the frequency of the signal was 4000 Hz, and the frequency
of the masker and precursor was typically 5000 Hz. In experiment 1, the precursor was presented to
the ear receiving the masker and signal~ipsilateral precursor!; in experiment 2, it was presented to
the opposite ear~contralateral precursor!. The results from experiment 1 can be summarized as
follows: the ipsilateral precursor~a! reaches its maximum effectiveness~in reducing the temporal
effect! for precursor durations of 200–400 ms;~b! is ineffective once the delay between its offset
and the onset of the masker reaches about 50–100 ms;~c! is generally ineffective when its level is
10 or more dB lower than the level of the masker, but is effective when its level is equal to or greater
than the level of the masker; and~d! becomes progressively less effective as its frequency is either
increased or decreased relative to the frequency of the masker. The results from experiment 2 can
be summarized simply by stating that the contralateral precursor is ineffective in reducing the
temporal effect. These results suggest that the effect of the precursor may be mediated peripherally.
© 2000 Acoustical Society of America.@S0001-4966~00!01003-1#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Ba@DWG#

INTRODUCTION

Numerous investigators have shown that the threshold
for a brief signal can be higher if that signal is presented near
the beginning of a longer duration masker than if it is pre-
sented well after masker onset~e.g., Samoilova, 1959;
Scholl, 1962; Zwicker, 1965a, b; Elliott, 1965, 1967, 1969;
Green, 1969; Fastl, 1976, 1977, 1979; Bacon and Viemeister,
1985b; McFadden and Wright, 1990, 1992; Schmidt and
Zwicker, 1991; Wright, 1997!. The masker that is typically
used to observe this temporal effect is either a broadband
noise or a tone; the broadband noise maskers usually overlap
the signal spectrally, whereas the tonal maskers usually do
not. The effect with broadband noise maskers is usually
termed ‘‘overshoot,’’ whereas that with tonal maskers is
known by a variety of names, including overshoot. In the
present paper, we refer to the phenomenon—regardless of
masker type—simply as a temporal effect. As yet, a satisfac-
tory understanding of the mechanisms underlying the tempo-
ral effect does not exist, nor is it even clear whether the
underlying processes are the same for broadband and tonal
maskers.

There are some similarities between the results obtained
with the two types of masker that could be taken as evidence
that the mechanisms underlying the temporal effect with the
two are the same. For example, the time course of the

effect—determined by measuring the threshold for a brief
signal as a function of its temporal position within the
masker—is similar for noise and tonal maskers~for noise:
Zwicker, 1965a, b; Elliott, 1965, 1969; Fastl, 1976; for
tones: Green, 1969; Bacon and Viemeister, 1985b; Bacon
and Moore, 1986a!. Moreover, for both types of masker, the
existence of masker energy at frequencies above the signal
frequency appears to be most important~for noise: McFad-
den, 1989; Schmidt and Zwicker, 1991; Bacon and Smith,
1991; Carlyon and White, 1992; Oversonet al., 1996; for
tones: Bacon and Viemeister, 1985a, b; Bacon and Moore,
1986b!. Finally, the temporal effect with both types of
masker is reduced by cochlear hearing loss~for noise: Car-
lyon and Sloan, 1987; Champlin and McFadden, 1989; Mc-
Fadden and Champlin, 1990; Bacon and Takahashi, 1992;
for tones: Baconet al., 1989; Kimberlyet al., 1989!.

However, there are also some differences in the results
with broadband and tonal maskers that could be taken as
evidence that the mechanisms underlying the temporal effect
with the two types of masker are different. For example, the
effect with broadband maskers is considerably larger at high
than at low signal frequencies~Zwicker, 1965a; Fastl, 1976;
Bacon and Takahashi, 1992!, whereas the effect with tonal
maskers is essentially independent of signal frequency~Ba-
con and Moore, 1986a!. In addition, the effect with broad-
band maskers requires fairly short signals~Fastl, 1976!,
whereas the temporal effect with tonal~or off-frequency
narrow-band noise! maskers has been observed with botha!Electronic mail: spb@asu.edu
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short ~e.g., Bacon and Viemeister, 1985a, b! and long
~Viemeister, 1980; McFadden and Wright, 1992! signals. Fi-
nally, the effect with broadband maskers declines at high
masker levels~Bacon, 1990!, whereas the effect with tonal
maskers continues to increase or reaches an asymptote at
high masker levels~Green, 1969; Bacon and Viemeister,
1985a!.

One of the most popular explanations for the temporal
effect in simultaneous masking is peripheral adaptation
~Green, 1969; Viemeister, 1980; Bacon and Viemeister,
1985a, b; Bacon and Smith, 1991!. This is based on the fact
that, at the level of the auditory nerve, the response to an
increment in level~the signal! is independent of where in
time that increment occurs, whereas the initially large re-
sponse to a pedestal~the masker! declines or adapts over
time ~Smith and Zwislocki, 1975; Smith, 1977, 1979!. Thus,
the neural signal-to-masker ratio increases with time. Al-
though appealing, this explanation cannot account for vari-
ous aspects of the results, such as: the temporal effect with
tonal maskers is largest for maskers higher in frequency than
the signal~Bacon and Viemeister, 1985a, b!; the effect with
noise maskers depends upon frequency regions outside the
critical band centered at the signal frequency~Zwicker,
1965b; McFadden, 1989; Bacon and Smith, 1991; Schmidt
and Zwicker, 1991; Carlyon and White, 1992!; and the size
of the temporal effect is typically much larger than the 3–5
dB that is predicted on the basis of neural adaptation~e.g.,
Zwicker, 1965a, b; Viemeister, 1980; Bacon and Viemeister,
1985a; McFadden, 1989; Bacon, 1990!.

Others have argued that the ‘‘cochlear amplifier’’ is
somehow involved in the temporal effect~Champlin and Mc-
Fadden, 1989; Kimberleyet al., 1989; McFadden and Cham-
plin, 1990; von Klitzing and Kohlrausch, 1994!. This is
based primarily on the fact that temporary hearing loss due
to aspirin ingestion~McFadden and Champlin, 1990! or
acoustic overstimulation~Champlin and McFadden, 1989! as
well as permanent sensorineural hearing loss~Kimberley
et al., 1989; Baconet al., 1989; Bacon and Takahashi, 1992!
significantly reduces the temporal effect. However, given
that the action of the cochlear amplifier itself is essentially
instantaneous, and apparently does not diminish during the
course of~nondamaging! stimulation, the amplifier itself—or
even in combination with peripheral adaptation—cannot
completely account for the temporal effect.

Recently, it has been suggested that the efferent system
may be involved in the temporal effect with broadband noise
maskers~Schmidt and Zwicker, 1991; Turner and Doherty,
1997!, presumably through the influence of neurons from the
medial olivocochlear system on the outer hair cells~cochlear
amplifier!. The majority of these neurons responds best to
ipsilateral stimulation, with a minority responding best to
contralateral stimulation~Liberman, 1988!. The efferent sys-
tem requires about 200 ms to reach its maximum effective-
ness~e.g., Warren and Liberman, 1989!, and thus its time
course is consistent with the time course of the temporal
effect. Furthermore, physiological experiments conducted at
the level of the auditory nerve~Kawase and Liberman, 1993;
Kawaseet al., 1993! have demonstrated that activation of the
efferent system can enhance the neural response to a tonal

signal embedded in noise. Thus, it is possible that the de-
crease in threshold with increasing signal delay reflects the
relatively slow activation of the efferent system. Turner and
Doherty ~1997! conducted a psychophysical experiment to
evaluate this possibility. They measured the temporal effect
both with and without a contralateral ‘‘precursor,’’ a 200-ms
broadband noise~presented to the ear opposite that receiving
the signal and masker! whose offset preceded the onset of
their broadband masker by 10 ms. Their precursor reduced or
eliminated the temporal effect by reducing the threshold for a
signal near masker onset~it had no effect when the signal
was presented in the temporal center of their 400-ms
masker!. Although many others had previously shown that a
precursor can reduce or eliminate the temporal effect with
broadband maskers~e.g., Zwicker, 1965a; McFadden, 1989;
Bacon and Smith, 1991; Oversonet al., 1996!, the precursor
in those studies was always presented to the ipsilateral ear,
and thus the effect of the precursor could have been mediated
at least partly by, for example, peripheral adaptation. In
Turner and Doherty’s study, however, because the precursor
was presented to the contralateral ear, its effect could not be
mediated via peripheral adaptation.

To date, no one has used precursors—ipsilateral or
contralateral—with tonal maskers.1 Thus, the purpose of the
present study was to examine in detail the effects of both
ipsilateral and contralateral precursors on temporal effects
with tonal maskers, with the hope of providing additional
insight into the processing underlying this temporal effect. In
a companion paper~Bacon and Liu, submitted!, we describe
our work on the influence of ipsilateral and contralateral pre-
cursors on the temporal effect with broadband noise maskers.

I. GENERAL METHOD

A. Apparatus and stimuli

All stimuli were digitally generated and produced at a
50-kHz sampling rate using a digital array processing card
~TDT AP2! and digital-to-analog converter, or DAC~TDT
DD1!. In conditions without a precursor, the signal~quiet
thresholds! or signal and masker~masked thresholds! were
presented through a single channel of the DAC. When the
precursor was presented to the ipsilateral ear, the precursor,
masker, and signal were presented through that same single
channel. When the precursor was presented to the contralat-
eral ear, the precursor was presented through a second chan-
nel. The output of each channel was low-pass filtered at 8
kHz ~TDT FT6!, attenuated~TDT PA4!, and routed via a
headphone buffer~TDT HB6! to a TDH-49P headphone
mounted in an MX/51 cushion.

The signal was a 4000-Hz tone; its duration was 20 ms.
Unless stated otherwise, the masker was a 5000-Hz tone with
a duration of 400 ms. This masker-signal frequency ratio
~1.25! is one where the temporal effect is usually maximal
~Bacon and Viemeister, 1985a; Bacon and Moore, 1986a!.
The signal was presented either at the beginning~0-ms de-
lay! or in the temporal center~190-ms delay! of the masker;
the difference between those two thresholds defines the mag-
nitude of the temporal effect. The precursor was typically a
5000-Hz tone; its duration was either varied systematically
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~experiment 1a! or was fixed at 400 ms. The delay between
the offset of the precursor and onset of the masker was either
varied systematically~experiment 1b! or was fixed at 0 ms.
Throughout, all stimulus durations include 10-ms cos2 rise/
fall times, and all durations and delays are determined from
0-voltage points. The level of the signal was varied adap-
tively via the array processor. Unless otherwise stated~see
experiment 1c!, the levels of the masker and precursor were
fixed at 80 dB SPL. A similar set of conditions in which the
signal was at 1000 Hz and the masker and precursor were at
1250 Hz is described in the Appendix.

B. Procedure

The conditions within a given experiment were tested in
random order. Testing was completed in a single-walled,
sound-attenuating chamber located within an acoustically
treated room. An adaptive, two-interval forced-choice para-
digm was used with a three-down, one-up decision rule that
tracked 79.4% correct~Levitt, 1971!. The signal was pre-
sented in one of the two intervals~chosen at random!, and
the subjects’ task was to choose the interval that contained
the signal by pressing one of two buttons on a response
panel. Lights were used to indicate when the signal might
occur and to provide correct-answer feedback. The time be-
tween the two observation intervals always included 500 ms
of silence. A run consisted of 12 reversals; the threshold
estimate for a given run was the mean level at the last 10
reversals. The initial step size of 5 dB was reduced to 2 dB
after the second reversal. Runs were discarded on the rare
occasions when the standard deviation of the threshold esti-
mate was greater than 5 dB. Three threshold estimates, ob-
tained on separate days, were averaged to produce a thresh-
old for a given condition. If the standard deviation of this
average was greater than 3 dB, an additional estimate was
obtained and included in the average. This continued until
the standard deviation was less than 3 dB, or a total of six
estimates was obtained and averaged. Most~96%! of the
thresholds obtained here had a standard deviation less than
3 dB.

C. Subjects

Three individuals participated. Of these, two were fe-
male~S2 and S3! and one was male~S1!. They ranged in age
from 21–33 years, and had thresholds of 15 dB HL or lower
~ANSI, 1989! for octave test frequencies from 500 to 8000
Hz. The subjects had at least 3 h of practice prior to data
collection. Except for S1~the second author!, the subjects
were paid for their participation.

II. EXPERIMENT 1: IPSILATERAL PRECURSORS

The first experiment explored various aspects of the ef-
fects of ipsilateral precursors. In particular, we examined the
effects of precursor duration~experiment 1a!, precursor-
masker delay~experiment 1b!, relative precursor level~ex-
periment 1c!, and relative precursor frequency~experiment
1d!. The purpose of this experiment was to determine
whether ipsilateral precursors reduce the temporal effect with
tonal maskers, and to explore the conditions under which this
occurs. This experiment will thus provide data for compari-
son with contralateral tonal precursors~experiment 2!, and
for comparison with comparably obtained data in the litera-
ture with noise maskers and ipsilateral noise precursors.

A. Experiment 1a: Precursor duration

1. Rationale and conditions

The purpose of this experiment was to assess the effect
of precursor duration, and to determine the duration that pro-
vides maximum effectiveness. Thresholds were measured for
the signal positioned at the beginning or the temporal center
of the masker, both with and without a precursor. When
present, the duration of the precursor was 50, 100, 200, or
400 ms. There was no delay between the offset of the pre-
cursor and the onset of the masker.

2. Results

The individual and mean results are shown separately in
Fig. 1. Within each panel, the dotted horizontal lines repre-
sent the thresholds obtained without a precursor, where the

FIG. 1. The threshold for a 20-ms signal presented at
the beginning of a 400-ms masker is shown as a func-
tion of the duration of a preceding precursor; there was
no delay between precursor offset and masker onset.
The signal frequency was 4000 Hz, and the masker and
precursor frequency was 5000 Hz. The horizontal dot-
ted lines indicate the threshold without a precursor, in
which case the signal was presented at the onset~top
line! or in the temporal center~bottom line! of the
masker. The quiet threshold for the signal was 18.3,
24.4, and 17.1 dB SPL for subjects S1, S2, and S3,
respectively.
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signal delay was either 0 ms~top line! or 190 ms~bottom
line!. The magnitude of the temporal effect~difference be-
tween these two thresholds! varies across subjects from
about 5 to 12 dB, and is about 7 dB on average. The mag-
nitude of the effect and the size of the variability across
subjects is comparable to that seen by others~e.g., Bacon and
Viemeister, 1985b; Bacon and Moore, 1986a!. The circles in
Fig. 1 indicate how the threshold for a signal at the begin-
ning of the masker~0-ms delay! is affected by the precursor.
Thresholds decrease markedly as the duration of the precur-
sor increases from 50 to 200 ms, and then either remain
constant~S1! or decrease a bit more~S2 and S3! as the
duration increases from 200 to 400 ms. The time course of
this effect is similar to that observed when measuring the
threshold for a brief signal as a function of the temporal
position of that signal within a longer duration masker~Ba-
con and Viemeister, 1985b; Bacon and Moore, 1986a!, as
would be expected. These results are also broadly similar to
the results obtained with both noise~Carlyon, 1987; Bacon
and Smith, 1991! and harmonic complex~Viemeister, 1980!
precursors and maskers.

For all subjects, the 50-ms precursor elevated thresholds
relative to the no-precursor condition by about 2 to 8 dB
~compare the left-most circle with the top dotted line!, per-
haps as a result of increasing the difficulty of the listening
task@i.e., the transient nature of the brief precursor may have
made it more difficult to detect the brief signal~see Bacon
and Moore, 1987!#. The 400-ms precursor, on the other hand,
reduced the threshold to a value similar to that obtained in
the no-precursor condition when the signal was presented in
the temporal center of the masker~compare the right-most
circle with the bottom line!.2 Further, because the 400-ms
precursor had no appreciable effect on threshold when the
signal was presented in the temporal center of the masker
~data not shown, but average thresholds changed by less than
0.3 dB!, these results indicate that a 400-ms precursor effec-
tively eliminates the temporal effect with tonal maskers. For
this reason, a 400-ms precursor was used in the remaining
experiments.

B. Experiment 1b: Precursor–masker delay

1. Rationale and conditions

The purpose of this experiment was to determine how
long it would take to ‘‘recover’’ from the effect of the pre-
cursor. The precursor had a duration of 400 ms, and the onset
of the masker followed the offset of the precursor by 0, 5, 10,
25, 50, 100, or 200 ms. The signal was positioned at the
beginning of the masker.

2. Results

The results are shown in Fig. 2. The dotted lines are
replotted from Fig. 1, as is the point at the 0-ms delay. In
general, the threshold increases as the precursor–masker de-
lay increases from 0 to 100 ms, but then changes very little
thereafter~for S3, threshold changes very little for delays
beyond 25 ms!. At the longest delays, the threshold is essen-
tially equal to the threshold obtained without a precursor~S1
and S2! or 2–3 dB below it~S3!, indicating that at this delay
the precursor has little effect. The time course of this recov-
ery is similar to that observed previously with noise precur-
sors and maskers~Zwicker, 1965a; Elliott, 1969; Carlyon,
1987; Bacon and Smith, 1991; Oversonet al., 1996; but see
McFadden, 1989!, although it is considerably shorter than
the recovery observed by Viemeister~1980! using an~in-
complete! harmonic complex for a precursor and masker.

C. Experiment 1c: Relative precursor level

1. Rationale and conditions

The purpose of this experiment was to determine
whether the effectiveness of the precursor is influenced by its
relative level. The duration of the precursor was 400 ms, and
the precursor–masker delay was 0 ms; the signal was pre-
sented at the beginning of the masker~0-ms delay!. The level
of the masker was 70 or 80 dB SPL, and the level of the
precursor was less than, equal to, or greater than the level of
the masker. The lower masker level was included to allow
for a larger range of precursor levels greater than the masker

FIG. 2. As Fig. 1, except the threshold is shown as a
function of the precursor–masker delay. The precursor
duration was 400 ms.
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level. In particular, we did not wish to use a precursor level
greater than 90 dB SPL, and thus the lower masker level
allowed a maximum relative level of 20 dB.

2. Results

The results for both masker levels are plotted in Fig. 3 in
terms of the size of the temporal effect at the various precur-
sor levels. The temporal effect is defined as the difference
between the threshold at the onset of the masker~with a
precursor! and the threshold in the temporal center of the
masker~but without a precursor!. The unconnected points at
the far left of each panel represent the size of the temporal
effect without a precursor; it is either independent of masker
level ~S1 and S2! or larger at the higher level~S3!. For the
most part, the precursor is effective in largely reducing or
eliminating the temporal effect only if its level is equal to or
greater than the level of the masker. There is a tendency for
the precursor to be somewhat less effective in reducing the
temporal effect at a relative level of 20 dB as compared to 10
dB; this may reflect forward masking of the signal by the
more intense precursor. Nevertheless, even at this higher
relative level, the precursor reduces the temporal effect. The
similar shape of the two curves within a panel suggests that
it is the relative level, and not the absolute level, of the
precursor that is important. These results are broadly similar
to the results obtained in previous investigations using noise
precursors and maskers~Zwicker, 1965a; Carlyon, 1987; Ba-
con and Smith, 1991; Hicks and Bacon, 1992; but see Car-
lyon, 1989!.

D. Experiment 1d: Relative precursor frequency

1. Rationale and conditions

In experiments 1a–c, the precursor and masker had the
same frequency as one another~5000 Hz!, and hence the
precursor could be viewed as an extension~backward in
time! of the masker. The purpose of this experiment was to
determine whether the precursor must have the same fre-
quency as the masker to be effective. In this experiment, the

frequency of the masker was fixed at 5400 Hz, and the fre-
quency of the precursor was varied from three semitones
below to four semitones above 5400 Hz. For each semitone
separation, the corresponding frequency~in Hz! was as fol-
lows: 23.0, 4541;22.0, 4811;21.0, 5097;20.5, 5246; 0.0,
5400; 0.5, 5558; 1.0, 5721; 2.0, 6061; 3.0, 6422; and 4.0,
6804. The masker frequency was chosen to be as high as
possible while still producing at least 5 dB of masking for a
signal in its temporal center. By having the highest possible
masker frequency, a greater range of precursor frequencies
below the masker frequency could be used without the pre-
cursor being too close in frequency to~and hence possibly
masking! the signal. Precursor duration was 400 ms, and
precursor–masker delay was 0 ms. The signal was presented
at the beginning of the masker~0-ms delay!.

2. Results

The results are shown in Fig. 4, where threshold is plot-
ted as a function of the relative precursor frequency~in semi-
tones!. The dotted horizontal lines have the same meaning as
in the previous figures, except these are now for the 5400-Hz
masker. The temporal effect is smaller here than with the
5000-Hz masker~Figs. 1–3!, ranging from about 4–6 dB.
Although there are some slight individual differences, all
subjects show a degree of tuning with regard to relative pre-
cursor frequency: the precursor is most effective~thresholds
are lowest! when its frequency is either equal to the masker
frequency or one to two semitones below it. These results
indicate that the precursor need not be equal in frequency to
the masker to be effective. The patterns in Fig. 4 are asym-
metric, in that thresholds increase more rapidly as the pre-
cursor moves above the masker frequency than as the pre-
cursor moves below the masker frequency. The asymmetry is
similar to that which is generally observed in peripheral au-
ditory filtering at moderately high levels~i.e., the high-
frequency side is sharper than the low-frequency side!. By
the time the precursor is either three semitones below the
masker frequency or one to two semitones above it, the
threshold in the presence of the precursor is similar to that

FIG. 3. The size of the temporal effect is shown as a
function of the level of the precursor relative to the
level of the masker. The temporal effect is defined as
the difference in the threshold for a 20-ms signal pre-
sented at the beginning of the 400-ms masker~and pre-
ceded by a precursor! and the threshold for the signal
presented in the temporal center of the masker~but
without a preceding precursor!. The signal frequency
was 4000 Hz, and the masker and precursor frequency
was 5000 Hz. The precursor duration was 400 ms, and
the precursor–masker delay was 0 ms. The masker
level was 80 dB SPL~filled circles! or 70 dB SPL~un-
filled circles!. The unconnected symbols to the left in-
dicate the temporal effect obtained without a precursor.
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obtained without the precursor~top dotted line!, indicating
that, in those conditions, the precursor is ineffective. On the
low-frequency side, the precursor may be ineffective, in part,
because it now forward masks the 4000-Hz signal.

III. EXPERIMENT 2: CONTRALATERAL PRECURSORS

A. Rationale and conditions

Turner and Doherty~1997! recently showed that a
broadband noise precursor can reduce or eliminate the tem-
poral effect with broadband noise maskers when the precur-
sor is presented to the ear opposite that receiving the masker
and signal. The purpose of this experiment was to determine
whether a similar effect could be observed with a tonal pre-
cursor and masker. The precursor and masker had a fre-
quency of 5000 Hz, and the signal had a frequency of 4000
Hz. The duration of the precursor was 400 ms, and there was
no delay between the offset of the precursor and the onset of
the masker. The signal was presented at the beginning~0-ms
delay! or in the temporal center~190-ms delay! of the
masker.

Subjects received at least 1 h of practice with the con-
tralateral precursor prior to data collection, and one addi-
tional practice run prior to each threshold estimate. These
estimates were obtained over 3 separate days.

B. Results

The results are shown in Table I~precursor present!,
along with the results obtained in experiment 1 without a
precursor~precursor absent!. As can be seen, the contralat-
eral precursor has little effect on threshold, whether the sig-
nal is presented at the beginning or in the temporal center of
the masker. The threshold in the presence of the precursor
tends to be within about 1.5 dB of that obtained without a
precursor; the most notable exception is for S3 in the 0-ms
condition, where the contralateral precursor increased thresh-
old by 4.1 dB. The lack of a clear decrease in threshold for a
signal at the beginning of the masker differs from the results
in experiment 1 with an ipsilateral precursor. The results also

differ from those of Turner and Doherty~1997! obtained
with a broadband noise masker and contralateral broadband
noise precursor.

IV. DISCUSSION

Although a considerable amount of research has focused
on temporal effects with tonal maskers, no one has previ-
ously used tonal precursors to study these effects~but see
footnote 1!. Numerous investigators have, however, used
noise precursors to examine temporal effects with broadband
noise maskers~e.g., Zwicker, 1965a; McFadden, 1989; Ba-
con and Smith, 1991; Oversonet al., 1996!, although, as
mentioned in the Introduction, it is unclear whether the
mechanisms underlying the temporal effects with the two
types of masker are the same. The use of precursors provides
certain advantages, in that they allow the examination of
various properties of the temporal effect that would other-
wise not be testable; indeed, only the information from ex-
periment 1a could be obtained without precursors. The re-
mainder of this section focuses on a discussion of possible
mechanisms that might underlie the temporal effect with
tonal maskers.

As discussed in the Introduction, it is unclear what
mechanisms underlie the temporal effect with tonal maskers,
although several possibilities have been proposed. The most
popular explanation is adaptation of auditory-nerve fibers,

FIG. 4. The threshold for a 20-ms signal presented at
the beginning of a 400-ms masker is shown as a func-
tion of the frequency of the precursor relative to the
frequency of the masker, in semitones. The masker fre-
quency was 5400 Hz, and the signal frequency was
4000 Hz. The actual precursor frequency, from left to
right along the abscissa, was: 4541, 4811, 5097, 5246,
5400, 5558, 5721, 6061, 6422, and 6804 Hz. The pre-
cursor duration was 400 ms, and the precursor-masker
delay was 0 ms. The horizontal dotted lines indicate the
threshold without a precursor, in which case the signal
was presented at the onset~top line! or in the temporal
center~bottom line! of the masker.

TABLE I. Results from experiment 2. The contralateral precursor was either
absent~data from experiment 1! or present. Thresholds~in dB SPL! are
given for the conditions where the signal was at the beginning~0-ms delay!
or in the temporal center~190-ms delay! of the masker. The size of the
temporal effect~in dB! is also given.

Precursor absent Precursor present

0 190 TE 0 190 TE

S1 35.7 30.7 5.0 36.9 29.5 7.4
S2 36.9 31.3 5.6 35.3 28.8 6.5
S3 39.4 27.9 11.5 43.5 27.7 15.8

Mean 37.3 30.0 7.3 38.6 28.7 9.9
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but it has also been suggested that the temporal effect may be
influenced by the cochlear amplifier and by the efferent sys-
tem. These possibilities are not necessarily mutually exclu-
sive.

The peripheral adaptation explanation depends on the
fact that the neural signal-to-masker ratio at the level of an
auditory-nerve fiber improves as a signal is delayed relative
to the onset of a masker~Smith and Zwislocki, 1975; Smith,
1977, 1979!. Although peripheral adaptation probably can-
not, by itself, completely account for the temporal effect,
certain aspects of the present results are consistent with an
adaptation-based explanation. In particular, the temporal
characteristics in terms of the growth and recovery are
broadly similar to those seen at the level of the auditory
nerve. For example, Harris and Dallos~1979! measured the
response to a short-duration, fixed-level signal presented af-
ter a longer duration ‘‘adaptor.’’ The onset response to the
signal was reduced by the adaptor. If we assume that, in the
psychophysical experiments, the onset response to the
masker is at least partly responsible for the higher threshold
for a signal near masker onset, and that the precursor can
reduce that onset response, then the physiological results of
Harris and Dallos may be relevant to understanding how the
precursor may influence the threshold for a signal near
masker onset. Harris and Dallos measured the growth of their
adaptation effect by varying the duration of their adaptor.
The effectiveness of the adaptor increased with increasing
adaptor duration up to about 100 ms. In the present study, the
effectiveness of the precursor was complete or nearly com-
plete for a precursor duration of about 200 ms. Harris and
Dallos measured the recovery function by varying the delay
between their adaptor and signal. The onset response to the
signal was near its unadapted level for delays longer than 50
ms, consistent with the present results showing a nearly com-
plete recovery of the temporal effect for precursor–masker
delays of about 50–100 ms.

The effect of relative precursor level is also consistent
with an adaptation-based explanation. If the precursor influ-
ences masked threshold by producing a certain amount of
adaptation, then one would expect the amount of that adap-
tation to decrease with decreasing level. In the present study,
the precursor was essentially ineffective when its level was
10 or more dB lower than the masker level. The precursor
was maximally effective when its level was equal to or
higher than the level of the masker. In some isolated cases
~Fig. 3, S1 and S2 at a 70-dB masker level!, the most effec-
tive precursor was 10 dB higher in level than the masker,
possibly because the precursor was producing even more ad-
aptation than when it was equal in level to the masker. At an
even higher relative level~20 dB!, however, the precursor
often became less effective, possibly because it was now
~forward! masking the signal.

The effect of relative precursor frequency is also consis-
tent with an explanation based on adaptation. In particular, if
one assumes that the precursor will be effective if it produces
sufficient excitation at the masker frequency place, then the
pattern of results seen in Fig. 4 can be understood in terms of
spread of excitation. At a general level, the broader tuning
towards the low-frequency side probably reflects the greater

upward than downward spread of excitation from the precur-
sor to the masker frequency. More specifically, the tendency
for the precursor to be effective only when its frequency is
from 22 to 0.5 semitonesre the masker frequency may re-
flect the fact that only those precursor frequencies produce
excitation at the masker frequency that is within 3 dB of the
excitation produced by the 5400-Hz masker@as determined
by an excitation pattern analysis based on Glasberg and
Moore ~1990!#.

Although the present results are consistent with an ex-
planation based on peripheral adaptation, certain aspects of
the results in the literature are inconsistent with the possibil-
ity that the temporal effect is based solely on adaptation of
auditory-nerve fibers. In particular, the effect is largest for
maskers higher in frequency than the signal~Bacon and Vi-
emeister, 1985a, b!, despite the fact that the amount of neural
adaptation is independent of stimulating frequency~Rhode
and Smith, 1985!. Also, the size of the effect is usually much
larger than the 3–5 dB that is predicted on the basis of pe-
ripheral adaptation~e.g., Bacon and Viemeister, 1985a, b;
Bacon and Moore, 1986a!. Thus, it seems clear that some
other processing must be involved.

The present study was motivated largely by the recent
results of Turner and Doherty~1997!, which suggested that
the temporal effect with broadband noise maskers was influ-
enced by the efferent system. They showed that a broadband
precursor presented to the ear contralateral to that receiving
the broadband masker and tonal signal could reduce or elimi-
nate the temporal effect. The influence of the efferent system
is presumably through the outer hair cells, as they are sus-
pected of being important for the temporal effect~Champlin
and McFadden, 1989; Kimberlyet al., 1989; McFadden and
Champlin, 1990; Bacon and Takahashi, 1992; von Klitzing
and Kohlrausch, 1994!. The present study, however, did not
find an effect of a contralateral precursor. The difference
between the two studies is almost certainly not due to indi-
vidual differences, as we have duplicated the difference in
results between the two types of masker within a single sub-
ject ~data not shown here!. In particular, one subject in a
companion paper with noise precursors and maskers~Bacon
and Liu, submitted! was evaluated with the stimuli used here
in experiment 2; that subject showed an effect of a contralat-
eral precursor with noise but not with tones.

The lack of an effect with a contralateral tonal precursor
could indicate one of two things. One possibility is that the
efferent system is not involved, and that the temporal effect
with tonal maskers is mediated peripherally, or at least at a
level in the nervous system prior to where inputs from the
two ears interact. Inasmuch as the efferent system may be
involved in the temporal effect with broadband noise
maskers, this would suggest that the mechanisms underlying
the temporal effect with the two types of masker are at least
somewhat different. As discussed in the Introduction, this
possibility is suggested by several differences in the results
with the two types of masker.

The other possibility is that the efferent system is in-
volved with the temporal effect, but that the contralateral
tonal precursor is ineffective in generating a sufficiently
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strong response in those efferent neurons that synapse in the
cochlea being stimulated by the masker and signal. The dif-
ference in effectiveness between ipsilateral and contralateral
tonal precursors may reflect the fact that the majority of ef-
ferent neurons from the medial olivocochlear system respond
best to ipsilateral stimulation~Liberman, 1988!. More re-
search is obviously needed in order to further clarify the
precise mechanisms which underlie the temporal effect with
both types of masker, and whether those mechanisms are the
same.
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APPENDIX: OBSERVATIONS AT A SIGNAL
FREQUENCY OF 1000 Hz

The original plan was to use a signal frequency of 1000
Hz. Data were collected from S1 at this frequency before we
recruited and began testing the other subjects. His results are
shown in Fig. A1. The levels and durations were similar to
those in experiment 1, with the exception that the rise/fall
times were doubled to 20 ms~and thus the signal duration
was doubled to 40 ms, see below!. The masker and precursor
frequency was 1250 Hz~except when the effect of relative
precursor frequency was evaluated!. Panel~a! shows the ef-
fect of precursor duration, panel~b! the effect of precursor–
masker delay, panel~c! the effect of relative precursor level
~masker level of 80 dB SPL!, and panel~d! the effect of
relative precursor frequency~masker frequency of 1450 Hz;
note the change iny-axis range!. The results from this sub-
ject at 1000 Hz are similar to his results at 4000 Hz. Surpris-
ingly, however, for the other two subjects the~ipsilateral!

precursor was ineffective at this lower frequency. We tested
three other subjects~including the first author! at a 1000-Hz
signal frequency, using a 400-ms precursor and a 0-ms
precursor–masker delay. None of the additional subjects
~and thus only one of the six subjects tested! showed an
effect of the precursor, other than that the precursor some-
timeselevatedthreshold for a signal at masker onset. In con-
trast, when we recruited additional subjects~including the
first author! to evaluate the generality of the effect for a
4000-Hz signal, the precursor lowered the threshold for a
signal at masker onset in eight of the nine subjects~it had no
effect in the ninth subject!. Thus, the effect is clearly more
common at the higher frequency.

The verbal reports of the subjects, as well as our own
impressions, shed some light on these differences across fre-
quency. In particular, the onsets and offsets at the higher test
frequency sounded smoother than they did at the lower test
frequency, and consequently the listening task with the pre-
cursor was much easier at the higher frequency. In fact, the
precursor was only partially effective in eliminating the tem-
poral effect for S1 at the lower frequency with the 10-ms
rise/fall time; with a 20-ms rise/fall time, however, we ob-
tained the data shown in Fig. A1. The perceptual differences
at the two frequencies are probably related to the fact that the
relative spectral spread of the stimulus is narrower at the
higher frequency~where the relative spread is the width of
the acoustic spectrum divided by the width of the critical
band!. Although this is obviously related to spectral splatter,
we do not believe that the temporal effectper seis due to
such splatter~see also Bacon and Viemeister, 1985a!. The
splatter due to gating the masker is the same whether a pre-
cursor is present or not; the fact that a precursor can elimi-
nate the temporal effect indicates that splatter is not respon-
sible for the temporal effect. The similarity in the results at
1000 and 4000 Hz for S1 strongly suggests that the mecha-
nisms underlying the effect at the two frequencies are the
same.

FIG. A1. The results for S1 with a signal frequency of
1000 Hz. The thresholds are for a 40-ms signal pre-
sented at the beginning of an 80-dB, 1250-Hz, 400-ms
masker. The precursor was identical to the masker un-
less otherwise indicated. The precursor–masker delay
was 0 ms unless otherwise indicated. The dotted lines in
each panel have the same meaning as in Figs. 1, 2, and
4. Panel~a!: Signal threshold as a function of precursor
duration. Panel~b!: Signal threshold as a function of
precursor–masker delay. Panel~c!: Signal threshold as
a function of the level of the precursor relative to the
level of the masker. Panel~d!: Signal threshold as a
function of the frequency of the precursor relative to the
frequency of a 1450-Hz masker~note the change in
y-axis range!. The actual precursor frequency, from left
to right along the abscissa, was: 1219, 1292, 1369,
1450, 1536, 1628, 1724, and 1827 Hz.
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1In the context of a series of conditions, Viemeister~1980! examined the
effect of a precursor on the temporal effect with a tonal masker~his con-
dition E!. However, in the condition he employed~800-Hz masker and
precursor, 1000-Hz signal!, there was no temporal effect. This is consistent
with other studies~e.g., Bacon and Viemeister, 1985a! showing that the
temporal effect with tonal maskers exists primarily when the masker is
higher in frequency than the signal.

2For S2, the threshold in the presence of the 400-ms precursor was slightly,
but consistently lower than the threshold obtained when the signal was in
the temporal center of a masker not preceded by a precursor. This can be
seen not only in Fig. 1, but also in Figs. 2–4. This suggests that a 190-ms
masker-signal delay~20-ms signal temporally centered in a 400-ms masker!
is not sufficiently long for this subject to achieve a ‘‘steady-state’’ masked
threshold. This has been observed in some of the other subjects tested
previously~e.g., Bacon and Viemiester, 1985b; Bacon and Moore, 1986a!.
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It has been proposed that the detection of frequency modulation~FM! of sinusoidal carriers can be
mediated by two mechanisms; a place mechanism based on FM-induced amplitude modulation
~AM ! in the excitation pattern, and a temporal mechanism based on phase locking in the auditory
nerve. The temporal mechanism appears to be ‘‘sluggish’’ and does not play a role for FM rates
above about 10 Hz. It also does not play a role for high carrier frequencies~above about 5 kHz!.
This experiment provided a further test of the hypothesis that the effectiveness of the temporal
mechanism depends upon the time spent close to frequency extremes during the modulation cycle.
Psychometric functions for the detection of AM and FM were measured for two carrier frequencies,
1 and 6 kHz. The modulation waveform was quasitrapezoidal. Within each modulation period,P, a
time TSS was spent at each extreme of frequency or amplitude. The transitions between the
extremes, with durationTtranshad the form of a half-cycle of a cosine function. The modulation rate
was 2, 5, 10, or 20 Hz, giving values ofP of 500, 200, 100, and 50 ms.TSS varied from 0 ms
~sinusoidal modulation! up to 160, 80, 40, or 20 ms, for rates of 2, 5, 10, and 20 Hz, respectively.
The detectability of AM was not greatly affected by modulation rate or by the value ofTSS, except
for a slight improvement with increasingTSS for the lowest modulation rates; this was true for both
carrier frequencies. For FM of the 6-kHz carrier, the pattern of results was similar to that found for
AM, which is consistent with an excitation-pattern model of FM detection. For FM of the 1-kHz
carrier, performance improved markedly with increasingTSS, especially for the lower FM rates;
there was no change in performance withTSS for the 20-Hz modulation rate. The results are
consistent with the idea that detection of FM of a 1-kHz carrier is partly mediated by a sluggish
temporal mechanism. That mechanism benefits from greater time spent at frequency extremes of the
modulation cycle for rates up to 10 Hz. ©2000 Acoustical Society of America.
@S0001-4966~00!04003-0#

PACS numbers: 43.66.Fe, 43.66.Hg, 43.66.Ba@RVS#

INTRODUCTION

It has been proposed that the frequency discrimination
of steady pulsed tones is largely based on temporal informa-
tion ~cues derived from phase locking! for frequencies up to
4–5 kHz ~Moore, 1973a, b, 1974; Goldstein and Srulovicz,
1977; Sek and Moore, 1995; Moore, 1997; Micheylet al.,
1998!. Above 4–5 kHz, frequency discrimination is thought
to depend on place mechanisms~Moore, 1973b; Sek and
Moore, 1995!. The mechanisms underlying the detection of
frequency modulation~FM! of sinusoidal carriers are thought
to depend on the modulation rate. For sinusoidal modulation
with rates above about 10 Hz, detection is probably largely
based on excitation-pattern cues~Zwicker, 1956; Zwicker
and Fastl, 1990; Moore and Sek, 1994a, 1995; Sek and
Moore, 1995; Saberi and Hafter, 1995!. FM results in modu-
lation of the excitation level at each place on the pattern, so
the FM is effectively transformed into amplitude modulation
~AM !. Thus, the FM can be detected as AM, either by using
information from the single point on the excitation pattern

where the AM is greatest~Zwicker, 1956; Zwicker and Fastl,
1990! or by combining information from different parts of
the excitation pattern~Moore and Sek, 1994a!. For very low
FM rates~around 2 Hz!, temporal information may also play
a role ~Moore and Sek, 1995, 1996; Plack and Carlyon,
1995; Sek and Moore, 1995!; the short-term pattern of phase
locking can be used to estimate the momentary frequency,
and changes in phase locking over time indicate that FM is
present. A similar temporal mechanism probably plays a role
in the detection of FM of the fundamental frequency (F0) of
harmonic complex tones, when those tones are bandpass fil-
tered so as to contain only unresolved harmonics~Plack and
Carlyon, 1994, 1995; Shackleton and Carlyon, 1994; Car-
lyon et al. ~submitted!!. Indeed, for such tones, place infor-
mation is not available at all, so subjects are forced to rely on
temporal information.

The temporal mechanism may become less effective for
modulation rates above about 5 Hz because it is ‘‘sluggish,’’
and cannot follow rapid changes in frequency. Consistent
with this idea, thresholds for detecting FM of theF0 of
harmonic complex tones containing only unresolved har-
monics increase with increasing modulation rate over thea!Electronic mail: bcjm@cus.cam.ac.uk
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range 1 to 20 Hz, reaching 20%~defined as the peak devia-
tion in F0 divided by the meanF0) for a modulation rate of
20 Hz ~Carlyonet al. ~submitted!!. In the case of sinusoidal
carriers, performance does not worsen so much with increas-
ing modulation rate~Zwicker and Fastl, 1990; Moore and
Sek, 1995, 1996; Sek and Moore, 1995!, presumably because
the place mechanism ‘‘takes over’’ from the temporal
mechanism for modulation rates above about 5 Hz.

The temporal mechanism may become less effective for
modulation rates of 5 Hz and above because the time spent at
frequency extremes is too short for useful temporal informa-
tion to be extracted. A long time at frequency extremes may
be required because the temporal mechanism normally inte-
grates information over a relatively long time window
~Micheyl and Carlyon, 1998; White and Plack, 1998!. To test
this idea, we~Moore and Sek, 1995! measured psychometric
functions for the detection of FM and AM using quasitrap-
ezoidal modulation with a rate of 5 periods per second and
carriers of 250, 1000, and 6000 Hz. The waveform of such a
modulator is illustrated in Fig. 1. With quasitrapezoidal
modulation, the stimuli spend more time at extremes of fre-
quency or amplitude than is the case with sinusoidal modu-
lation. We found that performance was better for 5-Hz trap-
ezoidal modulation than for 5-Hz sinusoidal modulation.
More importantly, for the two lower carrier frequencies only,
the improvements were markedly greater for FM than for
AM detection. This is consistent with the idea that the use of
phase-locking information depends on the time that the
stimuli spend at frequency extremes.

The experiment reported here is similar to that described
above~Moore and Sek, 1995!, but it extends that work in
several ways. In our earlier work, we used only a single
modulation rate~5 Hz! and compared sinusoidal modulation
with quasitrapezoidal modulation in which, within each
modulation period of 200 ms, 60 ms was spent at each ex-
treme of frequency or amplitude. The transitions between the
extremes had the form of a half-cycle of a cosine function,
each transition lasting 40 ms. In the present experiment, we
used modulation rates of 2, 5, 10, and 20 Hz. For each rate,
the duration spent at each extreme of frequency or amplitude
was varied over a wide range. We wished to see whether we
could find any evidence for the use of temporal information
at modulation rates above 5 Hz when the stimuli had rela-
tively long segments at their frequency extremes. We also
wished to explore how effectively the quasi-steady-state seg-

ments could be used to improve FM detection for very low
modulation rates.

I. METHOD

A. Procedure

Psychometric functions were measured for the detection
of AM alone and FM alone, using a two-interval, two-
alternative, forced-choice~2AFC! task. On each trial, two
successive stimuli were presented, one modulated and the
other unmodulated. The order of the two stimuli in each pair
was random. Subjects were required to identify the interval
with the modulated sound by pressing the appropriate button
on the response box. Subjects were tested in a double-walled
sound-attenuating chamber. Correct-answer feedback was
provided by lights on the response box. The method for de-
termining psychometric functions was the same as described
by Moore and Sek~1992, 1994a, b!; the reader is referred to
those papers for details. Briefly, each run of 55 trials started
with five trials where the signal contained a highly detectable
amount of modulation, so that subjects ‘‘knew what to listen
for.’’ Scores for these five trials were discarded. In subse-
quent trials, five different modulation depths were used, in a
repeating sequence going from larger values to smaller ones.
Thus, subjects received a ‘‘reminder’’~easy! stimulus once
every five trials. Each point on each psychometric function
was based on 200 judgments.

B. Stimuli

The carrier frequency was 1 or 6 kHz. The pattern of
frequency or amplitude change over time had the form illus-
trated in Fig. 1; within each modulation periodP, a timeTSS

was spent at each extreme of frequency or amplitude. The
transitions between the extremes, with durationTtrans, had
the form of a half-cycle of a cosine function. The modulation
rate was 2, 5, 10, or 20 Hz, giving values ofP of 500, 200,
100, and 50 ms. The following values ofTSS were used: for
P5500 ms, TSS50, 5, 10, 20, 40, 80, and 160 ms; forP
5200 ms, TSS50, 5, 10, 20, 40, and 80 ms; forP
5100 ms,TSS50, 5, 10, 20, and 40 ms, forP550 ms,TSS

50, 5, 10, and 20 ms. The value ofTtrans was equal to (P
22TSS)/2. The smallest value ofTtrans was 5 ms, which
occurred for the highest modulation rate forTSS520 ms. We
did not use values ofTtrans less than 5 ms, as we wanted to
avoid audible spectral splatter. WhenTSSwas equal to 0, the
modulation was sinusoidal. Modulation depths for the FM
stimuli are specified in terms of the peak deviations from the
mean values. Modulation depths for the AM stimuli are
specified in terms of the modulation index,m. The mean
level of the stimuli was 70 dB SPL. The silent interval be-
tween the two stimuli in each trial was 500 ms. All stimuli
had 20-ms raised-cosine rise/fall ramps and 1-s overall dura-
tions. The modulation was applied throughout the whole
stimulus. The modulation started with its ac component at a
positive-going zero-crossing.

To generate FM stimuli with the appropriate pattern of
frequency changes, we made use of the fact that the instan-
taneous frequency is the time derivative of the instantaneous
phase, so the instantaneous phase as a function of time can

FIG. 1. Example of the waveform of a quasitrapezoidal modulator. The
period is denoted byP, the duration of each steady state part byTSS, and
the duration of each transition byTtrans.
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be derived from the integral of the instantaneous frequency
over time. Assume that the instantaneous frequency is

f i~ t !5 f c1DF~ t !, ~1!

where DF(t) is the desired change in instantaneous fre-
quency over time andf c is the carrier frequency. The instan-
taneous phase is then

u~ t !5E
0

t

~ f c1DF~l!!dl5 f
c
t1E

0

t

DF~l!dl, ~2!

wherel is a dummy variable. The time waveform is given
by

x~ t !5sin 2pS f
c
t1E

0

t

DF~l!dl D . ~3!

The equations specifyingDF over one complete modulation
period are given in terms ofZ(t)

Z~ t !5sin~2pt/2Ttrans! for 0,t,0.5Ttrans, ~4!

Z~ t !51 for 0.5Ttrans,t,0.5~P2Ttrans!, ~5!

Z~ t !5sin~2pt/2Ttrans!

for 0.5~P2Ttrans!,t,0.5~P1Ttrans!, ~6!

Z~ t !521 for 0.5~P1Ttrans!,t,P20.5Ttrans, ~7!

Z~ t !5sin~2pt/2Ttrans! for P20.5Ttrans,t,P, ~8!

whereDF5D f Z(t), andD f represents the peak deviation of
the instantaneous frequency from the carrier frequency.

Stimuli were generated using a Tucker-Davis array pro-
cessor~TDT-AP2! in a host PC, and a 16-bit digital-to-
analog converter~TDT-DD1! operating at a 50-kHz sam-
pling rate. They were attenuated~TDT-PA4! and sent
through an output amplifier~TDT-HB6! to a Sennheiser
HD414 earphone. The headphone was chosen for its rela-
tively smooth frequency response. This was important, since
if the frequency response is irregular, FM can be transformed
into a combination of FM and AM. Measurements using a
probe microphone close to the eardrum showed that the re-
sponse was very flat from 100 up to 1100 Hz. Around 6000
Hz, the response varied smoothly by62 dB over the range
5–7 kHz. For the range of frequency deviations used in this
experiment~typically less than61% around 6000 Hz!, the
amount of spurious AM induced by the FM would have been
less than 0.12 dB.

C. Subjects

Three subjects were tested. One was author A.S. The
other two subjects were paid for their services. All subjects
had absolute thresholds less than 20 dB HL at all audiomet-
ric frequencies and had no history of hearing disorders. All
had extensive previous experience in similar psychoacoustic
tasks.

II. RESULTS

A. Form of the psychometric functions

Following Eganet al. ~1969!, psychometric functions
for the detection of FM and AM were fitted with equations of
the formd85kma of d85kD f a , wherem is the modulation
index for AM andD f is the mean-to-peak frequency devia-
tion for FM; k and a are constants. Previously, we have
found thata'2 for both AM and FM detection~Moore and
Sek, 1992, 1994a! althougha was sometimes a little less
than 2 for low modulation rates~Moore and Sek, 1995!. For
the present results, the same general pattern was observed.
For FM, the value ofa, averaged across carrier frequencies
and values ofTSS, was 1.5, 1.8, 1.8, and 2.0 for modulation
rates of 2, 5, 10, and 20 Hz, respectively. For AM, the cor-
responding values were 1.7, 1.7, 1.8, and 2.0. Since the val-
ues ofa did not vary systematically withTSS or with carrier
frequency, and the values were all reasonably close to 2, we
decided to analyze all of the data with the value ofa fixed at
2; thus, only the single parameterk was varied to fit the
psychometric function to the data for a specific subject and
condition. The value ofk is referred to here as theslopeof
the psychometric function~note that some researchers have
describeda as the slope!, and it can be regarded as one way
of quantifying performance; high slopes are associated with
good performance.

B. Thresholds for AM and FM detection

The fitted psychometric functions were used to derive
the values ofm andD f giving ad8 value of 1. These values
of m and D f are taken as the thresholds for detecting AM
and FM. The pattern of results was similar across subjects
~although subject OM had somewhat higher overall thresh-
olds than the other subjects!, and mean thresholds are plotted
in Fig. 2. Consider first the thresholds for AM detection

FIG. 2. Thresholds (d851) for the detection of FM~left! or AM ~right!
plotted as a function ofTSS. The parameter is the modulation rate, as shown
in the key. Results are shown for carrier frequencies of 1 kHz~top! and 6
kHz ~bottom!. Results shown are the mean for three subjects. Error bars
indicate61 standard error across subjects.
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~right panels!. Thresholds are similar for the carrier frequen-
cies of 1 and 6 kHz, which is consistent with earlier work on
the detection of AM at low rates for different carrier frequen-
cies ~Riesz, 1928; Zwicker, 1956; Moore and Sek, 1995!.
Thresholds do not vary markedly with modulation rate or
with TSS, although there is a trend for thresholds to decrease
slightly with increasingTSS. This is consistent with the re-
sults of Moore and Sek~1995! and it indicates that the
mechanism underlying AM detection does not benefit greatly
from the presence of longer segments at amplitude extremes.
Possibly, the detection of AM depends more on thechanges
in the stimuli than on the time spent at extremes. Equiva-
lently, one might argue that AM is detected using the modu-
lation per se, as opposed to taking samples of the amplitude
at different points during the modulation cycle, as assumed
by ‘‘snapshot’’ theories~Dooley and Moore, 1988!. Indeed,
there may be specific mechanisms for detecting and analyz-
ing AM ~Kay, 1982; Dauet al., 1997a, b!.

Consider now the results for FM detection. For the
6-kHz carrier, the pattern of results was similar to that found
for AM; the thresholds were not affected markedly by modu-
lation rate or by the value ofTSS. However, there was a
trend for thresholds to increase with decreasing modulation
rate. A similar trend was found by Moore and Sek~1995!
and Sek and Moore~1995!. For the 1-kHz carrier, there were
reasonably clear effects of modulation rate and ofTSS.
Thresholds were lower for the 2- and 5-Hz rates than for the
10- and 20-Hz rates. For the 20-Hz rate, there was no effect
of TSS. Except for the 20-Hz rate, thresholds decreased with
increasingTSS, the decrease being greatest for the modula-
tion rates of 2 and 5 Hz. These results indicate that, for the
1-kHz carrier only, performance is better for stimuli that
spend more time close to frequency extremes. This is con-
sistent with the hypothesis that FM detection for a 1-kHz
carrier can be mediated by a temporal mechanism that is
sluggish.

To confirm the statistical significance of the trends de-
scribed above, within-subjects analyses of variance~ANO-
VAs! were conducted on the thresholds, separately for each
modulation rate~as there were different values ofTSS for
each rate! and modulation type~FM or AM!. The factors
wereTSS and carrier frequency. For the FM data, thresholds
were expressed asD f / f c , wheref c is the carrier frequency.
When expressed in this way, the overall threshold values
were similar for the two carrier frequencies. The outcomes of
the ANOVAs are summarized in Table I.

Consider first the ANOVAs conducted on the data for
FM detection. The main effect ofTSS is highly significant for
all modulation rates except 20 Hz. The main effect off c is
not significant for any modulation rate. The interaction of
TSSand f c is highly significant for modulation rates of 2 and
5 Hz, confirming the trend for thresholds to decrease mark-
edly with increasingTSS at 1 kHz, but to change only
slightly with TSS at 6 kHz. The interaction ofTSS and f c is
not significant for the 10-Hz modulation rate and reaches a
moderate significance level for the 20-Hz rate. In the latter
case, thresholds decreased more with increasingTSSat 6 kHz
than at 1 kHz, the opposite trend to that found for the modu-
lation rates of 2 and 5 Hz. Overall, the ANOVAs confirm

that the pattern of results is different for the two lowest
modulation rates and for the highest modulation rate, and
they confirm that large effects ofTSS are only observed for
the lower modulation rates and for the 1-kHz carrier.

Consider now the ANOVAs conducted on the data for
AM detection. The main effect ofTSS is significant for the
modulation rates of 2 and 5 Hz, confirming the slight trend
for thresholds to decrease with increasingTSS, but there is
no significant effect for the modulation rates of 10 and 20
Hz. The main effect off c is not significant for any modula-
tion rate. The interaction ofTSS and f c is marginally signifi-
cant for the modulation rate of 5 Hz, but is not significant for
any other modulation rate. Overall, the ANOVAs confirm
that the pattern of results was similar for the two carrier
frequencies.

C. Effects of TSS on the slopes of the psychometric
functions

To show the effects of varyingTSS more clearly, the
slopes of the psychometric functions, quantified by the pa-
rameterk, were plotted relative to the slope obtained for
TSS50, i.e., relative to the slope obtained for sinusoidal
modulation. The mean results across subjects are shown in
Fig. 3. For AM, the slope ratios hardly change withTSS,
except for a slight trend for the ratios to increase for the
longest values ofTSS at the lowest modulation rates.

For FM at 6 kHz, the pattern of results was very similar
to that found for AM. This is consistent with the idea that
FM for high carrier frequencies is detected via the modula-
tion in excitation level that it produces. For FM at 1 kHz, the
pattern of results was very different. The slope ratio hardly
changed withTSS for the 20-Hz modulation rate. However,

TABLE I. Results of the ANOVAs conducted on the thresholds for FM and
AM detection.

Modulation
type

Modulation rate,
Hz Factor F value

Significance
level

FM 2 Tss 6.11~6,12! 0.004
f c 5.74~1,2! ns
Tss3 f c 5.71~6,12! 0.005

5 Tss 9.30~5,12! 0.002
f c 3.22~5,10! ns
Tss3 f c 7.12~5,10! 0.004

10 Tss 8.22~4,8! 0.006
f c 5.56~1,2! ns
Tss3 f c 0.94~4,8! ns

20 Tss 3.69~3,6! ns
f c 6.68~1,2! ns
Tss3 f c 6.34~3,6! 0.027

AM 2 Tss 3.67~6,12! 0.026
f c 6.54~1,2! ns
Tss3 f c 1.49~6,12! ns

5 Tss 4.36~5,10! 0.023
f c 2.15~1,2! ns
Tss3 f c 4.0~5,10! 0.03

10 Tss 3.05~4,8! ns
f c 1.05~1,2! ns
Tss3 f c 1.03~4,8! ns

20 Tss 2.06~3,6! ns
f c 0.94~1,2! ns
Tss3 f c 1.83~3,6! ns
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for the lower rates the slope ratios increased markedly once
the value ofTSS exceeded 20 ms. This confirms the benefit
obtained from the longer time spent at frequency extremes. It
appears that the largest value ofTSS used with the 20-Hz
rate, i.e., 20 ms, was not sufficient to confer any benefit.

To confirm the statistical significance of the trends de-
scribed above, within-subjects ANOVAs were conducted on
the slope ratios, separately for each modulation rate~as there
were different values ofTSS for each rate!. The factors were:
TSS, modulation type~AM or FM! and carrier frequency.
For the 2-Hz modulation rate all of the main effects were
significant: forTSS, F(6,12)543.1, p,0.001; for modula-
tion type, F(1,2)555.2, p50.018; for carrier frequency,
F(1,2)524.8,p50.038. The two-way interaction ofTSSand
carrier frequency was significant,F(6,12)522.1, p,0.001,
as was the two-way interaction ofTSS and modulation type,
F(6,12)518.3, p,0.001. Finally, the three-way interaction
was highly significant;F(6,12)515.4,p,0.001. The three-
way interaction confirms the effect that is obvious in the
data;TSS had a large effect only for FM and for the 1-kHz
carrier. For the 5-Hz modulation rate, the main effect ofTSS

was significant,F(5,10)515.2, p,0.001, but the main ef-
fects of modulation type and carrier frequency were not sig-
nificant. The two-way interaction ofTSS and carrier fre-
quency was significant,F(5,10)510.7,p,0.001, as was the
two-way interaction ofTSS and modulation type,F(5,10)
510.1, p,0.001. Again, the three-way interaction was
highly significant;F(5,10)58.55, p50.002. For the 10-Hz
modulation rate, the main effect ofTSS was significant;
F(4,8)517.4, p,0.001. However, none of the other main
effects or interactions was significant. A similar pattern was
observed for the 20-Hz rate. Only the main effect ofTSSwas
significant;F(3,6)56.4, p50.027.

The results of the ANOVAs confirm the main trends

visible in the data. For FM of the 1-kHz carrier, increasing
TSS produced a large improvement in performance for the
two lower modulation rates, but not for the higher rates. For
FM of the 6-kHz carrier, and for AM of both carriers, in-
creasingTSS led to only very small improvements in perfor-
mance.

III. DISCUSSION

Our results are consistent with the hypothesis that FM
detection is mediated by two mechanisms—a place mecha-
nism which is effective for all carrier frequencies and all
modulation rates~at least up to the 20-Hz rate used here!,
and a temporal mechanism which is effective only for carrier
frequencies below 4–5 kHz and for low modulation rates.
For a given modulation rate, the effectiveness of the tempo-
ral mechanism can be increased by the use of quasitrapezoi-
dal modulation, so that the stimuli spend more time at fre-
quency extremes. However, there is little benefit from values
of TSS, less than 20 ms.

To quantify the time spent close to frequency extremes,
we calculated the durations,TE , over which our stimuli were
within 10% of their frequency extremes. WhenTSS is 0,
these durations are about 72, 29, 14, and 7 ms per half-cycle
for modulation rates of 2, 5, 10, and 20 Hz, respectively. It
appears from our earlier research~Sek and Moore, 1995;
Moore and Sek, 1995, 1996! that the 72- and 29-ms dura-
tions are sufficiently long to allow the temporal mechanism
to function effectively, while the durations of 14 and 7 ms
are not. Thus, a minimum value ofTE above 14 ms, and
probably close to 29 ms, seems to be needed for operation of
the temporal mechanism. The effects of varyingTSS found in
the present experiment are broadly consistent with this esti-
mate. For the modulation rate of 10 Hz, performance im-
proved whenTSS was increased from 10 to 20 ms, corre-
sponding to an increase inTE from about 24 to 34 ms. For
the modulation rate of 20 Hz, the largest value ofTE used
was about 27 ms~for TSS520 ms), which was not enough to
give a clear improvement in performance relative to that ob-
tained for smaller values ofTE .

It is instructive to compare the present results with our
earlier measurements of thresholds for detecting steps in fre-
quency linked by glides of various durations~Sek and
Moore, 1999!. One goal of our earlier experiment was to
determine whether there is a mechanism for detecting fre-
quency changesper se, as opposed to comparing the initial
and final frequencies of the stimuli. Subjects discriminated a
500-ms sinusoid of constant frequency from a sinusoid with
three parts: an initial part with constant frequency, a down-
ward frequency glide, and a final part with constant fre-
quency. The overall duration was 500 ms, and the glide du-
ration was varied from 5 to 500 ms. In one special case, the
portion of the stimuli when a glide might occur was replaced
by a brief silent interval. Performance was better when a
brief glide was present than when no glide was present, but
worsened with increasing glide duration. The overall pattern
of results could be explained reasonably well by a model in
which it was assumed that information from sampling the
endpoint frequencies~which depended on the duration of the
frequency plateaus on either side of the glide! was combined

FIG. 3. Slopes of the psychometric functions, relative to the slope obtained
for TSS50, plotted as a function ofTSS. Data are shown for FM~left! and
AM ~right!. The parameter is the modulation rate, as shown in the key.
Results are shown for carrier frequencies of 1 kHz~top! and 6 kHz~bottom!.
Results shown are the mean for three subjects. Error bars indicate61 stan-
dard error across subjects.

1602 1602J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 A. Sek and B. C. J. Moore: FM and AM detection



with information from the glide~which was assumed to be
independent of glide duration!. For center frequencies from
0.5 to 4 kHz, the best fit to the data was obtained using a
model in which the two sources of information were partially
independent, perhaps being derived by different
mechanisms—a temporal mechanism for endpoint sampling
and a place mechanism for glide detection. For a frequency
of 6 kHz, the best fit was obtained using a model in which
the two sources of information were based on a common
mechanism, presumably a place mechanism.

The results of the present experiment for a center fre-
quency of 1 kHz are broadly consistent with the model de-
scribed above. The improvement in performance with in-
creasingTSS found for the lower modulation rates can be
interpreted as reflecting an increasing contribution from the
endpoint sampling mechanism, based on phase-locking in-
formation. However, the present results for a center fre-
quency of 6 kHz did not show any large effect ofTSS,
whereas our earlier experiment showed that thresholds were
about a factor of 1.8 lower for detecting a 200-ms frequency
transition bounded by 150-ms plateaus in frequency than
they were for detecting a pure transition lasting 500 ms. The
discrepancy is presumably related to the difference in the
stimuli between the two experiments; the previous experi-
ment used stimuli containing a single downward frequency
transition with a frequency plateau on each side, whereas the
present experiment used stimuli with alternating upward and
downward frequency transitions connected by frequency pla-
teaus. A possible interpretation of the discrepancy is that at
high frequencies~when phase locking is no longer available!
the endpoint sampling mechanism becomes ineffective when
the stimuli have repeating modulations in frequency. Perfor-
mance may then be based exclusively on the changes in the
stimuli.

IV. SUMMARY AND CONCLUSIONS

We have measured psychometric functions for the detec-
tion of AM and FM for two carrier frequencies, 1 and 6 kHz,
using quasitrapezoidal modulation. Within each modulation
period,P, a timeTSSwas spent at each extreme of frequency
or amplitude. The transitions between the extremes had the
form of a half-cycle of a cosine function. The following con-
clusions can be drawn from our results:

~1! For both AM and FM detection, the value ofd8 was
approximately proportional to the square of the modula-
tion depth. However, for modulation rates of 2 and 5 Hz,
the values ofd8 were proportional to the modulation
depth raised to a power slightly less than 2; this was true
for both AM and FM detection.

~2! The detectability of AM was not greatly affected by
modulation rate or by the value ofTSS, except for a
slight improvement with increasingTSS for the lowest
modulation rates; this was true for both carrier frequen-
cies.

~3! For FM of the 6-kHz carrier, the pattern of results was
similar to that found for AM, which is consistent with an
excitation-pattern model of FM detection.

~4! For FM of the 1-kHz carrier, performance improved
markedly with increasingTSS, especially for the lower
FM rates; there was no significant change in perfor-
mance withTSS for the 20-Hz modulation rate. The re-
sults are consistent with the idea that detection of FM of
a 1-kHz carrier is partly mediated by a sluggish temporal
mechanism. That mechanism benefits from greater time
spent at frequency extremes of the modulation cycle for
rates up to 10 Hz.

~5! The time spent close to frequency extremes was quanti-
fied as the duration,TE , over which the stimuli were
within 10% of their frequency extremes during each
half-cycle of the stimuli. The data are consistent with the
idea thatTE has to be about 29 ms or more for the
temporal mechanism to be effective in FM detection.

ACKNOWLEDGMENTS

This work was supported by the Wellcome Trust~Grant
Number 056767/Z/99/Z! and by the Medical Research Coun-
cil ~UK!. We thank Hedwig Gockel for helpful tips.

Carlyon, R. P., Moore, B. C. J., and Micheyl, C.~2000!. ‘‘The effect of
modulation rate on the detection of frequency modulation and mistuning
of complex tones,’’ J. Acoust. Soc. Am.~submitted!.

Dau, T., Kollmeier, B., and Kohlrausch, A.~1997a!. ‘‘Modeling auditory
processing of amplitude modulation: I. Detection and masking with nar-
rowband carriers,’’ J. Acoust. Soc. Am.102, 2892–2905.

Dau, T., Kollmeier, B., and Kohlrausch, A.~1997b!. ‘‘Modeling auditory
processing of amplitude modulation: II. Spectral and temporal integra-
tion,’’ J. Acoust. Soc. Am.102, 2906–2919.

Dooley, G. J., and Moore, B. C. J.~1988!. ‘‘Duration discrimination of
steady and gliding tones: A new method for estimating sensitivity to rate
of change,’’ J. Acoust. Soc. Am.84, 1332–1337.

Egan, J. P., Lindner, W. A., and McFadden, D.~1969!. ‘‘Masking-level
differences and the form of the psychometric function,’’ Percept. Psycho-
phys.6, 209–215.

Goldstein, J. L., and Srulovicz, P.~1977!. ‘‘Auditory-nerve spike intervals
as an adequate basis for aural frequency measurement,’’ inPsychophysics
and Physiology of Hearing, edited by E. F. Evans and J. P. Wilson~Aca-
demic, London!.

Kay, R. H. ~1982!. ‘‘Hearing of modulation in sounds,’’ Physiol. Rev.62,
894–975.

Micheyl, C., and Carlyon, R. P.~1998!. ‘‘Effects of temporal fringes on
fundamental-frequency discrimination,’’ J. Acoust. Soc. Am.104, 3006–
3018.

Micheyl, C., Moore, B. C. J., and Carlyon, R. P.~1998!. ‘‘The role of
excitation-pattern cues and temporal cues in the frequency and
modulation-rate discrimination of amplitude-modulated tones,’’ J. Acoust.
Soc. Am.104, 1039–1050.

Moore, B. C. J.~1973a!. ‘‘Frequency difference limens for narrow bands of
noise,’’ J. Acoust. Soc. Am.54, 888–896.

Moore, B. C. J.~1973b!. ‘‘Frequency difference limens for short-duration
tones,’’ J. Acoust. Soc. Am.54, 610–619.

Moore, B. C. J.~1974!. ‘‘Relation between the critical bandwidth and the
frequency-difference limen,’’ J. Acoust. Soc. Am.55, 359.

Moore, B. C. J.~1997!. An Introduction to the Psychology of Hearing, 4th
ed. ~Academic, San Diego!.

Moore, B. C. J., and Sek, A.~1992!. ‘‘Detection of combined frequency and
amplitude modulation,’’ J. Acoust. Soc. Am.92, 3119–3131.

Moore, B. C. J., and Sek, A.~1994a!. ‘‘Effects of carrier frequency and
background noise on the detection of mixed modulation,’’ J. Acoust. Soc.
Am. 96, 741–751.

Moore, B. C. J., and Sek, A.~1994b!. ‘‘Discrimination of modulation type
~AM or FM! with and without background noise,’’ J. Acoust. Soc. Am.
96, 726–732.

1603 1603J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 A. Sek and B. C. J. Moore: FM and AM detection



Moore, B. C. J., and Sek, A.~1995!. ‘‘Effects of carrier frequency, modu-
lation rate and modulation waveform on the detection of modulation and
the discrimination of modulation type~AM vs FM!,’’ J. Acoust. Soc. Am.
97, 2468–2478.

Moore, B. C. J., and Sek, A.~1996!. ‘‘Detection of frequency modulation at
low modulation rates: Evidence for a mechanism based on phase lock-
ing,’’ J. Acoust. Soc. Am.100, 2320–2331.

Plack, C. J., and Carlyon, R. P.~1994!. ‘‘The detection of differences in the
depth of frequency modulation,’’ J. Acoust. Soc. Am.96, 115–125.

Plack, C. J., and Carlyon, R. P.~1995!. ‘‘Differences in frequency modula-
tion detection and fundamental frequency discrimination between complex
tones consisting of resolved and unresolved harmonics,’’ J. Acoust. Soc.
Am. 98, 1355–1364.

Riesz, R. R.~1928!. ‘‘Differential intensity sensitivity of the ear for pure
tones,’’ Phys. Rev.31, 867–875.

Saberi, K., and Hafter, E. R.~1995!. ‘‘A common neural code for frequency-

and amplitude modulated sounds,’’ Nature~London! 374, 537–539.
Sek, A., and Moore, B. C. J.~1995!. ‘‘Frequency discrimination as a func-

tion of frequency, measured in several ways,’’ J. Acoust. Soc. Am.97,
2479–2486.

Sek, A., and Moore, B. C. J.~1999!. ‘‘Discrimination of frequency steps
linked by glides of various durations,’’ J. Acoust. Soc. Am.106, 351–360.

Shackleton, T. M., and Carlyon, R. P.~1994!. ‘‘The role of resolved and
unresolved harmonics in pitch perception and frequency modulation dis-
crimination,’’ J. Acoust. Soc. Am.95, 3529–3540.

White, L. J., and Plack, C. J.~1998!. ‘‘Temporal processing of the pitch of
complex tones,’’ J. Acoust. Soc. Am.103, 2051–2063.

Zwicker, E.~1956!. ‘‘Die elementaren Grundlagen zur Bestimmung der In-
formationskapazita¨t des Geho¨rs,’’ Acustica6, 356–381.

Zwicker, E., and Fastl, H.~1990!. Psychoacoustics—Facts and Models
~Springer, Berlin!.

1604 1604J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 A. Sek and B. C. J. Moore: FM and AM detection



Level discrimination of sinusoids as a function of duration
and level for fixed-level, roving-level,
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The ability of listeners to detect level differences between two sinusoidal stimuli in a two-interval
forced-choice procedure was measured as a function of duration and level in three conditions:~1!
the pedestal was fixed in level and the stimuli in the two intervals had the same frequency of either
1 or 2 kHz~fixed-level condition!; ~2! the pedestal was roved in level over a 20-dB range from trial
to trial, but the stimuli still had the same frequency of either 1 or 2 kHz~roving-level condition!; and
~3! the pedestal was roved in level over a 20-dB range and the two stimuli differed in frequency,
such that one was around 1 kHz while the other was around 2 kHz~across-frequency condition!. In
the fixed-level conditions, difference limens decreased~improved! with both increasing duration and
level, as found in previous studies. In the roving-level conditions, difference limens increased and
the dependence on duration and level decreased. Difference limens in the across-frequency
conditions were generally highest and showed very little dependence on either stimulus duration or
level. The results may be understood in terms of different internal noise components with additive
variances: In the fixed-level conditions, sensation noise, which is dependent on stimulus attributes
such as duration and level, is dominant. In more difficult conditions, where trace-memory and/or
across-channel comparisons are required, a more central, stimulus-independent noise dominates.
© 2000 Acoustical Society of America.@S0001-4966~00!02502-9#

PACS numbers: 43.66.Fe, 43.66.Ba@RVS#

INTRODUCTION

In a recent study, Buuset al. ~1997! made a distinction
between ‘‘loudness discrimination’’ and ‘‘level discrimina-
tion.’’ Level discrimination~also termed intensity discrimi-
nation! was used to describe measurements of difference li-
mens for stimuli that differ only in level, while loudness
discrimination was used to describe measurements where the
listener is required to judge the loudness of stimuli differing
in more than one dimension~e.g., in level and duration, or in
level and frequency!. It was suggested that the difference
between the two measures may reflect different underlying
processes. For two otherwise identical sounds, level dis-
crimination may be based on an optimal combination of in-
dependent information from different frequency channels
~Florentine and Buus, 1981!. For two unlike sounds, loud-
ness discrimination may be based on the overall sensation of
loudness, rather than a combination of information from in-
dependent frequency channels.

Buus et al. proposed that this distinction is not merely
semantic, and that the difference may be reflected in the
dependence of the difference limen~DL! on stimulus dura-

tion and stimulus level. Level discrimination is dependent on
stimulus duration: generally, the just-noticeable change in
level, DLDL @defined as 20 log(11Dp/p), where p is the
sound pressure of the standard andDp is the just-noticeable
change in pressure#, decreases by about a factor of 2 for
every tenfold increase in duration~Henning, 1970; Floren-
tine, 1986!. In contrast, Buuset al. ~1997! reported that loud-
ness difference limens, when comparing tones of different
durations, seemed to be independent of duration. Also, DLs
for level discrimination generally decrease monotonically
with increasing stimulus level, at least for band-limited
stimuli, giving rise to the well-known ‘‘near-miss’’ to We-
ber’s law ~McGill and Goldberg, 1968!. For loudness dis-
crimination at 5 kHz, however, DLs seemed to be maximal
at medium sound levels and decrease somewhat at both low
and high sound levels, as predicted by the slope of the de-
rived loudness function~Buuset al., 1997!.

Most previous studies have assumed that level discrimi-
nation is based on an internal variable related to loudness
~e.g., Durlach and Braida, 1969!, and much effort has gone
into relating the form of the loudness function to level DLs
~e.g., Hellman and Hellman, 1990; Allen and Neely, 1997!.
The suggestion by Buuset al. that the form of the loudness
function may underlie loudness discrimination, but not level
discrimination, is contrary to the basic tenet of these studies

a!Present address: Research Laboratory of Electronics, Rm. 36-763, Massa-
chusetts Institute of Technology, Cambridge, MA 02139. Electronic mail:
oxenham@mit.edu
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and, if true, has important theoretical consequences.
While the distinction between loudness and level dis-

crimination is a possible interpretation of the data of Buus
et al. ~1997!, other interpretations exist. For instance,
Durlach, Braida, and colleagues~e.g., Durlach and Braida,
1969; Lim et al., 1977; Braidaet al., 1984! have proposed
that intensity discrimination is limited by a number of differ-
ent internal noise sources, including sensation noise and vari-
ous other noise sources related to memory processes or com-
parisons of unlike stimuli. Sensation noise is assumed to
reflect the fundamental coding inaccuracy at an early stage in
the auditory system, and should not be affected by changes
in experimental paradigm. In fact, in the models of Durlach
and colleagues, sensation noise is assumed to be constant in
all conditions. It may be, however, that sensation noise could
be more accurately modeled by allowing it to be dependent
on certain stimulus parameters, such as stimulus duration
~representing the increasingly accurate neural representation
of level with increasing duration! and level~by assuming that
the near-miss to Weber’s law represents a fundamental im-
provement in neural coding at high levels through, for ex-
ample, the recruitment of off-frequency auditory-nerve fi-
bers!. Memory and other more ‘‘central’’ noise, on the other
hand, should not depend on the stimulus itself, but would be
expected to depend on experimental parameters, such as the
interstimulus interval or whether the stimuli are roved in
level across trials. Which of these two noise categories domi-
nates will depend on the exact conditions tested. Thus, it is at
least conceivable that different paradigms will reveal differ-
ent dependencies on parameters such as stimulus duration,
without it being necessary to postulate different underlying
mechanisms.

The purpose of this study was to investigate further the
differences between level discrimination and loudness dis-
crimination by measuring DLs as a function of duration and
level for both paradigms. Three conditions were tested. The
first condition was a simple level-or intensity-discrimination
task ~Jesteadtet al., 1977; Florentine, 1986! in which the
listener was instructed to select the more intense of two oth-
erwise identical tones, and the pedestal level was kept con-
stant within a run.

The second condition was again level discrimination,
but with the overall level of the stimuli roved over a range of
20 dB from trial to trial. While the effects of stimulus dura-
tion and level have been previously investigated for fixed-
level discrimination, very few studies have employed a
roving-level paradigm to examine these parameters. Berliner
et al. ~1977! measured performance in fixed-level and
roving-level conditions for durations between 200 and 1250
ms and found no noticeable difference in the dependence of
sensitivity on duration. However, it seems that the depen-
dence of sensitivity on duration may be greater at durations
below about 200 ms~Henning, 1970; Florentine, 1986!, and
no data comparing fixed-level with roving-level discrimina-
tion seem to exist for these durations. A number of studies
have found improved performance at the ends of a given
level range~both high and low! in roving-level conditions
~Berliner and Durlach, 1973; Berlineret al., 1977!, and this
has been ascribed to a ‘‘perceptual anchor’’ effect~Braida

et al., 1984!: performance at the extreme intensities of a
given range seems to be governed primarily by context cod-
ing ~i.e., a long-term memory representation of the maximum
and minimum levels of a stimulus range!, while mid-range
performance may be governed primarily by a trace mode,
which is related to a rapidly degraded short-term memory
representation of a stimulus. So far, however, no studies
have examined the effect of level, independently of stimulus
range, for roving-level conditions.

The third condition was designed to require loudness,
rather than level, discrimination, as defined by Buuset al.
~1997!. In each trial two tones, one at 1 kHz and the other at
2 kHz, were presented in random order and listeners were
asked to select the louder one. Our use of two frequencies
separated by an octave should preclude the use of within-
channel level cues and should force listeners to use a cue
related to overall loudness. In this condition, the overall level
across trials was also roved to rule out the possibility that
listeners based their judgments solely on the within-trial
level of one of the two frequencies, while ignoring the other
~Lim et al., 1977!. Based on the findings of Buuset al. for
tones of different durations, one might expect DLs for tones
of different frequencies also to be independent of stimulus
duration. Also, according to the theory of Buuset al., the DL
for loudness discrimination is inversely proportional to the
slope of the loudness function. Thus, according to the data of
Florentineet al. ~1996!, the DL for loudness discrimination
should be maximal at medium sound levels and should de-
crease at low and high levels, in contrast to what is generally
found for level discrimination.

In summary, this study is designed to test the hypothesis
that loudness discrimination and level discrimination reflect
different underlying mechanisms. If the hypothesis is correct,
DLs for across-frequency comparisons should be indepen-
dent of duration and should depend on level in a way that is
different from the level dependence observed in level dis-
crimination experiments. If, on the other hand, both tasks
reflect the same underlying mechanism, it may be possible to
account for all the results within a framework of two noise
classes, as described above. Specifically, changes in perfor-
mance in roving-level and across-frequency conditions may
be accountable in terms of additional, stimulus-independent
noise, representing the additional load of trace memory
and/or across frequency comparisons.

I. EXPERIMENT 1: LEVEL AND LOUDNESS
DISCRIMINATION AS A FUNCTION OF STIMULUS
DURATION

A. Stimuli and apparatus

The stimuli were tone bursts at either 1 or 2 kHz, gated
on and off with 5-ms raised-cosine ramps. Difference limens
were measured for stimulus durations of 5, 15, 50, 150, and
500 ms, measured at the half-amplitude points of the enve-
lope. The stimuli were generated digitally at a sampling rate
of 50 kHz and played out via a TDT digital-to-analog con-
verter ~DD1!. The stimuli were low-pass filtered at 20 kHz
~TDT FT5! and passed through a programmable attenuator
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~TDT PA4! before being presented via a headphone ampli-
fier ~TDT HB6! to one earpiece of a Sony MDR-V6 headset.

B. Procedure

Three different conditions were tested. These are re-
ferred to as the fixed-level, roving-level, and across-
frequency conditions, and are described in detail below.

1. Fixed-level and roving-level conditions

In the fixed-level condition,DLDL was measured using a
fixed pedestal level of 65 dB SPL. In the roving-level con-
dition, DLDL was measured with the pedestal level roved
across trials over a range from 55 to 75 dB SPL, uniformly
distributed in steps of 1 dB. For these two conditions,DLDL

was measured at frequencies of 1 and 2 kHz using a 2IFC
method with a three-down one-up adaptive interleaved track-
ing procedure. Within each run, a given trial was selected at
random from four independent tracks. Each trial consisted of
two intervals, marked by lights on the response box, sepa-
rated by a silent interstimulus interval~ISI! of 700 ms. Both
intervals contained the pedestal; in one interval, chosen at
random, a second sinusoid~the signal! with the same dura-
tion, frequency, and phase as the pedestal was added to the
pedestal to produce a level increment. The listener’s task was
to choose the interval with the increment, and correct-answer
feedback was provided after each trial. Initially, the signal
level in each track was 5 dB above that of the pedestal,
resulting in an initialDL of 8.9 dB. For the first two rever-
sals in each track, the signal level was varied in steps of 5
dB. Thereafter, the step size was reduced to 2 dB for the final
four reversals. The threshold for each track was defined as
the mean of the last four reversals, and the overall threshold
for the run was defined as the mean threshold level across the
four tracks. Once the threshold for the run had been deter-
mined, it was transformed into units ofDL, using the equa-
tion DL520 log@(p11p0)/p0#, wherep1 andp0 are the sound
pressures of the signal and the pedestal, respectively. Three
such estimates of the threshold value ofDL(DLDL) were
obtained on different days for each duration and frequency
combination. The final threshold estimate was the geometric
mean of the three estimates ofDLDL .

2. Across-frequency condition

The across-frequency condition, was designed to prevent
listeners from using within-channel cues in performing loud-
ness discrimination. In each trial, one interval contained a
tone with a nominal frequency of 1 kHz, while the other
interval contained a tone with a nominal frequency of 2 kHz.
Although the excitation patterns of these two tones would
not be expected to overlap greatly, it is at least conceivable
that one auditory filter, centered at the point where the exci-
tation patterns cross, would carry reliable information as to
the relative levels of the two tones. To reduce the reliability
of such a cue, the frequencies of the tones were roved from
trial to trial by 65%. Except for the frequency rove and the
different frequencies across intervals, the stimuli were gen-
erated and presented in the same way as in the second con-
dition. Which of the two nominal frequencies was presented
first was randomized from trial to trial. As in the second

condition, a 20-dB level rove was imposed on the stimuli,
with the 1-kHz pedestal level ranging from 55 to 75 dB SPL.
The pedestal level of the 2-kHz tone was set so as to approxi-
mate the loudness of the 1-kHz pedestal for each listener
individually, as described below. In two of the four tracks,
the standard interval was the 1-kHz tone; in the other two
tracks, the standard interval was the 2-kHz tone. The inter-
leaving ensured that listeners could not tell which was the
standard based solely on the frequency. Again, the averages
of the third to the sixth reversals in each track were used to
estimate the DL. In contrast to the other conditions, a track
did not terminate after six reversals, but its probability of
presentation was reduced. If a track with six or more rever-
sals was selected, the random selection procedure was re-
peated. If the same occurred on the second selection, a third
random selection was made. The third selection was then
used without regard to the number of reversals already made
on the selected track. Thus, only after three selections would
a track with six or more reversals be presented. The reason
for this procedure was to avoid the possibility that all but one
track would terminate, leaving a single track for which it
would be possible~using the feedback provided! to distin-
guish between the standard and the signal intervals based
simply on frequency.

The signal levels at threshold for the two tracks with the
1-kHz tone as pedestal were averaged and converted to units
of DL, and the same was done for the two tracks with the
2-kHz tone as pedestal. Then, the two estimates ofDLDL

were averaged to provide an unbiased estimate ofDLDL , as
described in the Appendix. The preliminary experiment, de-
scribed below, provided an estimate of equal loudness levels
for the 1- and 2-kHz tones for each listener. However, the
accuracy of the estimated DL does not depend critically on
the accuracy of the equal-loudness balances. As shown in the
Appendix, by measuring DLs for both the 1 and 2-kHz tones
as pedestals, any bias towards selecting one or other fre-
quency can be eliminated from the estimate of the overall
sensitivity.

Prior to collecting data for the across-frequency condi-
tion, a preliminary experiment was run to determine for each
listener separately the level difference necessary to make the
1- and 2-kHz tones sound equally loud within the level range
of 55 to 75 dB SPL. Signal durations of 5, 50, and 500 ms
were tested. In this experiment, six independent tracks were
interleaved within each run. In three of the tracks, the level
of the 1-kHz tone was fixed and the level of the 2-kHz tone
was varied; in the other three tracks, the level of the 2-kHz
tone was fixed and the 1-kHz tone was varied. The fixed
level of the three tracks at each frequency was set to 55, 65,
and 75 dB SPL. For each trial, one of the tracks was chosen
at random, as was the order of presentation~fixed or varied
tone first!. Thus, listeners had no way of distinguishing the
fixed from the varied tones. Listeners were asked to select
which of the two intervals contained the louder tone. No
feedback was provided, as the correct answer depended on
the listener’s perception of loudness. The starting level of the
varied tone in each track was set randomly over a range of
610 dB relative to the fixed tone. An adaptive 2IFC proce-
dure with a one-down one-up rule was used in each track to
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determine the point of subjective equality. The level of the
varied tone was initially altered in steps of 4 dB. After the
first five reversals, the step size was reduced to 2 dB for the
final four reversals. Threshold was defined as the mean of the
last four reversals in each track. Each condition was repeated
three times, and the mean of all conditions, pooled across
durations and levels for each subject, was taken as the level
difference required to produce equal loudness for 1- and
2-kHz tones.

The results from this preliminary experiment were used
in the across-frequency condition to adjust the relative levels
of the 1- and 2-kHz tones for each listener individually. The
1-kHz pedestal was set to the nominal level in each trial, as
determined by the roving procedure, and the 2-kHz tone was
adjusted by the difference found in the preliminary experi-
ment. The level difference between 1- and 2-kHz tones
judged to be equally loud (L2k2L1k) ranged from24.7 dB
for S7 to15 dB for S2. The average across listeners was 0.1
dB. A repeated-measures analysis of covariance with pedes-
tal level and log~pedestal duration! as continuous variables
showed a main effect of subject~F6,3505265; p,0.05! and a
significant interaction between subject and pedestal duration
~F6,35052.61; p,0.05! and subject and pedestal level
~F6,35052.39; p,0.05!, but no main effects of duration or
level. This shows that duration and level could have signifi-
cant effects on loudness balancing, but that the effects were
not consistent across listeners. These relatively small effects
were ignored and only the mean difference for each subject
was used.

C. Subjects

Seven female listeners participated as subjects. All had
absolute thresholds of 15 dB HL or less at octave frequencies
between 250 and 8000 Hz, and none reported any history of
hearing disorders or difficulties. The ages of the listeners
ranged from 19 to 44 years~mean age 25.4 years!. All were
college students who were paid for their participation. Lis-
teners received 1–2 h training in each condition before data
were collected.

Data were collected individually in 2-h sessions. For
subjects 1 and 2, the conditions were tested in an interleaved
manner, such that all conditions were completed at approxi-
mately the same time. For the remaining five listeners, the
fixed-level condition was completed first, followed by the
roving-level condition, and finally the across-frequency con-
dition. The reasoning behind this ordering was that listeners,
having been exposed to roving-level and across-frequency
conditions, may use the same, nonoptimal, strategy in dis-
criminating stimuli in the fixed-level condition. Richards
~1992! found that prior exposure to roving-level conditions
impaired listeners’ performance in a tone-in-noise detection
task, and we hypothesized that the same might apply to our
conditions.

D. Results

The results from the individual listeners are plotted in
Fig. 1. Filled symbols represent the fixed-level conditions
and open symbols represent the roving-level conditions.

Squares and circles represent measurements using a 1- and
2-kHz tone, respectively. The circles-in-squares represent the
across-frequency conditions. The results are reported in units
of DL, plotted on a logarithmic axis. This is consistent with
the method used by Florentine~1986! and also has some
theoretical justification. In studies of a wide range of level
discrimination conditions in both normal-hearing and
hearing-impaired listeners, Buus and Florentine~1991! and
Buuset al. ~1995! found thatd8 can be reasonably approxi-
mated as being proportional toDL, and that this relationship
holds over a wider range forDL than for eitherDI or Dp.
As changes in performance should be stated as ratios, and
not differences, ofDL or d8, it is appropriate to plotDL on
a logarithmic axis. For a more detailed discussion, see Buus
and Florentine~1991! and Buuset al. ~1995!.

Generally, the results are rather similar across the seven
subjects. In particular, the results from subjects 1 and 2 do
not seem very different from those of the other five subjects,
suggesting that the order of presentation of the conditions did
not have a strong effect on the results. The trends in the
individual data are also reflected in the geometric mean data,
shown in Fig. 2. Error bars represent6 one standard error
across listeners. Regression slopes@log(DL) against
log(duration)# for the mean data are shown in Table I.

Consider first the data from the fixed-level conditions
~filled symbols!. Thresholds decrease with increasing dura-
tion over the range of durations tested. Listeners seem
slightly, but consistently, more sensitive at 1 kHz than at 2
kHz. The regression slopes for the two frequencies of20.22
and 20.21, respectively, are shallower than the slope of
20.38 found by Florentine~1986! at 1 kHz for a 65-dB SPL
pedestal. However, the slope estimates in that study varied in
a relatively nonsystematic way with pedestal frequency and

FIG. 1. Individual data from experiment 1. Difference limens inDL are
shown as a function of pedestal duration for the fixed-level~filled symbols!,
roving-level~open symbols!, and across-frequency~circles in squares! con-
ditions. Squares and circles represent pedestal frequencies of 1 and 2 kHz,
respectively.
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level, with estimates ranging from20.2 to20.38. Thus, the
slope estimates for the fixed-level conditions found in this
study are at least within the range of those found previously.

In comparing overall thresholds across different studies,
care must be taken to equate levels of performance. In most
previous studies, an adaptive procedure tracking the 70.7%
correct point on the psychometric function has been used,
whereas the present experiment tracked the 79.4% correct
point. Assuming unbiased responses, these two scores corre-
spond tod8’s of 0.78 and 1.16, respectively. AsDL is ap-
proximately proportional tod8 ~Buuset al., 1995!, equal per-
formance would be reflected by aDLDL 1.5 times greater for
the 79.4% conditions than for the 70.7% conditions. At a
pedestal duration of 500 ms, the mean value ofDLDL at 1
kHz found here is 1.49 dB. This is very comparable with the
DL ’s of 1.42 and 1.06 dB found at 1 kHz for levels of 60 and
70 dB SPL, respectively, by Florentineet al. ~1987!. If the
different levels of performance are taken into account, by
dividing ourDLDL by 1.5, our listeners performed somewhat
better on average. In contrast, using the same pedestal level
of 65 dB SPL, Florentine~1986! found a meanDLDL at 1
kHz of 0.4 dB~equivalent to about 0.6 dB at 79.4% correct!.
Jesteadtet al. ~1977! found a DLDL of about 1 dB for a
1-kHz pedestal at a sensation level of 40 dB, which was
presumably lower than 65 dB SPL. The reasons for such
discrepancies have been discussed in detail by Florentine
et al. ~1987!, and seem to be primarily due to amount of
practice and motivation. Despite the reduced overall sensi-
tivity relative to some earlier studies, the dependence of
DLDL on duration for the fixed-level conditions is consistent
with previous studies~Henning, 1970; Florentine, 1986!.

Consider next the roving-level conditions~open sym-
bols!. As expected~Berliner and Durlach, 1973; Berliner
et al., 1977!, DLs are higher than in the fixed-level condi-
tions. Interestingly, however, the deterioration in perfor-
mance is much less marked at short durations than at long
durations. This pattern of results is observed in all listeners
and is reflected in shallower slopes for the function relating
log(DL) to log(duration), as can be seen in Table I.

Finally, performance in the across-frequency condition
~circles in squares! shows even less dependence on duration
than in the roving-level condition. Nevertheless, some im-
provement with increasing duration is evident in nearly all
listeners, and the meanDLDL decreases from 6.3 to 4.8 dB as
duration is increased from 5 to 500 ms. As indicated in Table
I, the slope for the mean data of20.062 is still significantly
different from zero (p,0.01).

Mean discrimination thresholds in the across-frequency
condition never exceed 7 dB, even for the shortest durations.
The value of 7 dB is the best an optimal detector could
achieve if the judgment was based simply on a single-
frequency, across-trial analysis, without comparing the two
frequencies within one trial~Green, 1988, p. 19!. Thus, it
appears that listeners were in fact comparing levels across
frequency, as desired.

E. Discussion

The finding that the across-frequency condition results
in a greatly reduced dependence on duration relative to the
fixed-level conditions is consistent with Buuset al.’s ~1997!
distinction between loudness discrimination and level dis-
crimination, as described in the introduction. However, this
distinction does not predict the observed reduction in dura-
tion dependence due to level roving. Despite the level rov-
ing, it should still be possible to compare excitation patterns
across the two intervals, and so duration dependence should
not be affected. A possible explanation for the results from
all three conditions was outlined in the Introduction, and
assumes the presence of at least two independent internal
noise sources~Durlach and Braida, 1969!. The first noise
source is associated with the sensory coding of the stimulus,
and has been referred to as ‘‘sensation noise.’’ In the various
versions of this model to date, this noise has been assumed to
be constant. However, it seems reasonable to assume that it
would depend on stimulus duration—a parameter not yet ac-
counted for in this framework. The second noise source is
independent of stimulus characteristics and instead depends
on experimental conditions, such as whether level roving is
used~Berliner and Durlach, 1973; Berlineret al., 1977! or
across-frequency comparisons are made~Lim et al., 1977!.
This noise may consist of several components, including
various short- and long-term memory processes, and inaccu-
racies in comparing level across frequency. For our purposes,
it is sufficient to group all these sources together in one
stimulus-independent component, termed ‘‘central noise.’’

Thus, we may restrict ourselves to defining two internal
noise sources, with zero means and variances ofss

2(T) and
sc

2, wheress
2(T) is the variance associated with sensation

noise,sc
2 is the variance associated with central noise, andT

FIG. 2. Mean data from experiment 1. The axes and symbols are the same
as in Fig. 1. Error bars represent61 standard error of the mean across the
seven listeners.

TABLE I. Slopes of log (DLDL) as a function of log~duration! for the
mean data in experiment 1. All slopes are significantly greater than zero
(p,0.01).

Frequency~kHz! Fixed level Roving level Across frequency

1
2

20.22
20.21

20.092
20.11

20.062
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is the stimulus duration in ms. IfDL is proportional tod8
~Buus et al., 1995!, it follows that, for a givend8, DL at
threshold (DLDL) is proportional tos, the total internal noise
standard deviation. This is becaused85kDL/s, wherek is a
constant. The total internal noise variance for the fixed-level
condition can be derived by lettingk51/d8. Thus s2

5DLDL
2 . This overalls2 can be thought of as the sum of

ss
2(T) andsc

2. In the roving-level and across-frequency con-
ditions, we assume that the value ofss

2(T) remains the same
as in the fixed-level condition, while the value ofsc

2 in-
creases, reflecting the increased difficulty of the task.

The question of whether simply increasing the value of
sc

2 can account both for the increase in thresholds and the
decreasing dependence on duration can be answered by find-
ing a value ofsc

2 that best fits the data, while keeping the
value ofss

2(T) fixed for a given duration across conditions.
This was done by first fitting the data from the fixed-level
conditions. The value fors2 as a function of pedestal dura-
tion was estimated by fitting a curve to the mean values of
DLDL

2 . The data from the roving-level and across-frequency
conditions were then predicted by increasing the value ofsc

2

~which is independent ofT! to best match the data.
The predictions using this model are shown as curves in

Fig. 3. The data are taken from Fig. 2, averaged across the
two frequencies in the fixed-level and roving-level condi-
tions. The predicted curve for the fixed-level condition is a
simple power function that described the data well, namely,
DLDL

2 5e3.62T0.427. As the parameters for the curve were fit-
ted to the data, it is not surprising that the fit is good. The
other two curves are more interesting. They represent the
effect of increasing the duration-independent component of
the noise variance. It can be seen that by increasing the
duration-independent central noise variance, it is possible to

account well for both the increase in thresholds and the de-
crease in duration dependence for both the roving-level and
across-frequency conditions. The constants added to the val-
ues ofDLDL

2 in order to fit the data from the roving-level and
across-frequency conditions were 8.2 and 20.1, respectively.

The data and the results from the modeling suggest that
it may not be necessary to invoke two different mechanisms
to account for level discrimination and loudness discrimina-
tion. Instead, these two tasks may form part of a continuum:
in some conditions, with low uncertainty and high similarity
of stimuli, sensation noise may dominate, producing a strong
dependence on stimulus duration. In other conditions, central
noise may dominate, in which case the duration dependence
is much reduced.

In this experiment, both roving-level and across-
frequency conditions resulted in a reduction in the depen-
dence ofDLDL on duration. The pattern of results was well
described by assuming that performance is limited by two
internal noise sources, termed sensation noise and coding
noise~Durlach and Braida, 1969!. If sensation noise depends
on the stimulus characteristics, such as duration, then it may
also be responsible for changes in level discrimination with
pedestal level. As suggested by McGill and Goldberg~1968!,
the ‘‘near-miss’’ to Weber’s law, whereby performance im-
proves with increasing level, may be explained in terms of
improved coding accuracy, or a relative decrease in sensation
noise, with increasing level. Thus, measuring level discrimi-
nation as a function of overall level provides another oppor-
tunity to attempt to separate the effects of sensation noise
and coding noise. Also, as described below, different predic-
tions follow from the different theories under consideration.

II. EXPERIMENT 2: LEVEL AND LOUDNESS
DISCRIMINATION AS A FUNCTION OF STIMULUS
LEVEL

In the second experiment we examined the dependence
of DLDL on stimulus level in the same three conditions tested
in experiment 1. Using tones with the same frequency~5
kHz! but different durations, Buuset al. ~1997! found that
difference limens were generally highest at medium levels
and lower at low and high levels. They related this finding to
the shallower loudness function they found at medium sound
levels and proposed that, unlike level discrimination~where
performance generally improves monotonically with level!,
loudness discrimination was dependent on the slope of the
loudness function. This predicts thatDLDL should follow the
near-miss to Weber’s law in the fixed-level and roving-level
conditions, but be a nonmonotonic function in the across-
frequency condition withDLDL being roughly inversely pro-
portional to the slope of the loudness function as found, for
instance, by Florentineet al. ~1996!.

In the framework of Durlach, Braida, and colleagues, the
near-miss to Weber’s law is accounted for by a steepening of
the function relating level to internal representation~Braida
et al., 1984!, while the sensation noise remains constant.
This would predict that, while overall performance may de-
pend on various experimental manipulations, the dependence
of DL on pedestal level should remain unchanged. Thus,

FIG. 3. Mean data from experiment 1, averaged across the two pedestal
frequencies. The filled and open circles represent the fixed-level and roving-
level conditions, respectively. The circles in squares represent the across-
frequency condition. The curves are fits using the model described in the
text.

1610 1610J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 A. J. Oxenham and S. Buus: Loudness and level discrimination



according to this model, the three conditions should produce
parallel functions when log(DLDL) is plotted as a function of
pedestal level.

A third hypothesis can be formulated as follows: The
near-miss to Weber’s law may be due to a relative decrease
in sensation noise with increasing level~McGill and Gold-
berg, 1968!, consistent with the idea that the near-miss is due
to additional information being provided by off-frequency
channels~Viemeister, 1972; Moore and Raab, 1974; Vi-
emeister, 1974; Florentine and Buus, 1981!. In this case,
roving the level, or forcing listeners to compare stimuli with
different frequency would be equivalent to adding stimulus-
independent noise. As in experiment 1, this would predict
that the slope of the function relating log(DLDL) to stimulus
level should become increasingly shallow, as the stimulus-
independent noise begins to dominate.

These three different predictions were tested here using
the three conditions from experiment 1, with the pedestal
duration fixed at 500 ms and the mean pedestal level varied
parametrically.

A. Stimuli and procedure

The method of generating the stimuli was the same as
that in experiment 1. As in experiment 1, three conditions
were tested: fixed-level and roving-level level discrimina-
tion, and across-frequency loudness discrimination. For the
first two conditions, only 1-kHz pedestals were used, as ex-
periment 1 showed no great differences between pedestals of
1 and 2 kHz. For the third condition, 1- and 2-kHz tones
were compared. The stimuli had a half-amplitude duration of
500 ms and were gated using 5-ms raised-cosine ramps. The
fixed-level condition was tested at pedestal levels of 25, 50,
and 80 dB SPL~except for S4 who was tested at 30, 50, and
80 dB SPL!. The roving-level condition was tested with ped-
estal levels in the ranges of 15–35 dB~20–40 dB for S4!,
40–60 dB, and 70–90 dB SPL. The rove range was thus
always 20 dB, but the median level varied from low to high.
This is different from most other roving-level experiments,
in which the rove range and the overall level range generally
covary. The across-frequency condition was tested with the
same 1-kHz pedestal levels as in the roving-level condition.
The level of the 2-kHz pedestal was adjusted for each lis-
tener and level range to provide roughly equal loudness
across the two frequencies, as described below. In an attempt
to improve the overall performance of listeners, and to fur-
ther reduce the influence of coding noise in the fixed-level
condition, the ISI was reduced to 250 ms for all three con-
ditions.

The same procedures were used as in experiment 1.
Again, interleaved tracks, as described in experiment 1, were
used to estimate thresholds, and the mean of three runs was
defined as the final threshold.

B. Subjects

Three subjects from experiment 1, S3, S4, and S5, par-
ticipated in this experiment. Their ages were 23, 44, and 21
years, respectively. This experiment was carried out after
experiment 1, and so listeners already had considerable ex-

perience in level-discrimination tasks. Listeners were given a
further 2 h of practice on the new conditions before data
were collected.

C. Preliminary experiments

Before any data were collected, absolute thresholds at 1
and 2 kHz were measured for the three listeners using a
two-interval two-alternative forced choice adaptive proce-
dure with a three-down one-up tracking rule that tracks the
79.4% correct point on the psychometric function. In the
actual experiment, the lowest level range was selected such
that the lowest level presented was at least 5 dB above ab-
solute threshold at both 1 and 2 kHz. For S3 and S5, this was
15–35 dB. For S4, the levels had to be increased by 5 dB to
meet this criterion.

As in experiment 1, a preliminary experiment was con-
ducted to determine points of subjective equality for the
loudness of the 1- and 2-kHz tones for the three different
level ranges and the three listeners individually. This was
done as in experiment 1, except that only the 500-ms dura-
tions were tested. The three level ranges were tested sepa-
rately, using fixed levels of 15, 25, and 35~20, 30, and 40 for
S4!, 40, 50, and 60 dB, and 70, 80, and 90 dB SPL. The
mean differences for each of the level ranges and each of the
listeners were used in the across-frequency condition to set
the level of the 2-kHz pedestal.

D. Results and discussion

The data from the three listeners were rather similar and
therefore only the mean results are shown in Fig. 4. Error
bars represent61 s.e. of the mean. The data at the lowest
level are shown as having a mean pedestal level of 25 dB

FIG. 4. Mean data from experiment 2. Difference limens inDL are plotted
as a function of mean pedestal level. The filled and open squares represent
the fixed-level and roving-level conditions, respectively. The circles in
squares represent the across-frequency condition. Error bars represent61
standard error of the mean across the three listeners. The curves are fits
using the model described in the text.
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SPL, although the levels for S4 were in fact 5 dB higher. The
fixed-level condition~solid squares! shows a typical decrease
in DL with increasing pedestal level, often referred to as the
‘‘near-miss’’ to Weber’s law. Previous studies of the ‘‘near-
miss’’ have generally quoted slopes in terms of 10 log(DI),
or intensity increment level, as a function of 10 log(I), or
pedestal level~McGill and Goldberg, 1968; Viemeister,
1972!. In these units, the slope of the mean data from the
fixed-level condition is 0.93, which is consistent with results
from previous studies~Rabinowitzet al., 1976!.

In contrast, both the roving-level~open squares! and the
across-frequency~circles in squares! conditions show much
less dependence on overall level, with slopes@10 log(DI) as a
function of 10 log(I)# closer to unity, of 0.99 and 0.97, re-
spectively. The curves in the figure are model fits, described
below. As in experiment 1, there seems to be no qualitative
difference between the results from level discrimination
~fixed and roving level! and loudness discrimination across
frequency. Instead, the deterioration in performance due to
both level roving and across-frequency comparisons leads to
a reduced dependence on overall level.

As with the data in experiment 1, it is possible to derive
predictions based on the effects of stimulus-dependent sen-
sation noise and stimulus-independent central noise. Again,
the results from the fixed-level condition were used to derive
an initial estimate of internal variance. Performance in the
other two conditions was predicted by assuming the addition
of level-independent central noise. This was achieved as de-
scribed for experiment 1. The predictions are shown as solid
curves in Fig. 4. The equation used to derive the noise vari-
ance for the fixed-level condition wasDL2520.0802L
17.98, whereL is the nominal pedestal level in dB SPL. The
constants added to the values ofDLDL

2 in order to fit the data
from the roving-level and across-frequency conditions were
5.5 and 23.3, respectively. These values are reasonably simi-
lar to the ones found in experiment 1 of 8.2 and 20.1, con-
sidering that only a subset of the original listener group was
used in experiment 2. The similarity of these values lends
some support to the idea that roving-level and across-
frequency conditions may deteriorate performance in a way
that is stimulus independent.

The predictions capture the trend of reduced level de-
pendence in the roving-level and across-frequency condi-
tions. However, the actual data show a smaller-than-
predicted effect of level in the roving-level condition, and a
greater-than-predicted effect of level in the across-frequency
condition. While the fit is not quite as convincing as in ex-
periment 1, the trend is captured sufficiently to suggest that
the data can be explained in terms of an increase in stimulus-
independent central noise relative to stimulus-dependent sen-
sation noise.

No deterioration in performance at medium levels was
found in the across-frequency condition. Based on the as-
sumption that the loudness DL is inversely proportional to
the slope of the loudness function~Buus et al., 1997!, and
the fact that the loudness function seems to be shallower at
medium levels than at high or low levels at 1 kHz, at least
when measured using loudness integration~Florentineet al.,
1996!, a deterioration at medium levels would have been

expected. Such a mid-level deterioration in DLs was found
by Buuset al. ~1997! at 5 kHz in a comparison of long- and
short-duration tones, which was quantitatively consistent
with the change in the slope of the derived loudness function.
A number of parameter differences could account for the
different pattern of results observed here, including the use
of equal-duration but different-frequency tones, the use of
feedback, and the lower frequencies tested here. It should be
noted, however, that a mid-level deterioration in DLs has
been observed before in traditional level discrimination tasks
at frequencies above about 2 kHz, but not below~Penner
et al., 1974; Carlyon and Moore, 1984; Long and Cullen,
1985; Florentineet al., 1987; Oxenham and Moore, 1995!.
Thus, the mid-level deterioration observed by Buuset al.at 5
kHz may in part be a reflection of an effect also observed in
traditional level-discrimination tasks.

The results are also inconsistent with the predictions of
the models explored by Durlach, Braida, and colleagues.
Generally in these models, sensation noise is assumed to be
constant, and when the near-miss to Weber’s law has been
accounted for, this has been achieved by a steepening of the
function relating sound level to an internal sensation variable
~e.g., Braidaet al., 1984!. Thus it seems that their model
would predict parallel functions in Fig. 4.

The present results may also have some implications for
models that attempt to relate the slope of the loudness func-
tion to DLDL ~Hellman et al., 1987; Hellman and Hellman,
1990; Allen and Neely, 1997!. If DLDL as a function of level
is determined by the slope of the loudness function, changing
the experimental parameters should result in a parallel shift
in thresholds, as predicted by the models of Durlach and
colleagues. The fact that the relation betweenDLDL and level
depends on experimental manipulations seems to indicate
that there exists a dissociation between the loudness function
and level discrimination, which is not accounted for by mod-
els that postulate a direct relation between the slope of the
loudness function and level discrimination.

III. SUMMARY

In experiment 1, level discrimination was measured for
1- and 2-kHz tones as a function of stimulus duration for
three conditions:~1! within-frequency comparisons with a
fixed pedestal level of 65 dB SPL;~2! within-frequency com-
parisons with the pedestal level roved uniformly between 55
and 75 dB SPL; and~3! across-frequency comparisons with
the pedestal level roved uniformly between 55 and 75 dB
SPL. As found previously~Florentine, 1986!, discrimination
in the fixed-level condition improved with pedestal duration.
Roving the pedestal level produced a greater deterioration in
performance for long than for short tones, leading to less
dependence of discrimination thresholds on duration.
Across-frequency comparisons produced a further deteriora-
tion in performance and even less duration dependence.
However, there was no qualitative difference between the
results of the within-frequency and the across-frequency
roved conditions.

In experiment 2,DLDL’s for the same three conditions
were measured as a function of pedestal level using 500-ms
tones. In the fixed-level condition, the expected improvement
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with increasing pedestal level was observed. Roving the ped-
estal level over a 20-dB range increasedDLDL’s and reduced
the dependence on overall level, producing a relationship
much closer to Weber’s law than that observed in the fixed-
level condition. Across-frequency comparisons produced a
further reduction in performance. Again, there was no quali-
tative difference between the results of the within-frequency
and across-frequency roved conditions.

The results do not provide support for a distinction be-
tween level discrimination and loudness discrimination,
whereby level discrimination is performed using independent
information from multiple frequency channels and loudness
discrimination is based on an overall sensation of loudness
~Buus et al., 1997!. Instead, the results may be understood
within a framework similar to that suggested by Durlach,
Braida, and colleagues~Durlach and Braida, 1969; Berliner
and Durlach, 1973; Berlineret al., 1977; Lim et al., 1977!.
In this approach, as adapted here, two separate internal noise
sources are required. The first, termed sensation noise, rep-
resents the variance associated with the initial coding of the
stimulus. This noise is assumed to be independent of experi-
mental manipulations, such as roving level or changing the
interstimulus interval, but~unlike in the formulation of
Durlach and colleagues! is assumed to be dependent on
stimulus parameters, such as duration and level. The second
noise, termed central noise, is assumed to be the variance
added by higher, perhaps more cognitive, processes, such as
memory and across-frequency processing~Lim et al., 1977!.
This noise is not dependent on stimulus parameters, but is
dependent on experimental manipulations. The increase in
DLDL’s and the reduction in their dependence on duration
and level in the roving-level and across-frequency conditions
can be explained in terms of an increase in the stimulus-
independent central noise, which represents the increased
difficulty of the tasks, while leaving the initial coding of the
stimuli ~sensation noise! unaffected.
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APPENDIX: DERIVING DL

In the across-frequency conditions,DLDL was derived
from four interleaved tracks, in which two used a 1-kHz
standard and a 2-kHz comparison tone, and two used the
opposite. If the two tones are not calibrated exactly for equal
loudness, the two pairs of interleaved tracks will not con-
verge on the sameDL. Even in this case, the ‘‘true’’DLDL

can be calculated quite simply, as follows:
Assume two tones at different frequencies where tone 1

is fixed at levelL1F and tone 2 is adjusted to be 1 DL above
the fixed tone 1, such that

L2V5L1F1K1DLDL , ~A1!

whereL2V is the ~varied! level of tone 2,L1 is the ~fixed!
level of tone 1,K is the level difference necessary for equal
loudness, andDLDL is the ‘‘true’’ DL. The quantity L2V

2L1F is then the measured DL. Similarly, when tone 2 is
fixed, and tone 1 is set to be 1 DL above tone 2,

L1V5L2F2K1DLDL , ~A2!

whereDL1V is the varied level of tone 1,L2F is the fixed
level of tone 2, andL1V2L2F is the measured DL. Adding
A1 and A2 and rearranging the terms gives

2DLDL5~L2V2L1F!1~L1V2L2F!. ~A3!

The terms (L2V2L1F) and (L1V2L2F) are the two measured
DLs, DL1 andDL2 , respectively, so,

DLDL5~DL11DL2!/2. ~A4!

Equation A4 shows that the ‘‘true’’DLDL can be found as
the average of the DLs measured whenL1 is varied and
whenL2 is varied, even if the fixed levels did not yield equal
loudness. Strictly speaking, then, it would not have been nec-
essary in the experiments to adjust the levels of the tones to
approximate equal loudness, as any difference could be dealt
with post hoc. However, as feedback was provided, it was
desirable to have the two pedestals as close to equal loudness
as possible.
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The relationships among age-related differences in gap detection and word recognition in subjects
with normal hearing or mild sensorineural hearing loss were explored in two studies. In the first
study, gap thresholds were obtained for 40 younger and 40 older subjects. The gaps were carried by
150-ms, modulated, low-pass noise bursts with cutoff frequencies of 1 or 6 kHz. The noise bursts
were presented at an overall level of 80 dB SPL in three background conditions. Mean gap
thresholds ranged between 2.6 and 7.8 ms for the younger age group and between 3.4 and 10.0 ms
for the older group. Mean gap thresholds were significantly larger for the older group in all six
conditions. Gap thresholds were not significantly correlated with audiometric thresholds in either
age group but the 1-kHz gap thresholds increased with age in the younger group. In the second
study, the relationships among gap thresholds, spondee-in-babble thresholds, and audiometric
thresholds of 66 subjects were examined. Compared with the older subjects, the younger group
recognized the spondees at significantly lower~more difficult! spondee-to-babble ratios. In the
younger group, spondee-in-babble thresholds were significantly correlated with gap thresholds in
conditions of high-frequency masking. In the older group, spondee-in-babble thresholds, gap
thresholds, and audiometric thresholds were not significantly correlated, but the spondee-in-babble
thresholds and two audiometric thresholds increased significantly with age. These results
demonstrate that significant age-related changes in auditory processing occur throughout adulthood.
Specifically, age-related changes in temporal acuity may begin decades earlier than age-related
changes in word recognition. ©2000 Acoustical Society of America.@S0001-4966~00!01303-5#

PACS numbers: 43.66.Mk, 43.71.Lz, 43.66.Sr@JWH#

INTRODUCTION

Studies of age-related changes in speech perception have
shown that older adults experience more problems under-
standing speech in everyday communication and require
more favorable speech-to-noise ratios when compared with
younger adults~e.g., CHABA, 1988!. Some studies suggest
that many of the presumed age-related differences in speech
understanding can be predicted by a loss in absolute sensi-
tivity ~e.g., Humeset al., 1994!. However, there remains
considerable interest in studying other age-related factors
that may contribute to poorer speech understanding in older
adults ~e.g., Stuart and Phillips, 1996; Divenyi and Haupt,
1997a, 1997b, 1997c!. Central changes induced by age-
related peripheral pathology such as tonotopic reorganization
or decreases in inhibition~Willott, 1996! are one type of
factor that may add to or interact with the effects of hearing
loss. Age-related differences in the central auditory system
itself, e.g., changes in spontaneous neural activity and the
development of inhibition~Ison et al., 1998!, are a second.
Furthermore, changes in audition may underlie age-related
differences in working memory~Pichora-Fulleret al., 1995!,
and selective attention~Barr and Giambra, 1990!.

Several studies have demonstrated age-related differ-
ences in temporal processing~see Fitzgibbons and Gordon-
Salant, 1996 for a review! and parallel changes in the audi-

tory brainstern~Boettcheret al., 1996; Waltonet al., 1997!
that do not appear to be induced by peripheral hearing loss.
Schneideret al. ~1994! in a study of subjects with normal
hearing or mild high-frequency loss reported age-related dif-
ferences in gap detection thresholds that were not signifi-
cantly correlated with audiometric thresholds. However, a
limitation in other studies of age-related changes in auditory
processing has been the challenge, regardless of species, in
matching younger and older age groups for absolute sensi-
tivity. When age is confounded with hearing loss, it is diffi-
cult to differentiate differences in auditory processing that
are age-related only from those reflecting the interaction of
age with hearing loss.

The effects of deficits in temporal resolution, if any, on
speech perception remain unclear. Several investigators have
reported significant correlations between measures of tempo-
ral resolution in quiet and word recognition in noise. For
example, Tyler et al. ~1982! studied 16 normal-hearing
@mean age523 years; standard deviation~s.d.!56# and 16
hearing-impaired adults~mean age553 years; s.d.514!.
They reported significant correlations between gap thresh-
olds obtained with noise bursts in quiet and word recognition
scores obtained in noise after combining the data for the two
groups and partialing out the effects of absolute thresholds.
In contrast are the results of a study by Divenyi and Haupt
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~1997c!. They studied the performance of 45 older~mean
age564.4 years; s.d.54.4! and 16 younger adults~mean age
522.1 years; s.d.53.5! on 34 auditory measures. Divenyi
and Haupt reported little correlation between gap detection
thresholds obtained in quite and various measures of word
recognition obtained in a background of speech babble or
reverberation. They suggested that in order to detect a corre-
spondence between gap detection thresholds and speech per-
ception tasks, both should be measured in the presence of
competing stimuli. Similarly, Fitzgibbons and Gordon-Salant
~1996! suggested that limitations in temporal processing in
older listeners become more evident as the level of stimulus
complexity and the demands of the listening task increase.
While the inability to discriminate gaps carried by acousti-
cally simple stimuli in quiet backgrounds may explain little
of the variation in speech perception in quiet among older
adults, greater sensitivity to the temporal characteristics of
complex stimuli may contribute to speech understanding in
complex listening conditions~Drullman, 1995!.

Recently, Strouseet al. ~1998! studied the relationship
between temporal resolution and speech perception in 12
younger and 12 older subjects with clinically normal hearing.
Although the older listeners were found to perform more
poorly than younger listeners on both temporal resolution
and speech perception measures, temporal resolution mea-
sures were uncorrelated with speech perception measures in
both age groups. Strouseet al.suggested that the correlations
might have been more robust if temporal resolution and
speech perception had been measured in more similar condi-
tions. Strouseet al. also noted that the analysis was limited
by the small number of subjects in each group.

In separate reports from this lab, age-related differences
in speech perception in noise~Frisina and Frisina, 1997! and
temporal processing~Snell, 1997! in adults with normal
hearing have been discussed. Frisina and Frisina~1997! com-
pared spondee recognition scores obtained in babble and
high-frequency noise by 10 younger adults with those of 10
older adults and reported better performance by the younger
group. Snell~1997! found that in both quiet and noisy back-
grounds, the gap thresholds of 20 younger adults were sig-
nificantly smaller than were those of 20 older adults. Be-
cause of the relatively small group sizes in those studies, we
were unable to examine the relationships among the mea-
sures of temporal resolution and word recognition. The pri-
mary goal of this study was to extend our previous work by
examining the relationships among age-related differences in
gap detection and word recognition in larger groups of
younger and older subjects. In addition, the contributions of
age and absolute sensitivity within each age group were ex-
plored.

I. STUDY 1

In our first study, the effects of age and absolute thresh-
olds on the gap thresholds of 80 subjects were examined. An
analysis of the gap thresholds for 40 of these subjects, con-
sisting of 20 matched pairs of younger and older listeners,
has been previously reported~Snell, 1997!. The 6 experi-
mental conditions in the current study represent a subset of

the original 24 conditions. Doubling the sample size while
decreasing the number of conditions permitted a more rigor-
ous analysis.

A. Method

Forty younger~20 men, 20 women! and 40 older~13
men, 27 women! adults served as subjects. Fewer older men
participated in this study because older men with normal
clinical audiometric results were difficult to locate despite
extensive audiometric screening of potential subjects.
Younger subjects ranged in age from 17 to 40 years~mean
age of 26.4 years!; older subjects were between 61 and 82
years of age~mean age of 68.3 years!. Shown in Table I are
the mean audiometric thresholds~ANSI S3.6-1989! and stan-
dard deviations. Note that the mean thresholds of the two age
groups differ by less than 3 dB at octaves between .25 and 4
kHz, while the difference increases to 12.9 dB at 8 kHz. An
initial analysis of variance~ANOVA ! was carried out on the
thresholds using a repeated measures design~SYSTAT,
1997! with one between~two age groups! and one within
factor ~five audiometric frequencies: 0.25, 0.5, 1, 2, and 4
kHz!. The main effect of frequency was significant
@F(4,312)513.078; p,0.0005#. The main effect of age
@F(1,78)50.768; p50.384# and the interaction~frequency
by age! were not@F(4,312)50.663; p50.618#. While the
effect of age was not significant at frequencies between 0.25
and 4 kHz, a subsequent one-way ANOVA of the 8-kHz
audiometric thresholds indicated a significant effect of age
@F(1,78)523.178;p,0.0005#.

Gaps were shaped with 1-ms cosine-squared rise–fall
envelopes and placed in the 150-ms signal noise bursts 100
ms after noise burst onset. The stimuli were low-pass noise
bursts, digitized with cutoff frequencies of 1 or 6 kHz, and
randomly generated for each presentation@Tucker Davis
Technologies~TDT! AP2#. These signals will be referred to
as the 1- and 6-kHz noise burst carriers throughout the re-
mainder of the paper. The random noise bursts were digitally
modulated in amplitude with 20-Hz sinusoids to achieve a
modulation depth of 13% to achieve a somewhat more
speechlike waveform envelope. The noise bursts were trans-
duced by a 16-bit D/A converter~TDT DD1!, attenuated
~TDT PA4! to an overall level of 80-dB sound-pressure level
~SPL!, routed through a signal mixer~TDT SM 3! and head-
phone buffer ~TDT HB5!, and then led to an earphone
~Beyer DT48!. Noise bursts were presented in three back-
ground conditions. In the first condition no background noise

TABLE I. Mean absolute thresholds~dB HL! and standard deviations~dB!
for the younger and older subjects in the first study.

Mean absolute threshold~dB HL!
Frequency~kHz!

0.25 0.50 1 2 4 8

Younger subjects (N540)
Mean 7.8 8.5 7.7 8.5 11.7 8.9
s.d. ~5.6! ~6.1! ~6.4! ~7.9! ~11.0! ~11.5!

Older subjects (N540)
Mean 9.0 9.4 8.2 9.4 14.6 21.8
s.d. ~5.9! ~8.3! ~7.5! ~9.1! ~10.2! ~12.3!
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was present. In the second condition, continuous white noise
was digitally generated~TDT WG1!, attenuated~TDT PA4!
to an overall level of 45 dB SPL@spectrum level (N0)
54 dB#, and mixed with the gated noise bursts. This level
was sufficient to shift absolute thresholds of the signal noise
bursts by at least 10 dB as well as mask spectral splatter
~Mooreet al., 1992!. In the third condition, a high-frequency
masker was present in addition to the noise floor. The spec-
trum level of the high-frequency masker was fixed at 20 dB
below the spectrum level of the noise burst and its cutoff
frequencies were 6 and 12 kHz. The high-frequency masker
was gated on and off with the signal noise burst but did not
contain a gap at 100 ms after onset. The purpose of this
high-frequency masker was to minimize the potential contri-
bution of auditory fibers tuned to high frequencies where our
subject groups were not well matched. Thus in the noise
floor and high-frequency masker condition, the gap was par-
tially filled by the high-frequency masker as well as by the
continuous white noise floor. These three conditions are re-
ferred to in the remainder of this paper as quiet~Q!, noise
floor ~NF!, and noise floor and high-frequency masker
~NF1HF masker! conditions. In summary, gap thresholds
were obtained for two noise burst carriers that differed in
cutoff frequency~1 and 6 kHz! and three background condi-
tions for a total of six conditions.

Gap thresholds were obtained in an adaptive, two-
interval, forced-choice~2 IFC! procedure to estimate the
79% point on the psychometric function. Within each condi-
tion, two threshold estimates were obtained and averaged to
obtain a single threshold estimate. The order of conditions
was randomized across sessions and subjects. Each subject
practiced for about one and one-half hours prior to data col-
lection. Subjects listened during six to eight sessions each
lasting one to one and one-half hours.

B. Results and discussion

The mean gap detection thresholds for the 80 subjects in
the six experimental conditions are shown in Fig. 1. Age is
shown on the abscissa; the gap threshold in ms is plotted on
the ordinate. The three panels on the left represent gap
thresholds obtained with the 6-kHz noise burst carrier in
backgrounds of quiet, continuous noise floor, and noise floor
and high-frequency masker. The three panels on the right
represent thresholds obtained with the 1-kHz noise burst car-
rier in backgrounds of quiet, continuous noise floor, and con-
tinuous noise floor with a high-frequency masker. The ordi-
nate scale used for the right panels is expanded to encompass
the wider range of gap thresholds obtained with the 1-kHz
noise bursts. Note that in each plot, there is overlap between
the gap thresholds of the younger and older groups. Gener-
ally, however, the distributions for the younger and older
subjects are different, and whereas gap thresholds for many
younger and older subjects were the same, some older sub-
jects had higher gap thresholds.

These gap thresholds were analyzed in a repeated mea-
sure ANOVA~SYSTAT, 1997! with one between factor~age
group! and two within factors~cutoff frequency of the noise
burst, background condition!. The ANOVA results indicated
significant main effects of age@F(1,78)519.618, p

,0.0005#, cutoff frequency@F(1,78)5893.740,p,0.0005#,
and background condition@F(2,156)56.672, p,0.002#.
The interaction between age and cutoff frequency@F(1,78)
50.003,p,0.003# was also significant. The interactions be-
tween age and background@F(2,156)52.318,p,0.103# and
cutoff-frequency and background@F(2,156)51.156, p
,0.317# were not. The three-way interaction, cutoff fre-
quency, background, and age, was also significant
@F(2,156)53.985,p,0.021#.

The significant interaction between age and cutoff fre-
quency reflects the larger between-group differences in gap
thresholds found with the 1-kHz compared with the 6-kHz
noise burst carriers. That is, the mean gap thresholds of the
younger group were 0.6 to 0.8 ms smaller than those of the
older group when obtained with the 6-kHz noise bursts,
while they were 1.3 to 2.2 ms smaller when obtained with
the 1-kHz noise bursts. The significant three-way interaction
reflects an interaction between frequency and background
that differs with age group. In the younger group, the mean
gap threshold in the noise floor and high-frequency masking
condition was significantly poorer than in the quiet and noise
floor conditions but only with the 6-kHz noise burst carrier.
In the older group, the mean gap thresholds in the noise floor
condition and the noise floor and high-frequency-masking
condition were significantly poorer than in the quiet condi-
tion but only with the 1-kHz noise burst carrier.Post-hoc
comparisons using Bonferroni-adjusted probabilities re-

FIG. 1. Six scatter plots with age~years! on the abscissa and gap detection
threshold~ms! on the ordinate. The three panels on the left show data ob-
tained with a gated, modulated noise burst low passed at 6 kHz at an overall
level of 80 dB SPL. The three panels on the right represent data obtained
with a gated, modulated noise burst low passed at 1 kHz at an overall level
of 80 dB SPL. The top panels represent the two conditions with a quiet
background. The middle panels contain thresholds obtained with a continu-
ous white noise floor in the background. The bottom panels represent con-
ditions with a continuous white noise floor and a gated high-frequency
masker. The high-frequency masker was gated, had cutoff frequencies of 6
and 12 kHz, and was presented at a spectrum level 20 dB below that of the
noise burst carrier. Each data point represents the mean gap thresholds~ms!
of one subject.
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vealed the mean gap thresholds of the younger group were
smaller than those of the older group in all six conditions.

1. Absolute thresholds and gap thresholds

A Pearson correlation matrix for the six gap thresholds
and six audiometric thresholds was estimated for each age
group. Outlying cases were detected and eliminated using a
robust procedure outlined by Hadi~1994!. The Hadi outlier
identification and estimation option~SYSTAT, p. 319! iden-
tifies specific subjects as outliers~if there are any! and then
uses the acceptable cases to estimate the requested matrix in
the usual way. In brief, a robust covariance matrix is used to
iteratively compute Mahalanobis distances, adding cases,
and updating the covariance matrix until an internal limit
based on a chi-square statistic is exceeded. The cases not
entered are identified as outliers. The remaining cases are
then used to compute the Pearson correlation coefficients in
the usual way.

The Hadi procedure identified one subject in the
younger group as an outlier prior to matrix estimation. As
shown in Table II, the resulting 36 correlation coefficients
between gap thresholds and absolute thresholds ranged from
20.09 to 0.279 for the younger group and from20.08 to
0.397 for the older group. All coefficients failed to achieve
significance atp,0.10 using Bonferroni-adjusted probabili-
ties to provide protection for multiple tests. We conclude that
for these subjects with relatively normal hearing or mild
hearing loss, gap thresholds are not significantly correlated
with absolute thresholds.

2. Age and gap thresholds

Pearson correlations between gap thresholds and age
were also examined. Two younger and five older subjects

were identified as outliers by the Hadi procedure and the
remaining acceptable cases~38 younger and 35 older! were
used to compute the 12 correlation coefficients shown in
Table III. The results shown at the bottom of the table indi-
cate that none of the gap thresholds of the older subjects
increased with age. This finding contrasts with the results for
the younger group where three coefficients~0.512, 0.503,
and 0.481! were significant at a Bonferroni-adjustedp
,0.01. These represent correlations within the younger
group between the gap thresholds obtained with the 1-kHz
noise burst and age. This suggests that within the younger
group and regardless of background condition, gap thresh-
olds increase with age when the gap carrier is a modulated
noise burst low passed at 1 kHz.

Could age-related increases in audiometric thresholds~if
any! within the younger group have contributed to these age-
related increases in gap thresholds? To answer this question,
recall that the analysis summarized in Table II indicated that

TABLE II. Correlation matrices for gap thresholds and audiometric thresholds for younger and older groups.
Gap thresholds were obtained with modulated noise bursts at an overall level of 80 dB SPL. The noise bursts
had low-pass cutoff frequencies of 1 or 6 kHz. Three background conditions were used: quite~Q!, continuous
white noise floor~NF!, and continuous white noise floor and gated high-frequency masker~NF1HF masker!.
Before the matrices were estimated, one younger subject was identified as an outlier and eliminated.~With the
probabilities adjusted by the Bonferroni method, none of the coefficients was significant at the relaxed level of
p,0.10.!

Audiometric
threshold~dB HL!

Gap thresholds~ms!

Frequency~kHz!

6-kHz low-pass noise burst 1-kHz low-pass noise burst

Q NF NF1HF masker Q NF NF1HF masker

Younger subjects (N539)
0.25 0.10 0.00 20.06 20.12 0.12 20.02
0.50 0.12 0.15 20.02 20.24 20.05 20.21
1.00 0.09 0.10 20.03 20.21 20.01 20.21
2.00 20.05 20.03 20.14 20.03 0.11 20.13
4.00 0.20 0.11 0.08 0.17 0.20 0.02
8.00 20.08 20.10 20.09 0.28 0.22 0.29

Older subjects (N540)
0.25 0.13 0.09 0.12 0.07 0.21 0.12
0.50 0.11 0.00 0.06 20.01 0.17 0.02
1.00 0.17 0.13 0.10 0.05 0.23 0.25
2.00 0.19 0.15 0.22 0.03 0.16 0.11
4.00 20.02 20.08 0.05 20.01 0.03 0.03
8.00 0.12 0.04 20.07 0.23 0.40 0.13

TABLE III. Correlation coefficients between six gap thresholds and age for
the younger and older subjects in the first study. The six gap threshold
conditions are the same as those described in Table II. Outliers~two
younger, five older subjects! were eliminated before the matrices were esti-
mated.

Gap threshold~ms!

6 kHz low-pass noise burst 1-kHz low-pass noise burst

Q NF NF1HF masker Q NF NF1HF masker

Younger subjects (N538)
Age ~years! 0.11 0.00 0.04 0.51a 0.50a 0.48a

Older subjects (N535)
Age ~years! 0.13 0.15 0.23 0.04 0.03 20.02

aBonferroni-adjusted probability,p,0.01.
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there were no significant relationships~at an Bonferroni-
adjustedp50.10! between the six gap thresholds and the six
audiometric thresholds in either age group. Were there age-
related increases in audiometric thresholds for the younger
group? The correlation coefficients between age and the au-
diometric thresholds at 0.25, 5, 1, 2, 4, and 8 kHz were 0.04,
20.06, 20.04, 0.04, 0.38, and 0.24, respectively, for non-
outlying cases~38 younger subjects!. None of these coeffi-
cients was significant at a Bonferroni-adjustedp50.05,
though the coefficient between age and the audiometric
threshold at 4 kHz~0.38! had a Bonferroni-adjustedp
50.09. We conclude that the age-related changes in gap
thresholds in younger subjects cannot be attributed to age-
related changes in their audiometric thresholds.

3. Patterns among gap thresholds

To further explore age-related differences in gap thresh-
olds, correlations among the six gap thresholds were com-
puted. The Hadi procedure identified two younger and seven
older subjects as outlying cases. Shown in the top panel of
Table IV is the matrix that represents the remaining 38
younger subjects; the lower matrix represents the remaining
33 older subjects. For purposes of clarity, correlation coeffi-
cients with Bonferroni-adjusted probabilities exceeding 0.10
were deleted. As in Tables II and III, conditions are ordered
by the low-pass cutoff frequency of the noise burst and back-
ground condition~quiet, continuous noise floor, or continu-
ous noise floor with gated high-frequency masker!. Note that
fewer correlation coefficients are significant in the matrix of
the younger subjects. To illustrate that the correlations fol-
low a pattern, a set of correlations within each matrix has

been outlined by a rectangle. Coefficients falling outside the
rectangles are correlation coefficients between gap thresholds
obtained with two 6-kHz noise bursts or with two 1-kHz
noise bursts. Coefficients within a box are between a gap
threshold obtained with a 1-kHz noise burst and a gap
threshold obtained with a 6-kHz noise burst. In the matrix for
the younger group shown at the top, all nine correlation co-
efficients ~enclosed by the top rectangle! failed to achieve
significance. This suggests that the mechanisms underlying
gap detection in the younger subjects may vary significantly
depending on whether the carrier is a 1 or6-kHz noise burst.
This pattern is consistent with age-related increases in the
gap thresholds with one carrier~the 1-kHz noise burst!, but
not the other~the 6-kHz noise burst! shown in Table III.

The pattern in the lower correlation matrix in Table IV
representing the older age group contrasts with that of the
younger subjects. Note that seven of the nine correlation co-
efficients enclosed by the bottom rectangle are significant.
That is, the strength of correlation between gap thresholds
obtained with carriers differing in their spectral characteris-
tics is similar to that between gap thresholds obtained with
carriers with the same spectra. That is, older subjects with
relatively better acuity for gaps carried by 6-kHz noise bursts
will generally have relatively better acuity for gaps carried
by 1-kHz noise bursts.

To explore the generality of this finding, gap thresholds
that had been obtained with noise bursts at an overall level of
70-dB SPL were also correlated. Aside from the lower pre-
sentation level, the method used to obtain these gap thresh-
olds was identical to that previously described. Similarly,
comparisons between age groups using Bonferroni-adjusted

TABLE IV. Correlations among gap thresholds obtained with noise bursts at overall level of 80 dB SPL for
younger and older groups in the first study. The low-pass cutoff frequencies of the noise bursts~1 and 6 kHz!
and the background conditions~Q, NF, and NF1HF masker! are the same as those described in Table II. Before
the matrices were estimated, two younger and seven older subjects were eliminated as outliers using the Hadi
procedure. Only coefficients with Bonferroni-adjusted probabilitiesp,0.10 were retained in the matrices.

Gap thresholds~ms!

6-kHz noise burst 1-kHz noise burst

Q NF NF1HF masker Q NF NF1HF masker

Younger subjects (N538)
6-kHz noise burst
Q 1.000
NF 0.676a 1.000
NF1HF masker 0.842a 0.805a 1.000
1-kHz noise burst
Q 1.000
NF 0.776a 1.000
NF1HF masker 0.801a 0.784a 1.000

Older subjects (N533)
6-kHz noise burst
Q 1.000
NF 0.719a 1.000
NF1HF masker 0.847a 0.696a 1.000
1-kHz noise burst
Q 0.673a 0.797a 0.498b 1.000
NF 0.489b 0.468b 0.747a 1.000
NF1HF masker 0.509b 0.645a 0.785a 0.846a 1.000

aSignificant at a Bonferroni-adjustedp,0.01.
bSignificant at Bonferroni-adjustedp,0.05.

1619 1619J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 K. B. Snell and D. R. Frisina: Gap detection and word recognition



probabilities revealed the mean gap thresholds of the
younger group were smaller than those of the older group in
all six conditions at the lower presentation level. The matri-
ces for the six gap thresholds computed after elimination of
outliers~no younger subjects, four older subjects! are shown
in Table V. Note that the general patterns are similar to those
seen in Table IV. In the matrix for the younger subjects
shown in the upper panel, more than half of the correlations
between noise bursts that differed in cutoff frequency failed
to reach significance. In contrast, the gap thresholds of the
older group are correlated regardless of the cutoff frequency
of the noise burst. We conclude that in younger adults, the
mechanisms underlying gap detection vary significantly de-
pending on whether the carrier is a 1 or6-kHz noise burst,
but that gap detection in older adults may be less dependent
on the spectral characteristics of the gap carrier.

4. Summary

To summarize, gap thresholds were obtained with gated,
modulated noise bursts at an overall level of 80 dB SPL. Gap
thresholds of the younger subjects were significantly smaller
than those of the older subjects. The gap thresholds were not
significantly related to audiometric thresholds in either age
group. Within the younger age group, the 1-kHz gap thresh-
olds increased with age in all three background conditions
whereas the 6-kHz gap thresholds did not. Within the older
group, gap thresholds were not significantly correlated with
age.

Correlations among gap thresholds for noise bursts at
overall levels of 70 and 80 dB SPL were also examined. At

both levels~and across levels as well!, gap thresholds of
younger adults tended to be uncorrelated when the carriers
differed in the cutoff frequency. That is, the strength of cor-
relation among the gap detection thresholds was influenced
by the carrier spectra. Gap thresholds obtained with carriers
that were dissimilar in spectra were less correlated. This pat-
tern was consistent with our finding that an age-related in-
crease in gap thresholds occurred only with noise bursts low
passed at 1 kHz. Thus within this younger group of subjects,
there was a significant relationship between gap thresholds
and age and there were significant relationships among gap
thresholds but primarily among carriers similar in spectra. In
contrast, gap thresholds of the older subjects tended to be
correlated regardless of whether the carriers differed in cut-
off frequency. However, gap thresholds did not increase sig-
nificantly with age nor were gap thresholds significantly re-
lated to audiometric thresholds within the older group of
subjects.

II. STUDY 2

The second study examined relationships among gap
thresholds, two measures of word recognition in noise, age,
and absolute sensitivity. Many of the subjects in the first
study had also completed several speech perception studies.
But given the limitations of a correlational approach, only a
few speech measures could be included in the analysis, and
we therefore focused on the relationship between word rec-
ognition and temporal acuity. Our purpose was to determine
whether word recognition was significantly correlated with

TABLE V. Correlations among gap thresholds obtained with noise bursts at overall level of 70 dB SPL for
younger and older groups in the first study. The low-pass cutoff frequencies of the noise bursts~1 and 6 kHz!
and the background conditions~Q, NF, and NF1HF masker! are the same as those described in Table II. Before
the matrices were estimated, the Hadi procedure identified and eliminated four older subjects as outliers. Only
coefficients with Bonferroni-adjusted probabilitiesp,0.10 were retained in the matrices.

Gap thresholds~ms!

6-kHz noise burst 1-kHz noise burst

Q NF NF1HF masker Q NF NF1HF masker

Younger subjects (N540)
6-kHz noise burst
Q 1.000
NF 0.778a 1.000
NF1HF masker 0.542a 0.718a 1.000
1-kHz noise burst
Q 1.000
NF 0.548a 0.482b 0.599a 1.000
NF1HF masker 0.505b 0.772a 0.559a 1.000

Older subjects (N536)

6-kHz noise burst
Q 1.000
NF 0.875a 1.000
NF1HF masker 0.890a 0.902a 1.000
1-kHz noise burst
Q 0.560a 0.664a 0.632a 1.000
NF 0.550a 0.677a 0.548a 0.789a 1.000
NF1HF masker 0.550a 0.66a 0.591a 0.737a 0.849a 1.000

aSignificant at a Bonferroni-adjustedp,0.01.
bSignificant at Bonferroni-adjustedp,0.05.
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gap detection when both were measured in relatively com-
plex background conditions.

A. Method

Of the 80 subjects in Study I, spondee-in-babble thresh-
olds were available for 66 subjects~17 younger women, 10
younger men, 27 older women, and 12 older men!. Shown in
Table VI are their mean audiometric thresholds~ANSI S3.6-
1989! and standard deviations. A repeated measures design
with one between~two age groups! and one within factor
~five audiometric frequencies: 0.25, 0.5, 1, 2, and 4 kHz! was
used to analyze these thresholds in an ANOVA. The results
indicated the effect of frequency was significant@F(4,256)
513.196; p,0.0005#, but the effect of age group@F(1,64)
50.628; p50.431# and their interaction~frequency and age
group! were not @F(4,256)50.066; p50.992#. While the
groups did not differ significantly in audiometric thresholds
between 0.25 and 4 kHz, the results of a one-way ANOVA at
8 kHz indicated that the effect of age group was significant
@F(1,64)513.693; p,0.0005#. Note that these results are
substantially the same as those reported for the subjects in
the first study.

Spondee-in-babble~spondee/B! thresholds were ob-
tained with 11 spondees~drawbridge, eardrum, grandson,
northwest, padlock, playground, railroad, sidewalk, tooth-
brush, woodwork, and workshop! from a commercially
available CD recording of the CID W-1 word lists~Q-Mass
Speech Audiometry Materials, Vol. 1!. Two of the 11 spond-
ees were among the six spondees identified by Cheesman
~1992! as homogeneous with respect to difficulty in various
levels of multitalker babble. The spondees were stored on a
hard drive of a computer. During playback~TDT AP 2!, the
spondees were transduced by a 16-bit D/A converter~TDT
DAC1!, attenuated~TDT PA4 and Grason-Stadler GS1-16!,
and led to a single earphone~Beyer DT48! in a circumaural
cushion. The presentation level was 30 dB SL with reference
to each subject’s speech recognition threshold~SRT! for the
same set of spondees in quiet. This level~30 dB SL! was
held constant during a run and corresponded to mean overall
sound-pressure levels of 56.0 and 60.5 dB SPL for the
younger and older groups, respectively. Subjects listened
with the same ear used for the gap detection study.

The spondee presented on each trial was randomly se-
lected from the set of 11 spondees. Twelve-talker speech
babble from the recorded Revised Spin Test~Cosmos Cor-

poration!, also stored on the same computer hard drive, was
used in both spondee /B tasks. During playback~TDT AP2!,
the babble level was attenuated~TDT PA4! from trial to trial
following a one-down, one-up rule. The initial step size of 5
dB was decreased to 2 dB after the first six trials and each
run terminated after 12 reversals. In one condition, a broad-
band noise~TDT WG1! was high-pass filtered at 4 kHz
~TDT PF1! and presented at an overall level of 60 dB SPL.
In the other condition, no high-frequency masker was
present. Spondee/B thresholds for both conditions, i.e., the
condition with the high-frequency masker and the condition
without it, were obtained during two separate sessions.
Within each condition, two threshold estimates were ob-
tained and averaged, given that they generally varied by less
than 3 dB.

Eight gap conditions from Study 1 were selected based
on their similarity to the spondee/B conditions. In these con-
ditions, the 1- and 6-kHz noise burst carriers were presented
at overall levels of 70 and 80 dB SPL in two backgrounds,
the continuous white noise floor, with and without the high-
frequency masker. As in Study 1, the contributions of abso-
lute thresholds and age to the spondee/B thresholds were also
examined.

B. Results and discussion

The spondee-in-babble~spondee/B! thresholds with and
without the high-frequency masker for the two groups can be
seen in Fig. 2. Age is shown on the abscissa and the
spondee-in-babble thresholds on the ordinate. The right and
left panels contain the individual data for background condi-
tions with and without the high-frequency masker, respec-
tively. Note that in both panels the distributions representing
the younger subjects appear to be slightly lower and that
thresholds in the condition with the high-frequency masker
appear to have larger variance. The results of a repeated-
measures ANOVA with one between~age group! and one
within ~background condition! factor indicated that the main
effect of age group was significant@F(1,59)526.659, p
,0.001#. However, the main effect of background
@F(1,59)50.708, p50.404# and its interaction with age
@F(1,59)50.220,p50.641# were not. That is, the younger

TABLE VI. Mean absolute thresholds~dB HL! and standard deviations
~dB! for the subjects in the second study.

Mean absolute threshold~dB HL!
Frequency~kHz!

0.25 0.50 1 2 4 8

Younger subjects (N527)
Mean 7.4 7.6 6.8 8.1 12.4 10.0
s.d. ~6.1! ~7.0! ~7.4! ~8.4! ~12.4! ~13.2!

Older subjects (N539)
Mean 9.0 8.8 7.8 9.4 14.2 21.8
s.d. ~6.0! ~7.7! ~7.0! ~9.3! ~10.0! ~12.4!

FIG. 2. Two scatter plots showing age~years! on the abscissa and spondee-
in-babble thresholds on the ordinate. The spondees were presented at 30 dB
SL with respect to the subject’s speech reception threshold in quiet~SRT!
and the babble level was adaptively varied. The right and left panels repre-
sent background conditions with and without high-frequency masking noise,
respectively. The high-frequency masker was a high-pass noise with a lower
cutoff frequency of 4 kHz presented at an overall level of 60 dB SPL. Each
panel contains the raw data points for all 66 subjects~27 younger, 39 older!
in the second study.
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subjects were able to recognize spondees at significantly
lower spondee-to-babble ratios regardless of whether the
high-frequency masker was present, but the spondee-in-
babble thresholds were not significantly different with and
without the high-frequency masker.

1. Absolute thresholds and spondee ÕB thresholds

Correlations between the two spondee/B thresholds and
the audiometric thresholds were examined for each of the
subject groups after exclusion of cases identified as outliers
~no younger subjects, one older subject!. Within the younger
group, the 12 correlation coefficients between the two
spondee/B thresholds and the six audiometric thresholds
~0.25, 0.5, 1, 2, 4, and 8 kHz! ranged from20.12 to 0.35.
Within the older group, the corresponding correlations
ranged from20.08 to 0.28. None of the Bonferroni-adjusted
probabilities was significant atp,0.10, indicating that the
influence of audiometric thresholds on the spondee/B thresh-
olds was not significant in either age group. We conclude
that spondee-in-babble thresholds are not significantly re-
lated to audiometric thresholds in subjects with normal hear-
ing or mild hearing loss.

2. Age and spondee ÕB thresholds

The relationships between age and the two spondee/B
thresholds within each of the age groups were examined after
the Hadi procedure indicated that neither group contained
outliers. In the younger group, spondee/B thresholds were
not significantly related to age, i.e., neither correlation coef-
ficient ~0.21 and 0.08 for the conditions with and without
high-frequency masking, respectively! was significant. In the
older group, both spondee/B thresholds increased signifi-
cantly with age, i.e., both correlation coefficients~0.48 and
0.53 for the conditions with and without high-frequency
masking, respectively! were significant~Bonferroni-adjusted
p,0.01!.

Could these age-related increases in spondee/B thresh-
olds within the older group reflect age-related increases in
audiometric thresholds? Recall that in the previous section,
we reported that all 12 correlations between spondee/B and
audiometric thresholds for the older age group were not sig-
nificant, indicating that there was no relationship between
audiometric thresholds and spondee/B thresholds within the
older group. Were there age-related increases in audiometric
thresholds similar to those age-related changes found in
spondee/B threshold? The correlation coefficients for the ac-
ceptable cases~38 older subjects, one case eliminated as an
outlier! between age and the audiometric thresholds at 0.25,
5, 1, 2, 4, and 8 kHz were 0.42, 0.34, 0.21, 0.42, 0.29, and
0.02, respectively. The coefficients between age and the au-
diometric thresholds at 0.25 and 2 kHz and Bonferroni-
adjustedp-values of 0.043 and 0.042, respectively. This in-
dicates that within the older subject group, two of the six
audiometric thresholds increased significantly with age. Thus
although spondee/B thresholds were not significantly related
to any of the audiometric thresholds, it is interesting to note

that age-related increases in audiometric thresholds~at 0.25
and 2 kHz! and spondee/B thresholds were present in the
older subjects.

To summarize, spondee/B thresholds did not vary with
age within the younger group of subjects. Within the older
group of subjects, spondee/B thresholds were not signifi-
cantly related to any of the audiometric thresholds. However,
both spondee/B thresholds and two audiometric thresholds
~at 0.25 and 2 kHz! significantly increased with age. Since
spondee/B thresholds were not significantly correlated with
these two audiometric thresholds, independent, underlying
age-related changes apparently resulted in increased thresh-
olds for both measures.

3. Gap thresholds and spondee-in-babble thresholds

Pearson correlations were used to examine the relation-
ships between the spondee-in-babble thresholds and the four
gap thresholds obtained at an overall level of 70 dB SPL.
The correlation coefficients resulting after elimination of out-
lying cases~none in the younger group, three in the older
group! are shown in the top half of Table VII. Note that the
relationships between the spondee-in-babble and gap thresh-
olds appear stronger in the younger group. The eight coeffi-
cients for the older group range between20.18 and 0.11,
strongly suggesting that the gap and speech measures are
unrelated in the older age group. In contrast, four coefficients
for the younger group range from 0.19 to 0.31; the other four
range from 0.36 to 0.49. Three correlations were significant
at p,0.10 after the probabilities were corrected for multiple
comparisons.

Similarly, the relationships between the spondee-in-
babble thresholds and the four gap thresholds obtained at an
overall level of 80 dB SPL were examined. The correlation
coefficients resulting after elimination of outlying cases
~none in the younger group, one in the older group! are
shown in the bottom half of Table VII. Note that in the
younger group, the relationships between the spondee-in-
babble thresholds and two gap thresholds are significant at a
Bonferroni-adjustedp,0.05. Note also it is generally the
gap thresholds obtained with the noise burst carrier low
passed at 6 kHz that are significantly correlated. It may be
that the similarity in bandwidth of the 6-kHz carrier to that of
the spondees produced a stronger relationship between these
measures. Two of the relationships between 6-kHz gap
thresholds and the spondee-in-babble thresholds for the 27
younger subjects are illustrated in Fig. 3. In both panels, the
spondee-in-babble thresholds were obtained in the presence
of high-frequency masking. The top panel shows the rela-
tionship between gap and spondee-in-babble thresholds
when the gap carrier was presented at an overall level of 70
dB SPL in a continuous noise floor with a high-frequency
masker. The bottom panel shows data for gaps obtained with
an 80-dB SPL carrier without a high-frequency masker. In
both panels, poorer spondee-in-babble thresholds are associ-
ated with poorer gap thresholds. We conclude that some
measures of temporal acuity are related to word recognition
in noise in younger adults.
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III. GENERAL DISCUSSION AND CONCLUSION

The goal of this study was to explore the relationships
among gap detection and word recognition in noise, age, and
absolute sensitivity in younger and older subjects with clini-
cally normal hearing or mild hearing loss. In the first experi-
ment, significant differences between mean thresholds of the
younger (N540) and older (N540) groups of subjects were
found on six measures of gap detection. The mean gap
thresholds of the younger group were smaller in all condi-
tions. Within each age group we examined the relationships
among gap thresholds, audiometric thresholds, and age. Gap
thresholds were not significantly related to audiometric
thresholds in either group. In the younger age group, the gap
thresholds obtained with a noise burst carrier low passed at 1
kHz increased significantly with age. This increase in the
1-kHz gap thresholds can not be attributed to age-related
increases in audiometric thresholds. In the older age group,
gap thresholds did not significantly increase with age.

The pattern of correlations among the gap thresholds

differed between the age groups. Significant correlations
were found among the gap thresholds of younger subjects
primarily when the gap thresholds were obtained with noise
burst carriers having similar spectra. Gap thresholds obtained
with carriers of disparate spectra were generally not corre-
lated. In contrast, most of the gap thresholds of the older
subjects were significant correlated regardless of carrier
spectra.

To summarize, gap detection thresholds are not related
to audiometric thresholds in subjects with clinically normal
hearing and age-related increases in gap detection thresholds
are not dependent on changes in absolute sensitivity. Signifi-
cant age-related changes in temporal acuity begin relatively
early in adulthood, and gap detection in younger adults ap-
pears to be more sensitive to the spectral characteristics of
the gap carrier than it is later in life.

In the second experiment, we explored the relationship
between gap thresholds and spondee-in-babble thresholds in
66 of the 80 subjects who participated in the first study.
Spondee-in-babble thresholds were not significantly corre-
lated with audiometric thresholds in either age group. Al-
though spondee-in-babble thresholds did not increase with

TABLE VII. Correlations between the spondee-in-babble and gap-
thresholds. The correlations at the top and bottom represent gap thresholds
obtained with 70 and 80 db SPL noise bursts, respectively. The background
conditions~NF,NF 1HF masker! for the gap thresholds are as described in
Table II. Three older subjects were eliminated as outliers before computing
the upper matrix; one older subject was eliminated before computing the
lower matrix.

Gap thresholds~ms!

Spondee-in-babble threshold~dB!

Without high-frequency
masker

With high-frequency
masker

Noise burst carrier level570 dB SPL
Younger subjects (N527)

1-kHz noise burst/NF 0.31 0.36
1-kHz noise burst/NF
1HF masker

0.19 0.50a

6-kHz noise burst/NF 0.30 0.50a

6-kHz noise burst/NF
1HF masker

0.31 0.49a

Older subjects (N536)
1-kHz noise burst/NF 0.11 20.05
1-kHz noise burst/NF
1HF masker

0.00 20.18

6-kHz noise burst/NF 20.05 20.08
6-kHz noise burst/NF
1HF masker

20.06 20.08

Noise burst carrier level580 dB SPL
Younger subjects (N527)

1-kHz noise burst/NF 0.13 0.21
1-kHz noise burst/NF
1HF masker

0.18 0.14

6-kHz noise burst/NF 0.15 0.57b

6-kHz noise burst/NF
1HF masker

0.26 0.53b

Older subjects (N538)
1-kHz noise burst/NF 0.14 0.04
1-kHz noise burst/NF
1HF masker

20.14 20.07

6-kHz noise burst/NF 20.15 20.06
6-kHz noise burst/NF
1HF masker

20.11 20.08

aBonferroni-adjusted probabilityp,0.10.
bBonferroni-adjusted probabilityp,0.05.

FIG. 3. Two scatter plots for the younger subjects in the second study
showing gap detection thresholds~ms! on the abscissa and spondee-in-
babble thresholds on the ordinate. The gaps were obtained with gated,
modulated, noise burst carriers low passed at 6 kHz. The top panel repre-
sents gap detection with a noise burst at an overall level of 70 dB SPL in a
background of continuous white noise and high-frequency masker. The bot-
tom panel represents gap detection with an 80-dB SPL noise burst in a
background of continuous white noise. The spondee-in-babble thresholds
were measured in a background of high-frequency masking noise. Each data
point represents the mean thresholds of one of the 27 younger subjects. Two
data points that overlie one another are below and to the right of the ‘‘2’’ in
the lower panel.
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age in the younger group, spondee-in-babble thresholds did
increase with age in the older group, and the correlation co-
efficients were of moderate strength~0.55 and 0.45 for the
spondee-in-babble conditions with and without high-
frequency masking, respectively!. Within the older group,
two audiometric thresholds~0.25 and 2 kHz! also increased
with age.

Correlations between gap and spondee-in-babble thresh-
olds were examined. Specifically, correlations were exam-
ined between eight gap thresholds obtained at two overall
levels ~70 and 80 dB SPL! in two background conditions~a
continuous noise floor with and without a gated high-
frequency masker! and two spondee-in-babble thresholds ob-
tained in similar conditions~with and without a high-
frequency masker!. In the younger group, the correlations
between the gap and the spondee-in-babble thresholds
ranged from 0.13 to 0.53. The correlations were stronger for
the gap thresholds obtained with the noise burst carrier low
passed at 6 kHz and the spondee-in-babble condition with
the high-frequency masker. This suggests that some of the
variation in word recognition in noise by younger listeners is
related to temporal acuity as measured in a gap detection
task using a wide band~6-kHz!, modulated noise burst. In
the older group, correlations between gap thresholds and
spondee-in-babble thresholds ranged from20.18 to 0.14.
This suggests that differences in spondee-in-babble thresh-
olds within the older group cannot be explained by variations
in gap thresholds as measured in this study.

Finally, note that within the younger age group, the re-
lationships among age, temporal acuity, and spondee-in-
babble thresholds depend very much on the spectral charac-
teristics of the noise burst carrier. The mean gap thresholds
of the younger adults increased with age, but only with noise
bursts low passed at 1 kHz. That is, the earliest age-related
differences in temporal processing occurred with stimuli
whose spectral characteristics have been associated with
poorer gap detectability~e.g., Snell et al., 1994!. These
1-kHz gap thresholds were not significantly correlated with
spondee-in-babble thresholds. In contrast, when the upper
cutoff frequency of the noise burst was increased to 6 kHz
~resulting in a carrier more speechlike in bandwidth and
upper-cutoff frequency!, age-related differences in gap
thresholds were first detected in the comparisons between
age groups. Yet it was the 6-kHz gap thresholds that were
significantly correlated to the spondee-in-babble thresholds
of the younger subjects. Thus although age-related changes
in gap detection may begin as early as the third and fourth
decades with a relatively narrow-band gap carrier, these de-
clines may be of little consequence for word recognition in
noise. Of greater importance may be that performance with
more speechlike gap carriers is significantly related to word
recognition in noise by younger adults. Age-related declines
in performance on both of these tasks appear slightly later in
life, e.g., when comparing the performance of younger and
older groups of subjects.

A. Relation to previous studies

Our conclusions complement those of a study by Humes
et al. ~1994! of 50 older subjects whose audiometric thresh-

olds were on average 20 to 40 dB less sensitive than those of
our older adults. Humeset al. concluded that hearing loss
was the primary factor associated with differences in speech
perception in quiet among the elderly hearing impaired. We
found that absolute sensitivity contributes little to the recog-
nition of spondees-in-babble and noise by younger and older
subjects with good hearing. Humeset al. reported that age
does not explain much of the variation in speech perception
in the elderly once hearing loss has been considered. In our
group of older listeners, age was significantly correlated with
both spondee-in-babble thresholds and with two audiometric
thresholds, those at 0.25 and 2 kHz. However, spondee-in-
babble thresholds were not significantly correlated with au-
diometric thresholds. Humeset al. did not measure temporal
resolution but suggested that this auditory capability might
underlie observed systematic individual differences in
speech perception in noise at high intensities. We measured
temporal resolution and spondee recognition at moderate in-
tensity levels and found that temporal resolution could ex-
plain some of the variation in spondee-in-babble thresholds
but only in younger subjects.

Van Rooij et al. ~1990! studied 72 elderly hearing-
impaired and 24 younger normal-hearing subjects. They con-
cluded that much of the variation in speech perception could
be attributed to high-frequency hearing loss that increased
with age and the remainder to a ‘‘general performance dec-
rement indicated by a general slowing of performance and a
reduced memory capacity.’’ Since the average audiometric
thresholds of their older subjects were 10 to 60 dB less sen-
sitive than the subjects in our study, it is not surprising they
found high-frequency hearing loss to be of greater impor-
tance for speech perception. Similarly, van Rooij and Plomp
~1992! concluded hearing loss is the most important predic-
tor of speech perception in older adults when hearing loss is
present. In addition, they reported an increase in the number
of significant correlations among related measures of tempo-
ral resolution and among related measures of speech percep-
tion in older adults. Just such an increase can be seen in the
matrices of Tables IV and V, where gap thresholds of our
older subjects are more highly and significantly interrelated
than are the gap thresholds of the younger group.

Strouseet al. ~1998! examined the correlations among
three measures of speech perception and eight measures of
temporal resolution obtained from 12 younger and 12 elderly
adults with normal audiometric thresholds between 0.25 and
4 kHz. They concluded that there was no evidence that indi-
vidual differences in speech perception were related to tem-
poral resolution and suggested that this may be because
speech is processed in different ways than nonspeech stimuli.
We suggest that there is evidence that spondee recognition in
a background of babble and high-frequency noise may be
related to temporal resolution in younger adults. In part, our
different conclusions reflect different methods. For example,
Strouseet al. obtained gap thresholds with gated 1-kHz si-
nusoids presented at low-intensity levels~4, 8, and 16 dB
SL! and measured speech perception in a voice onset time
~VOT! task with consonant–vowel syllables presented at
preferred listening levels in a quiet background. In our study,
gap detection was measured using stimuli designed to be
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more speechlike in waveform. A continuous background
noise floor or babble and similar high-frequency maskers
were used in both the gap detection and spondee-recognition
tasks to further increase the similarity as well as the com-
plexity of the acoustic backgrounds. Interestingly, the stron-
gest correlation in the Strouseet al. study between temporal
resolution and speech perception was obtained with the high-
est intensity level gap carrier and a word recognition task in
a masking level difference~MLD ! paradigm. The correlation
between these two measures for the younger group was
20.448, indicating a correlation of moderate strength,
though nonsignificant in their study.

That the correlation was of moderate strength but non-
significant followed from the number of subjects per age
group in the Strouseet al. ~1998! study. Each age group had
only 12 subjects. Let us assume that there is a real correlation
between speech perception and temporal resolution in the
two populations represented by the two age groups. Assume
that the correlation is moderate (r 5.50) in the younger
group and small (r 5.30) in the older group. Holding the
likelihood of a Type I error to .05 and the likelihood of a
Type II error to .20, the necessary group sizes to detect those
two real correlations are 28 and 85~Cohen, 1992!. Thus the
likelihood of detecting any real correlation between speech
perception and temporal resolution was small in Strouse
et al.’s study simply because of the small samples.

Lutman ~1991! studied temporal resolution in older
adults with and without hearing loss. Though there were
many differences in methodology, the results are consistent
in that we find no association between age and gap detection
thresholds in subjects over 60 years of age.

B. Summary

Relationships among measures of temporal acuity,
speech perception, and absolute sensitivity were studied in
two groups of subjects with normal hearing or mild hearing
loss. Significant differences in gap detection thresholds and
spondee-in-babble thresholds were found between groups of
younger~17 to 40 years! and older~61 to 82 years! subjects.

Within the younger group of subjects, gap detection
thresholds increased with age in conditions where the noise
burst carrier was low passed at 1 kHz. These increases in gap
thresholds could not be attributed to age-related changes in
absolute sensitivity since the gap thresholds were not corre-
lated with the audiometric thresholds nor did the audiometric
thresholds increase with age within the younger age group.
Spondee-in-babble thresholds were significantly correlated
with gap thresholds within the younger group of subjects but
only when the gap thresholds were obtained with noise
bursts low passed at 6 kHz.

In the older subject group, the spondee-in-babble thresh-
olds, gap thresholds, and audiometric thresholds were not
significantly correlated. Gap thresholds of older subjects did
not increase with age. Spondee-in-babble thresholds and au-
diometric thresholds at 0.25 and 2 kHz increased with age.
However, these increases probably reflect independent un-
derlying factors since spondee-in-babble were not signifi-
cantly correlated with audiometric thresholds in the older
subjects.

Together, these findings suggest that age-related changes
in auditory processing occur over many decades and that the
declines in word recognition in noise seen in older adults
may reflect changes that begin decades earlier. That age-
related changes in auditory processing occur throughout the
adult life span supports the suggestion by Stuart and Phillips
~1996! that the dichotomization of young versus old listener
is likely oversimplified and misleading. The possibility of
different aging patterns for temporal acuity and word recog-
nition in noise warrants further study.
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Tori of confusion: Binaural localization cues for sources
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To a first-order approximation, binaural localization cues are ambiguous: many source locations
give rise to nearly the same interaural differences. For sources more than a meter away, binaural
localization cues are approximately equal for any source on a cone centered on the interaural axis
~i.e., the well-known ‘‘cone of confusion’’!. The current paper analyzes simple geometric
approximations of a head to gain insight into localization performance for nearby sources. If the
head is treated as a rigid, perfect sphere, interaural intensity differences~IIDs! can be broken down
into two main components. One component depends on the head shadow and is constant along the
cone of confusion~and covaries with the interaural time difference, or ITD!. The other component
depends only on the relative path lengths from the source to the two ears and is roughly constant for
a sphere centered on the interaural axis. This second factor is large enough to be perceptible only
when sources are within one or two meters of the listener. Results are not dramatically different if
one assumes that the ears are separated by 160 deg along the surface of the sphere~rather than
diametrically opposite one another!. Thus for nearby sources, binaural information should allow
listeners to locate sources within a volume around a circle centered on the interaural axis on a ‘‘torus
of confusion.’’ The volume of the torus of confusion increases as the source approaches the median
plane, degenerating to a volume around the median plane in the limit. ©2000 Acoustical Society
of America.@S0001-4966~00!04803-7#

PACS numbers: 43.66.Qp, 43.66.Pn@DWG#

INTRODUCTION

The most robust, static cues for determining sound
source direction in anechoic space are differences between
the signals reaching the left and right ears~i.e., the interaural
intensity differences, or IIDs; and interaural time differences,
or ITDs!. Other cues, such as spectral content and overall
sound intensity, depend on the ability of the listener to tease
apart acoustic attributes that are due to source content from
attributes that are due to source position.

A. Cones of confusion: Binaural cues for relatively
distant sources

Interaural time differences result mainly from differ-
ences in the path length from the source location to the two
ears. In the simplest approximation, iso-ITD locations form a
hyperbolic surface of rotation symmetrical about the interau-
ral axis ~e.g., see von Hornbostel and Wertheimer, 1920;
cited in Blauert, 1997, p. 179!. For distances more than a
meter from the head, these hyperbolic surfaces approximate
cones centered on the interaural axis~i.e., the well-known
‘‘cones of confusion’’!. A better approximation takes into
account the effects of a spherical head on the path lengths to
the ears~e.g., see Mills, 1972; Molino, 1973!; however, even

these iso-ITD contours depend only on the angle from source
to interaural axis for distant sources. Empirical measure-
ments of ITD as a function of source direction show that
these approximations are quite accurate~e.g., see Mills,
1972!.

For relatively distant sources, IIDs arise primarily be-
cause of acoustic interference of the head~e.g., see Mills,
1972!. In particular, for frequencies whose wavelengths are
small relative to the dimensions of the head, the ear farther
from the source generally receives less energy than the
nearer ear. For sources more than a meter away and assum-
ing a simple spherical head model, the IID at a given fre-
quency is roughly constant for all sources at the same angle
from the interaural axis. Thus for distant sources, a spherical
head model predicts that iso-IID contours fall on the same
cones of confusion as iso-ITD contours~although the mag-
nitude of the IID at a particular direction generally varies
with frequency!.

When human subjects localize sounds, they often make
errors in which the perceived location falls near the same
cone of confusion as the actual source, but is at the wrong
location on the cone of confusion. Such errors can be ex-
plained by the fact that to a first-order approximation, binau-
ral cues can only resolve source position to within a cone of
confusion and other less robust cues must be used to disam-
biguate location on a particular cone of confusion. It is note-
worthy that in a large percentage of cone-of-confusion er-

a!Author to whom correspondence should be addressed; electronic mail:
shinn@cns.bu.edn
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rors, the perceived source location is near the true location
mirrored about a vertical plane passing through the interaural
axis, resulting in ‘‘front/back’’ confusions~e.g. see Makous
and Middlebrooks, 1990; Wenzelet al., 1993; Wightman
and Kistler, 1999!.

One cue for resolving this confusion is the spectrum of
the signal reaching the eardrum, which varies with source
position due to the acoustic effects of the head, pinnae, and
torso ~e.g., see Shaw, 1997!. However, despite the fact that
the spectrum of the signal at the eardrum also depends on the
spectrum of the source signal itself, a number of experiments
support the idea that a major cue for resolving cone-of-
confusion ambiguities is the spectral content of the signals
reaching the eardrums~e.g., see Roffler and Butler, 1968;
Butler and Planert, 1976; Butler and Humanski, 1992; Wen-
zel et al., 1993; Gilkey and Anderson, 1995; Wightman and
Kistler, 1997b; Hofmanet al., 1998; Kulkarni and Colburn,
1998!.

ITD and IID cues are not perfectly constant for sources
on the same cone of confusion because the ears are not dia-
metrically opposed to one another, the head is not a perfect
sphere, and the head and ears are not perfectly symmetric
about the interaural axis~e.g., see Molino, 1973; Searle
et al., 1976; Searleet al., 1976a; Middlebrookset al., 1989;
Duda and Martens, 1998!. Such asymmetries probably aid in
localizing sound sources~e.g., see Searleet al., 1976b!. For
instance, the pattern of IID across frequencies may help to
resolve source location on a cone of confusion for distant
sources~e.g., see Middlebrookset al., 1989; Duda, 1997;
Wightman and Kistler, 1997b!. However, such cues are not
as robust or systematic as other binaural cues; they tend to be
extremely complex functions of both frequency and source
location ~see discussions in Middlebrookset al., 1989;
Wightman and Kistler, 1997a!. Recent analysis suggests that
torso reflections cause a peak in the IID between 2–5 kHz,
with the frequency of the peak varying with angle around the
interaural axis~Avendanoet al., 1999!. This low-frequency
IID peak is grossly front–back symmetric, a trait which may
explain why front/back reversals are the most common cone-
of-confusion errors.

It is clear that binaural cues~particularly IIDs! arising
from distant sources actually differ to some degree for dif-
ferent locations on the same cone of confusion. However, the
variations in binaural cues on any given cone of confusion
tend to be smaller and/or less consistent than the variations
across different cones of confusion. Thus analyzing binaural
cues for a simplified, symmetrical head model can provide
insight into sound localization behavior by describing how
gross binaural cues vary with source location.

B. Interaural intensity differences as a cue for source
distance

A number of researchers have previously pointed out
that for a nearby point source, IIDs vary with source position
differently than do ITDs. If one assumes that ITDs convey in
which cone of confusion a source is contained~an angle that
will be called the ‘‘angle between the source cone and the
interaural axis’’ throughout this paper!, then IIDs can be
used to determine source distance~e.g., see Hartley and Fry,

1921; Firestone, 1930; Wightman and Firestone, 1930; Cole-
man, 1963; Hirsch, 1968; Molino, 1973; Brungart and
Rabinowitz, 1996; Duda and Martens, 1998; Brungart and
Durlach, 1999; Brungart and Rabinowitz, 1999!. Due to limi-
tations in available computational power, most early studies
of the binaural differences arising from a point source near
the listener were limited to a very restricted set of positions
and frequencies~e.g., Hartley and Fry, 1921; Firestone,
1930; Wightman and Firestone, 1930; Hirsch, 1968; Molino,
1973!. While these papers point out that IID cues can disam-
biguate source location once the ITD is known, they do not
explicitly show how reliable IID spatial cues are or how
these cues change with source location.

Recently, Duda and Martens~1998! and Brungart and
Rabinowitz ~1999! computed how the signals reaching a
rigid spherical head vary with distance and direction of a
point source. Both groups discuss the fact that IIDs provide
distance information for nearby sources. Brungart and
Rabinowitz~1999! further point out that the IID grows as the
source moves lateral to the head, as well as increasing with
frequency and decreasing with distance. In analyzing behav-
ioral localization data for nearby sources, Brungart and
Durlach~1999! show that the ability to judge source distance
increases as source azimuth increases, consistent with the
idea that the IID magnitude generally increases with source
laterality. In a preliminary model of localization for nearby
sources, Brungart~1998! assumes that IID decreases expo-
nentially with source distance and that the exponent power
increases with source azimuth. By taking into account the
perceptual sensitivity to ITD and IID information, this model
was able to predict an observed improvement in distance
perception with increasing source azimuth for sources re-
stricted to within 30 deg of the horizontal plane.

These studies demonstrate that IIDs provide unique in-
formation about source location for nearby sources, but that
the amount of spatial information gained from the IID de-
pends on the spatial position of the source. The current
analysis shows quantitatively how IID depends on the angle
between source cone and interaural axis and the distance of
the source from the head. By calculating surfaces for which
binaural cues are constant~and thereby specifying which
source positions cannot be disambiguated on the basis of
binaural cues!, insight can be gained into sound source lo-
calization for nearby sources.

The analyses below examine how binaural cues vary
with source location; however, they exclude any consider-
ation of the acoustic effects of the shoulders, torso, or pin-
nae. Thus, while the current analyses may help to explain
some aspects of sound localization for nearby sources, they
cannot explain perceptual results that depend on these acous-
tic effects.

I. INTERAURAL DIFFERENCES FOR AN
ACOUSTICALLY TRANSPARENT HEAD

For a spherical head, interaural differences will vary
with frequency. However, if one treats the head as acousti-
cally transparent, interaural differences depend only on
source position relative to the two ears and are independent
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of frequency. This section considers this simplified case in
order to gain insight into more realistic approximations
~treated in later sections!.

A. Interaural time differences

Ignoring the acoustic effects of the head itself, the ITDt
depends only onD, the difference in the path lengths to the
two ears. Specifically,

t5
D

c
, ~1!

wherec is the speed of sound~343 m/s!. By definition, an
iso-ITD surface for point receivers in free space is the locus
of positions at whichD is constant. Assuming that two ears
are located in a rectilinear coordinate system at (r ,0,0) and
(2r ,0,0) ~which puts the center of a head of radiusr at the
origin!, this surface is given by

4

D2
x22

4

4r 22D2
~y21z2!51. ~2!

These iso-ITD surfaces form the ‘‘traditional’’ cones of con-
fusion ~e.g., see Blauert, 1997!.

The just-noticeable difference~JND! for ITD is roughly
10–20 ms for a reference with 0 ITD and increases by
roughly a factor of 2–3 for larger reference ITDs~e.g., see
Durlach and Colburn, 1978!. Of course, these JNDs measure
the best performance that can be achieved in a simple dis-
crimination experiment when there is no stimulus uncertainty
~e.g., see Braida and Durlach, 1988!. In fact, the ability to
extract ITD information will generally be worse if the sub-
ject must attend to a large range of stimuli~e.g., see Koehnke
and Durlach, 1989; Shinn-Cunninghamet al., 1998!. In order
to gain insight into the spatial information conveyed by the
ITD, one can compute the iso-ITD surfaces that should lead
to detectable changes in ITD as a function of spatial location.
The left side of Fig. 1 shows ITD contours spaced at 50-ms
increments for an arbitrary plane containing the interaural
axis.

One can see from the symmetry of Eq.~2! that the iso-
ITD contours are three-dimensional surfaces formed by ro-
tating the depicted one-dimensional contours around the in-
teraural axis. ITD information should allow listeners to
determine a sound source location to within the volume de-
lineated by an adjacent pair of iso-ITD surfaces. The gray
area on the left of the graph shows the cross section of such
a volume taken through an arbitrary plane containing the
interaural axis for a source at the position labeled ‘‘s.’’ Of
course, if the head were not acoustically transparent, the path
from source to ear would not always be direct~i.e., sound
would have to travel around the head! and the sound wave
would be reflected and diffracted by the head. As a result, the
acoustically transparent head analysis generally underesti-
mates ITDs.

B. Interaural intensity differences

The IIDs that occur for sound sources very close to the
listener help to disambiguate source positions that result in

nearly identical ITD values. Like ITDs, IIDs restrict source
location to a two-dimensional surface. For sources near the
head, iso-IID surfaces differ from iso-ITD surfaces and thus
provide unique information about source position.

One major component of the IID for nearby sources
arises due to differences between the path lengths to the two
ears. The energy transmitted to a point in space from a uni-
formly radiating point source is inversely proportional to the
square of the distance from the source. Assume that the
‘‘left’’ and ‘‘right’’ point receivers are located at distances of
dL and dR , respectively, from a uniformly radiating point
source. Then the square of the ratiodL /dR equals the ratio of
the intensity reaching the right receiver over the intensity
reaching the left receiver. The resulting IID will be constant
for all positions at which the ratiok5dL /dR is constant. The
IID a ~in dB! is given by

a520 log10k. ~3!

Again assuming that two ears are located at (r ,0,0) and
(2r ,0,0), the iso-IID surfaces are given by

~x2xa!21y21z25da
2,

xa52r
~11k2!

~12k2!
, ~4!

FIG. 1. Iso-ITD and iso-IID contours as a function of spatial location for an
acoustically transparent head. The left side of the figure shows iso-ITD
contours spaced every 50ms. The right side of the figure shows iso-IID
contours spaced every 1 dB. By symmetry, these contours are identical for
any arbitrary plane containing the two ears~small circles!. All spatial units
are in meters. The abscissa is parallel to the interaural axis and the ordinate
perpendicular to the interaural axis. The gray filled areas show the regions of
space that are consistent with the ITD for a source at the position marked by
‘‘ s’’ and the IID for a source at the position marked by ‘‘3.’’ The dashed
line repeats the iso-ITD contours that delineate the ‘‘cone of confusion’’ for
the source at ‘‘3.’’ The intersection of the area enclosed by these dashed
lines and the filled area on the right are the only locations consistent with
both ITD and IID cues for a source at ‘‘3.’’
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da5U 2rk

12k2U .
These iso-IID surfaces constitute perfect spheres of ra-

diusda , whose centers fall on the interaural axis at (xa,0,0).
Both the distance from the center of the sphere to the nearer
ear and the radius of the sphere increase with decreasing IID
magnitude~as k approaches one!. As the IID approaches
zero, the magnitudes of bothda andxa grow to infinity and
the iso-IID sphere degenerates to the entire median plane.
The iso-IID sphere degenerates to a point at the position of
the nearer ear as the IID magnitude increases~k approaches
zero or infinity!.

The just-noticeable difference~JND! in IID is approxi-
mately 0.8 dB, independent of frequency and reference IID
~e.g., see Mills, 1960; Hershkowitz and Durlach, 1969;
Mills, 1972!. The right side of Fig. 1 shows iso-IID contours
at 1-dB separations for source positions on an arbitrary plane
containing the interaural axis. As with iso-ITD curves, rotat-
ing these iso-IID curves around the interaural axis generates
iso-IID surfaces in 3-space. In other words, gross IID infor-
mation alone should allow subjects to determine source lo-
cation to a volume of space whose bounding surfaces are
iso-IID spheres separated by one JND. The shaded gray area
on the right side of Fig. 1 shows the cross section of such a
volume~through a plane containing the interaural axis! for a
source at location ‘‘3.’’

C. Tori of confusion

The goal of this analysis is to estimate how well subjects
can judge source position based only on robust, binaural
cues. It is generally accepted that ITD and IID are separately
computed in individual frequency channels. Both types of
binaural information have a limited resolution; however,
both are available to help determine source location. A lis-
tener should be able to determine source location to within
the intersection of the volumes separately determined by IID
and ITD information. In other words, based on binaural cues,
a subject should be able to determine source location to
within a volume whose four bounding surfaces are the two
iso-IID spheres and two iso-ITD cones described above.

For the source at location ‘‘3’’ in Fig. 1, the listener
should be able to judge the location of the source as some-
where within the gray area on the right half of the figure
based on IID information alone. ITD information constrains
the source to be between the dashed lines on the right side of
the figure. In the horizontal plane, the intersection of these
constraints forms two roughly square regions positioned
symmetrically about the interaural axis. Rotating these areas
around the interaural axis defines the locus of positions for
which the binaural cues are consistent with those from a
source at position ‘‘3.’’

The extent of the resulting volume of space varies dra-
matically with source position. For source positions that are
near the head and on the interaural axis, IID cues alone will
restrict the source position to a relatively small region of
space. In contrast, both iso-IID and iso-ITD surfaces degen-
erate to the same surface for a source on the median plane so

that gross binaural cues only determine source position to a
broad swatch of space within about 5 deg of the median
plane. For intermediate locations, iso-IID and iso-ITD sur-
faces are nearly perpendicular to one another and the com-
bination of cues provides much more information than either
cue taken alone. In these cases, the intersection of the IID
and ITD volumes is a torus-shaped volume.1 We call these
volumes ‘‘tori of confusion2’’ ~after the ‘‘cones of confu-
sion’’! to reflect the additional constraints on source location
derived from the IID for a nearby source. If the source is
more than 2 meters away, the change in IID with source
position is too gradual to provide spatial information~at least
for an acoustically transparent head!, and the source can only
be localized to a volume around the correct cone of confu-
sion.

This analysis demonstrates why one should not think of
IID as providing distance information about nearby sources,
per se. Instead, IID cues provide information about the loca-
tion of the source in both distance and direction. In addition,
distance perception~based on binaural information! does not
depend on source azimuth, but rather on the angle between
the source cone and the interaural axis. In the next section,
these transparent-head iso-IID and iso-ITD surfaces are com-
pared to those derived for a simple rigid, spherical head
model.

II. INTERAURAL DIFFERENCES FOR A RIGID,
SPHERICAL HEAD

Treating the head as rigid sphere, Rabinowitz and his
colleagues~Rabinowitzet al., 1993! derived how the pres-
sure on the surface of a rigid sphere varies for a point source
at an arbitrary location. This analysis has previously been
applied to the problem of determining how sound pressure
varies with source position for nearby sources~e.g., see Duda
and Martens, 1998; Brungart and Rabinowitz, 1999!. The
current analysis focuses on how much spatial information
binaural cues convey as a function of source position and
how these results differ~and are similar to! the simple analy-
sis given in the previous section.

The current computations also use the spherical head
model presented by Rabinowitzet al. ~1993!. The point re-
ceivers ~ears! are assumed to be at opposite ends of one
diameter of a rigid sphere of radius 8 cm. From these as-
sumptions, interaural differences depend only on source dis-
tance and cone-of-confusion angle~solutions will be sym-
metrical about the interaural axis!. The complex pressure on
the surface of the sphere was calculated for a uniformly ra-
diating point source at all directions, distances between 12
cm and 10 m, and frequencies ranging from 20 to 20 000 Hz.
The ratio of the RMS pressures on opposite sides of the
sphere were then computed in order to determine interaural
differences in intensity and time as a function of sound fre-
quency and source position. These results were then
smoothed in frequency using a 1/3-octave-wide kernel.

A. Interaural time differences

ITD was estimated from the phase of the ratio of the
complex transfer functions for the right and left ears. The
interaural phase difference was nearly linear~after unwrap-
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ping the phase! up to 6 kHz for all distances and angles.
Since ITDs are generally assumed to be relatively unimpor-
tant above 2 kHz, a single ITD value was estimated for each
source location by averaging the slope of the interaural phase
versus frequency function for frequencies below 2 kHz.

At any particular location, the expected ITD using a
spherical head model is larger than that predicted in the ear-
lier analysis, as expected~i.e., the iso-ITD surfaces are more
closely spaced!. This difference in ITD magnitude arises pri-
marily because the path length to the far car is longer for a
rigid sphere compared to an ‘‘invisible’’ head, increasing the
ITD for a given source location. Although the ITD increases
slightly as the source approaches the ear along a particular
cone of confusion, the resulting distance information is neg-
ligible for most source positions. As a result, the spatial in-
formation conveyed by the ITD for a rigid head follows
roughly the same geometry as predicted by the analysis in
the previous section; namely, the ITD determines source lo-
cation to near a particular cone of confusion. In general, the
volumes of the cones of confusion are smaller than for the
case of an acoustically transparent head.

B. Interaural intensity differences

The top half~panels A, B, and C! of Fig. 2 plots the IID
as a function of source position for an arbitrary plane
through the interaural axis. In general, the magnitude of the
IID increases as the source approaches either ear~consistent
with the analysis for an acoustically transparent head!. In
addition, the IID becomes more complex and grows in mag-
nitude as frequency increases. At low frequencies~500 Hz
and below, see panel A!, the IID function is shaped nearly
identically to the IID function for an acoustically transparent
head. However, even for low frequencies, the IID magnitude
at a particular location is larger when the head is treated as a
rigid sphere rather than acoustically transparent. As fre-

quency increases, the IID begins to show a directional de-
pendence, with the IID increasing as the source position
moves away from the median plane~e.g., see panels B and
C!. The IID actually decreases for mid and high frequencies
as the source position approaches the interaural axis. This
results from the fact that the sound waves traveling around
the head add in phase at the far ear as the source approaches
the interaural axis, thereby increasing the intensity of the
sound at the far ear and decreasing the IID~the so-called
‘‘acoustic bright spot’’!. In the limit, for sources relatively
far from the head, the iso-IID surfaces must approach the
cones of confusion. For these distances, the IID at a given
frequency depends only on the angle from the source to the
interaural axis.

In order to gain further insight into the dependence of
the IID on source position, the IID for a source very far from
the head~i.e., for a source at 10 m! was calculated for all
possible cone-of-confusion angles. For each source position,
the IID that occurs for a source at 10 meters in that direction
was subtracted from the overall IID to form ‘‘normalized
IIDs’’ ~i.e., the IID was normalized by subtracting the IID
for a source from the same direction, but at an effectively
infinite distance!. The normalized IIDs are plotted in the bot-
tom half of Fig. 2~panels D, E, and F! for the same frequen-
cies shown in the top half of the figure.

At low frequencies, IID is approximately zero for
sources far from the head and the normalization has little
effect~panels A and D!. For higher frequencies, the IID for a
distant source accounts for a large percentage of the overall
IID. Once this distant-source IID is removed, the only posi-
tional dependence in the IID is nearly identical to the form
predicted by the analysis for an acoustically transparent
head, independent of frequency~compare panels B and C
with E and F!. In other words, while the magnitude of the
normalized IID is slightly larger than the IID predicted for an
acoustically transparent head, the shape is virtually identical.

FIG. 2. IID as a function of spatial
location in an arbitrary plane through
the interaural axis using a spherical
head model with diametrically op-
posed ears. The interaural intensity
difference~right ear relative to left ear,
in decibels! is plotted in the vertical
dimension. The (x,y) position corre-
sponds to the location of the source
relative to a head centered at~0,0! of
radius 8 cm. The locations of the ears
are shown by asterisks in thex-y
plane at the bottom of the figure. The
median plane is located atx50. The
top row ~panels A, B, and C! shows
the overall IID for three different fre-
quencies~500, 2000, and 5100 Hz!.
The bottom row~panels D, E, and F!
shows the normalized IID~total IID
less the IID that arises for a source in-
finitely far, i.e., 10 m, from the sphere!
for the same three frequencies.
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Iso-IID contours derived from the plots in Fig. 2 are
shown in the top row~panels A, B, and C! of Fig. 3 ~the
bottom row is discussed in the next section!. The left side of
each panel shows the full iso-IID contours and the right side
of each panel shows the corresponding normalized iso-IID
contours. For low frequencies~e.g., see panel A!, iso-IID
contours are grossly similar to the iso-IID contours for an
acoustically transparent head. At intermediate frequencies
~e.g., panels B and C!, the iso-IID contours become complex,
varying both with the angle from the interaural axis and the
relative distance from the source to the two ears. Once the
head-shadow IID component~i.e., the component present for
sources infinitely far from the head! is removed from the IID
surfaces~right half of each panel!, the remaining iso-IID
contours depend mainly on the relative distance from the
source to the two ears, like iso-IID contours for an acousti-
cally transparent head. The main distinction between the two
cases is that the IIDs for an acoustically transparent head are
slightly smaller in magnitude than those that arise for a
spherical head. As a result, the volumes of spatial uncertainty
delineated by the iso-IID contours for the normalized IIDs
are slightly smaller than from those predicted by an acousti-
cally transparent head.

This analysis shows that the IIDs that arise for a rigid,
spherical head model can be broken down into two compo-
nents. The first component is frequency-dependent but
distance-independent. As expected, the magnitude of this
distant-source component increases dramatically with fre-
quency. For frequencies below about 500 Hz, this factor is
negligible; at high frequencies, this ‘‘head shadow’’ domi-
nates the overall IID. The second component, the ‘‘normal-
ized IID,’’ varies with the relative distance from the source
to the two ears and conveys roughly the same spatial infor-
mation predicted for an acoustically transparent head. While

this relative-distance component increases with frequency,
the frequency dependence is not pronounced.

C. Tori of confusion

ITD information for a rigid spherical head conveys in-
formation about the angle between the source cone and the
interaural axis. Although the ITD increases slightly as the
source approaches the head, these deviations from the perfect
‘‘cones of confusion’’ are small in perceptual terms~as
pointed out previously; e.g., see Brungart, 1998; Brungart
and Rabinowitz, 1999!.

Spatial information conveyed by the IIDs varies dra-
matically with frequency. At low frequencies~below 500
Hz!, the IID information is essentially the same as predicted
for an acoustically transparent head. At high frequencies, the
IID primarily conveys information about source direction,
but also conveys some information about the relative dis-
tances from the source to the two ears. At intermediate fre-
quencies, the IID varies with angle from the interaural axis
and with relative distance to the two ears.

In other words, at both intermediate and high frequen-
cies, part of the information conveyed in the IID covaries
with the information conveyed in the ITD. Combining ITD
and IID information will restrict the possible source position
to a torus of confusion. However, if the source is broadband,
combining spatial information in the IIDs in different fre-
quency bands will restrict the source location to the same
torus of confusion, since mid- and high-frequency IIDs con-
tain spatial information similar to the information conveyed
by ITD.

It must be pointed out that the spherical-head approxi-
mation becomes increasingly less accurate as frequency in-
creases. In particular, above about 6 kHz, spectral notches
and peaks that depend on the angle around the interaural axis

FIG. 3. Iso-IID contours as a function
of spatial location in a plane through
the interaural axis using a spherical
head model. The spherical head is cen-
tered at~0,0! and the ears are located
at ~60.08,0! m. The left half of each
panel shows the overall iso-IID con-
tours. The right half of each panel
shows the iso-IID contours that remain
after the IID that arises for a source
infinitely far ~i.e., 10 m! from the head
is subtracted. Contours are shown for
1-dB increments, starting at 1 dB
~contour nearest to the median plane!.
The top row shows the IID for three
different frequencies~500, 2000, and
5100 Hz! assuming that the ears are
diametrically opposed. In these panels
~A, B, and C!, the results are valid for
an arbitrary plane containing the inter-
aural axis. The bottom row shows the
IID for the same three frequencies
when the ears are displaced 10 deg be-
hind the center of the head in the hori-
zontal plane. In these panels~D, E,
and F!, the results are valid for the
horizontal plane.

1632 1632J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Shinn-Cunningham et al.: Tori of confusion



~the angle around the torus of confusion! will begin to
arise in the signals at the ears due to the acoustic effects of
the pinnae. These notches and peaks will cause changes not
only in the energy pattern at the individual ear drums, but
will result in IIDs since the effects are different at the left
and right ears. Also, for frequencies between 2 and 5 kHz,
torso reflections may affect the IID~Algazi et al., 1999!.
Thus the IID analysis for a rigid spherical head model is
most useful for relatively low frequencies.

Overall, this analysis shows that when sources are
within a meter of the listener, low- and mid-frequency IID
information should allow listeners to localize a source to
within a torus of confusion. This IID information is further
refined by the ITD cues, which partially covary with IIDs at
mid and high frequencies. Many of the observations made
for the acoustically transparent head analysis continue to
hold. For instance, the volume of a torus of confusion in-
creases as the angle between the source cone and the inter-
aural axis increases until it degenerates to the entire median
plane. The toroidal volume decreases as the angle between
the source cone and the interaural axis decreases and as the
source moves closer to the nearer ear. For sources beyond 2
meters from the listener, IID changes so gradually with dis-
tance that it conveys no useful spatial information beyond
that contained in the ITD and the torus of confusion degen-
erates into a cone of confusion.

III. INTERAURAL DIFFERENCES FOR DISPLACED
EARS

Human ears are not diametrically opposed on the head.
For instance, in their analysis of the range dependence of the
HRTF, Duda and Martens~1998! assumed that the ears were
located 10 deg behind the diameter parallel to the interaural
axis. This asymmetry is relatively small, but complicates the
geometry of iso-binaural surfaces. In particular, the rota-
tional symmetry that is assumed in the above discussion no
longer holds; instead of symmetrical tori of confusion, bin-
aural cues will allow the listener to locate the source to
within some skewed volume. In this section, we examine the
effect of displacing the ears backward on the head.

The same rigid spherical head model was used to calcu-
late the transfer function from a point source in space to
point receivers on the surface of a rigid sphere~Rabinowitz
et al., 1993!. However, the point receivers were assumed to
be angularly displaced backward by 10 deg in the horizontal
plane. Of course, for a head in which the ears are angularly
displaced, different planes containing thex-axis yield
slightly different iso-IID and iso-ITD contours~i.e., binaural
differences are no longer constant on a cone of confusion!.
While full rotational symmetry no longer holds, binaural
cues are mirror symmetric about the horizontal plane@i.e.,
the binaural differences that occur for a source at (x,y,z) are
equal to those for a source at (x,y,2z)#. Such symmetry is
consistent with up/down and down/up reversals that are oc-
casionally reported in the literature~e.g., see Wenzelet al.,
1993!. The only plane containing thex-axis and the two ears
is the horizontal plane (z50); results in this plane show the
greatest~front–back! asymmetry. As a result, the distortion
of the iso-binaural contours from those seen in the analysis

for the symmetrically placed ears will be greatest through the
horizontal plane.

A. Interaural time differences

Iso-ITD contours that arise for a spherical head with the
ears displaced are nearly indistinguishable from the iso-ITD
contours for a head with diametrically opposed ears. The
biggest difference is that the ITD is slightly smaller at posi-
tions near an azimuth of 90 deg when the ears are displaced.
This is explained by the observation that if a source moves
from 78 to 79 deg in the horizontal plane, it moves away
from the left~far! ear and toward the right~near! ear, causing
an increase in the ITD. However, a source at 80 deg azimuth
is directly opposite the left ear, so as a source moves from
azimuth 80 to 81 deg, it actually moves closer to the far ear
~around the back of the head! as well as moving closer to the
near ear. As a result, for sources located at azimuths between
80 and 100 deg, the difference in the path lengths to the two
ears does not change significantly with azimuth and the mag-
nitude of the ITD is reduced for locations to the side of the
head. Thus the main effect of positioning the ears behind the
center of the head is to decrease ITD magnitude.

B. Interaural intensity differences

The bottom row~panels D, E, and F! of Fig. 3 plots
overall- and normalized-iso-IID contours for locations in the
horizontal plane when the ears are displaced. It should be
emphasized that nonhorizontal planes containing thex-axis
would yield different iso-IID contours. In particular, since
only the horizontal plane bisecting the head passes through
the ears, the iso-IID contours for this plane show the greatest
asymmetry~and reach the largest values!.

Looking first at the iso-IID contours for the overall IID
~left half of each panel!, the IID function is no longer front–
back symmetric~compare top and bottom rows in Fig. 3!.
There are two factors influencing the IID as a function of
location in the horizontal plane. The first can be ascribed to
differences in the ratio of the path lengths to the two ears.
This factor is maximal for sources located 100 deg to the
side of the median plane for sources in the horizontal plane
containing the ears and increases as the source approaches
the head. The second factor depends on the head shadow and
varies with the direction between source and head as well as
with frequency. The relative importance of this second factor
increases with frequency.

The maxima of the normalized iso-IID functions~right
half of each panel! are skewed toward an azimuthal angle of
100 deg~in line with the near ear!. Nonetheless, this spatial
dependence is similar to the spatial dependence exhibited for
the symmetrical case. The IID information consists of a com-
ponent that varies with azimuthal angle and a component that
varies with the relative path length from source to the two
ears.

C. Distorted tori of confusion

Because of the asymmetry for angularly displaced ears,
the combination of IID/ITD information taken across fre-
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quency no longer forms a symmetrical torus of confusion.
ITD information constrains the source to be on a distorted
cone of confusion. In order to gain insight into how the IID
would constrain locations for sources at various locations in
the horizontal plane, Fig. 4 shows the locations in the hori-
zontal plane that are consistent with the IID in different fre-
quencies~columns! for a source in various locations~rows!.

Figure 4 shows that the tori of confusion are skewed by
the angular displacement of the ears, but many of the obser-
vations made for the symmetrical model still hold. In par-
ticular, IID information will constrain the source location to
within some volume of space. The size of the volume de-
creases as the source nears an ear and increases as sources
approach the median plane. In general, there are locations
both in front of and behind the listener that could give rise to
the observed IID cues at each frequency, consistent with
front/back and back/front reversals. At lower frequencies, the
source position is constrained in both distance and direction,
similar to predictions from an acoustically transparent head
analysis. As frequency increases, iso-IID contours vary more
dramatically with source direction than source distance and
provide information that is similar to the information in the
ITD. For some source positions, the IID in moderate and
high frequencies constrains the source to fall within one of
two spatial bands~e.g., see panels C and D!, roughly corre-
sponding to two different cones of confusion~one of which
contains the actual source location!. This occurs because the
IID is not monotonic with source azimuth~see Fig. 2! so that
there can be two or more connected regions of space consis-
tent with the IID in mid and high frequencies. Looking
across these spatial constraints, broadband IID information
~with or without ITD information! restricts the source loca-
tion to within a volume of space that forms a distorted torus
of confusion.

IV. SUMMARY AND DISCUSSION

These results show that when sources are close to one
ear, IIDs vary dramatically with source position and fre-
quency so that using only binaural cues, a broadband sound
source can be located to somewhere on a ‘‘torus of confu-
sion.’’ ITD cues determine source position to within a cone
of confusion. IIDs vary with both distance and direction for
sources, but are only significant for sources within one or
two meters of the head and close to the interaural axis.

There are two main components of the IID: one that
depends primarily on the ratio of the path lengths from the
source to the two ears and one that depends on the direction
from the source to the center of the head. The relative im-
portance of these two factors depends on frequency, prima-
rily because the magnitude of the second factor increases
with frequency.

Of course, the acoustic signals at the ears of a real lis-
tener include many effects not considered here. In particular,
the effects of the shoulders, torso, and pinnae are known to
be acoustically significant and to affect localization judg-
ments. However, the current results demonstrate how gross
binaural cues vary with direction and distance. In addition,
the current analysis is most accurate at low frequencies, pre-
cisely the frequencies at which IIDs do not occur for distant
sources.

When one considers the problem of how to estimate
source position from the acoustic cues available at the ear-
drums, the importance of the ‘‘extra-large’’ IIDs that can
occur for sources very near the listener becomes clear. It has
been reported that ITD cues dominate judgments of source
direction for broadband sounds~Wightman and Kistler,
1992!. In these experiments, IID and spectral shape cues de-
rived from individually measured head-related transfer func-
tions ~HRTFs! were pitted against interaural phase informa-
tion ~derived from a different spatial location using the
individualized HRTFs!. In the study, the measured HRTFs
were taken for relatively distant sources, where only the head
shadow contributed to the IID. The results show that as long
as the source signal contained low frequencies, judgments of
source direction were dominated by the ITD cue. In contrast,
many headphone experiments in which ITD and IID cues are
pitted against one another~e.g., see the review in Durlach
and Colburn, 1978, as well as Buellet al., 1994; Buell and
Trahiotis, 1997! show that a large, broadband IID favoring
one ear biases judgments of source direction toward that ear,
even when ITD cues indicate a different direction. From the
current analysis, we see that a large, low-frequency IID only
occurs for sources near the earand close to the interaural
axis. Thus in many dichotic headphone studies, the low-
frequency IID in the imposed broadband IID restricts the
possible source location to be a very small volume of space
close to the ear. A parsimonious explanation for all of these
results is that both ITD and IID information are used to de-
termine source position, but that low-frequency ITD infor-
mation is generally more reliable than head-shadow cues.
Only very large, low-frequency IIDs~which can only occur
when sources are very near one ear! are sufficiently reliable
to overcome the dominance of low-frequency ITD informa-
tion. In fact, if the auditory system treats ITD and IID infor-

FIG. 4. Constraints on spatial location due to the IID for a spherical head
model in which the ears are angularly displaced. Each row corresponds to
one source location~plotted as an asterisk in each panel!. The solid circle in
the middle of the panel shows the head. Each column corresponds to a
different frequency. In each plot, the source is constrained to fall within the
area delineated by the drawn contours by the IID in the corresponding
frequency range.
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mation as separate, independent channels of spatial informa-
tion, a maximum-likelihood estimation approach~e.g., see
Duda, 1997!, will predict dual source images~as are often
reported in the literature! for ITD/IID pairings that are incon-
sistent.

It should also be pointed out that energy differences in
the signals reaching the two ears are important for spatial
unmasking in many real-world listening situations. Thus the
pattern of spatial unmasking for sources close to the listener
may be different than when sources are more than a meter
away. If a source is near the interaural axis and close to the
head, the ‘‘better ear’’ advantage will be more pronounced
than when a source is at the same direction but distant from
the head. However, the extra-large IIDs that arise in such a
situation may actually decrease the binaural component of
spatial unmasking~e.g., see Colburn and Durlach, 1965!.
The question of how these two factors play out under free-
field listening conditions is relevant for understanding spatial
unmasking in true ‘‘cocktail party’’ situations, where talkers
may be fairly close to the listener.

Finally, it must be emphasized that above 6 kHz, large
IIDs will arise due to the interaction of the pinnae with the
sound waves. At intermediate frequencies, torso effects will
alter the IID. However, the analysis presented here is most
useful for predicting the IID for the very frequencies which
are normally assumed to have zero IID for ‘‘naturally occur-
ring,’’ free-field sources. This analysis demonstrates how the
unique low-frequency IIDs for sources near the listener de-
pend upon spatial position, and how these IIDs may allow
listeners to determine where on the cone of confusion a
source is located.
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1It should be pointed out that the cross-sectional area of the ‘‘torus of con-
fusion’’ is not circular, although the word ‘‘torus’’ often conjures an image
of a solid of rotation with a perfectly circular cross section. The more
general definition of torus includes any solid created by rotation of a fixed
cross-sectional area about an~in this case interaural! axis. Indeed, the cross-
sectional shape of the torus of confusion varies with spatial location of the
source. For sources very close to one ear, the cross-sectional area is roughly
trapezoidal; for sources near the median plane, the cross section is much
more asymmetrical and significantly larger.

2We have previously used the more colloquial term ‘‘doughnuts of confu-
sion’’ to describe the volume of spatial uncertainty.
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Effects of phase duration and electrode separation on loudness
growth in cochlear implant listeners
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Loudness estimates were obtained in a group of four adult subjects implanted with the Nucleus-22
multielectrode cochlear implant device, for a range of pulse amplitudes and different fixed phase
durations and electrode separations. The stimulus was a 200-ms long train of biphasic pulses
presented at 500 pulses/s. Subjects estimated loudness as a number from 0~‘‘don’t hear it’’ ! to 100
~‘‘uncomfortably loud’’!. Loudness was found to grow exponentially with pulse amplitude, at a rate
that was dependent upon the phase duration as well as the electrode separation. An equation of the
form L5e(l1gM )(Du)I , whereL is the estimated loudness,M is the separation between electrodes of
a stimulating pair,D is the phase duration,I is current amplitude, andl, g, andu are constants,
appears to describe the observed data adequately. The findings are remarkably consistent across
subjects. ©2000 Acoustical Society of America.@S0001-4966~00!01103-6#

PACS numbers: 43.66.Ts, 43.66.Cb, 43.66.Ba@DWG#

INTRODUCTION

Electrical stimulation of the auditory nerve in cochlear
implant listeners is often conducted using bipolar stimulation
with trains of biphasic current pulses. Experimental studies
in the past have shown that both phases of a biphasic pulse
will evoke neural excitation. Measured in units of current,
psychophysical threshold is known to decrease with increas-
ing per-phase duration~hereafter referred to as ‘‘phase dura-
tion’’ ! of the pulses~Pfingstet al., 1995; Smith and Finley,
1997!. In bipolar stimulation, threshold also decreases with
increasing separation between the two electrodes of a stimu-
lating pair ~Abbas and Brown, 1991; Pfingstet al., 1995!.
Together, these results indicate that, at least at threshold, the
electrically stimulated auditory system integrates information
over time as well as over cochlear distance. If linearity holds,
the rate of integration of such information should be constant
as either phase duration or current amplitude is increased.
Shannon~1985!, studying changes in threshold and loudness
for constant charge pulsatile stimuli as a function of phase
duration, found that, in fact, the system was not linear—i.e.,
equal charge did not necessarily produce equal loudness or
equal threshold. More recently, Zenget al. ~1998! have
shown that under conditions of equal loudness, pulse ampli-
tude and phase duration are not related by a simple reciprocal
relationship, but rather, by a compressive power function.

In a previous study of loudness growth in individuals
implanted with the Nucleus-22 implant system, Chatterjee
~1999! found that the loudnessL ~estimated as a number on
a scale from 0 to 100! of a 200-ms, 500-pulses/s train of
biphasic, 200-ms/phase current pulses can be approximated
by a simple exponential function of the formL5e(c1kM)I ,
whereI is the amplitude of each pulse in microamperes,M is
the separation between the two electrodes of the stimulating

pair (M51 for adjacent electrodes!, and c and k are con-
stants. It was observed that these relations held regardless of
electrode location, and were consistent across subjects.

Zenget al. ~1998! measured the interaction of phase du-
ration and pulse amplitude using a loudness-balancing tech-
nique for various combinations of electrode separations and
pulse rates. Along equal loudness contours, the productID u

is constant, whereI and D represent current amplitude and
phase duration, respectively, and the exponentu changes lin-
early from approximately 0.7 near threshold to approxi-
mately 0.5 near uncomfortable loudness. If linearity held, the
product I * D would be constant at equal loudness. Instead,
Zenget al.’s work shows that the productI * Du is constant at
equal loudness. Within the range of conditions tested in their
study, the authors found this relationship between phase du-
ration and pulse amplitude to be relatively independent of
electrode separation and electrode location. We may there-
fore assume that the effects of electrode separationM and
phase durationD are orthogonal, and propose a general equa-
tion of the form

L5eg~M ! f ~D !I , ~1!

where g(M ) represents the change in the exponent of the
loudness function with electrode separationM, and f (D)
represents the change in the exponent of the loudness func-
tion with phase durationD. Based upon Zenget al.’s results,
we would expectf (D) to be a compressive power function
of D, with an exponent lying within the range 0.5–0.7. Based
on our previous study,g(M ) appears to be a roughly linear
function of M.

In Chatterjee~1999!, loudness functions were measured
for a fixed phase duration of 200ms/phase, and a diverse set
of electrode locations and separations. The present experi-
ments were designed to study and quantify the effect of
phase duration on the shape of the loudness function. To this
end, we obtained loudness functions for a limited set of elec-

a!Corresponding address: M. Chatterjee, Dept. of Auditory Implants and
Perception, House Ear Institute, 2100 W. Third St., Los Angeles, CA
90057. Electronic mail: monita@hei.org
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trode separations and a number of phase durations. The re-
sults allow us to directly measuref (D) and to test the valid-
ity of Eq. ~1!.

I. METHODS

Subjects were four postlingually deafened adult male us-
ers of the Nucleus-22 cochlear implant system with varying
levels of speech recognition in quiet~see Table I for detailed
information!. All subjects are highly trained, having partici-
pated in a number of psychophysical experiments in the
laboratory. These subjects had also participated in the experi-
ments described in the previous publication~Chatterjee,
1999!.

Stimuli were delivered through a custom research inter-
face ~Shannonet al., 1990!. All stimuli were 200-ms-long
trains of biphasic pulses, presented at 500 pulses/s. Two vari-
ables of stimulation were explored in this study. Phase dura-
tion D was one variable. Another variable was the electrode
separationM, defined as the difference between the elec-
trodes of a stimulating pair. In our terminology,M51 for
adjacent electrodes, andM521 for the furthest separation
between electrodes possible in the 22-electrode Nucleus im-
plant ~stimulation between electrodes 1 and 22!. Note thatM
is related to the term ‘‘stimulation mode’’ in popular clinical
use; thus, stimulation between adjacent electrodes (M51) is
described as the bipolar mode~BP!, and the widest separa-
tion between electrodes is described as BP120. Electrodes
are numbered from 1~most basal! to 22 ~most apical!. Ac-
curate estimates of current delivered were obtained from the
manufacturer’s amplitude calibration tables for each sub-
ject’s device. Loudness functions were measured using the
following procedures.

A. Dynamic range estimation

First, thresholds in quiet were measured using a standard
3-down, 1-up, 2-interval forced-choice procedure. Next, the
subject was presented with a soft stimulus~one presentation
of the 200-ms, 500-pulses/s-pulse train! close to threshold.
By pressing the left and right mouse buttons, the subject
could increase or decrease the level of the stimulus in small

incremental steps~0.2 dB!. The subject received a single
presentation of the stimulus each time he pressed a mouse
button.

The subject was asked to increase the level until the
loudness reached a maximum acceptable level. The subject
indicated to the experimenter the loudness at each step~using
a number from 0 to 100, as described below!. This gave us
an idea of the approximate dynamic range for each mode of
stimulation. Subjects tended to be conservative in estimating
the maximum acceptable level during the first session. In
pilot runs, a subject would sometimes estimate a stimulus to
be only moderately loud, even though its amplitude had been
set to the maximum level previously obtained. We would
then increase the amplitude in very small steps, until the
subject estimated it to be at the maximum acceptable loud-
ness. The true range was estimated more accurately after
several runs of this nature.

B. Loudness estimates

Based upon pilot runs, a number of amplitudes~mini-
mum eight! were selected to cover the dynamic range appro-
priately. As the set of amplitudes was selected according to
the loudness estimates obtained in the pilot runs, they were
not the same for each subject or for each condition for a
given subject. At each amplitude selected, the subject was
presented with a sequence of six presentations of the same
stimulus ~stimulus set!. The first presentation was intended
as a cue to alert the subject. Next, the remaining five repeti-
tions were presented to the subject~interstimulus interval
was 300 ms!. An LED flashing in synchrony with each pre-
sentation served as a visual cue. The subject was asked to
select a number from a scale of 0~don’t hear it! to 100~too
loud! to match the subjective magnitude of the perceived
overall loudness of the stimulus set. This procedure was used
because, during pilot runs, some subjects occasionally re-
ported changes in the loudness of the stimulus between the
first and third presentations of the stimulus.

Before beginning the data collection procedure, the sub-
ject was presented with an ascending sequence~0.2-dB
steps! of the 200-ms pulse train from threshold to the maxi-

TABLE I. Potentially relevant information about subjects.

Subject Gender
Age

~years!

Etiology
of

deafness

Age at onset
of profound
hearing loss
in both ears

~years!
Date of

implantation

Insertion
depth

~No. of
rings out!

Baseline
scores

~CUNY
sentence

recognition
test!

Baseline
scores
~NU6
word
list!

Value of
the

exponent
u

Values ofl
andg

N3 M 58 Unknown 45 5/90 3 79.4% 24.0% 0.534 l53.164e-04
g54.237e-05

N4 M 42 Trauma 35 7/92 4 99.0% 70.0% 0.530 l51.735e-04
g56.816e-05

N7 M 57 Unknown 47 1st - LE, 10/91 0 99.0% 48.0% 0.561 l51.864e-04
2nd - LE, 2/95 g54.988e-05
3rd - RE, 11/95

~current
implant!

N14 M 65 Unknown 61 11/96 0 47.0% 18.0% 0.641 l53.808e-04
g53.267e-05
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mum acceptable level, in order to give them some orientation
as to the range of stimuli that might be used, as well as to
ensure that the loudest stimuli were not too loud. Each loud-
ness function is based upon a minimum of four to a maxi-
mum of eight independent loudness estimates at each ampli-
tude level. The mean and standard deviation of all loudness
estimates made for a particular electrode pair were computed
at each amplitude.

At current levels close to threshold, subjects did not al-
ways hear all six presentations, but were asked to judge the
overall loudness of the ones that were audible. As the softest
sound was always presented at a higher level than threshold,
subjects never used ‘‘0’’ to judge the loudness, but fractions
were allowed and often used.

Loudness functions were obtained using a number of
phase durationsD at each of a number of electrode separa-
tions M. One repetition consisted of loudness estimates ob-

tained for each of the set of selected current amplitudes for a
particular condition~combination ofM andD!. One run con-
sisted of a number of such repetitions~usually three to four!.
The experimenter ensured a rough randomization of the pre-
sentation sequence of the stimuli in each repetition. This was
done by presenting each set of amplitudes in each repetition
in a different order, decided previously by the experimenter.
Subjects most easily recognized the softest and loudest
sounds, while sounds in between the two ends of the range
were more difficult to judge.

II. RESULTS AND ANALYSIS

All loudness functions obtained with the four subjects
are shown in Figs. 1–4. The different panels correspond to
loudness functions obtained with different~fixed! electrode
pairs~separations!. In each panel, each function corresponds
to loudness estimates obtained with a different phase dura-
tion. The loudness functions obtained with a phase duration
of 200 ms/phase were published previously~Chatterjee,
1999!. It is apparent from the results that, for a fixed elec-
trode pair~or separation!, longer phase durations result in a
steeper loudness function.

In each case, the data were fit with an equation of the
form used by Chatterjee~1999!

L5aaI , ~2!

where the value of the parametera controls the steepness of
the function. The dashed lines in Figs. 1–4 represent the

FIG. 1. Loudness growth as a function of pulse amplitude. Parameter: Phase
duration. Each panel corresponds to results obtained with a different stimu-
lating electrode pair. Results for subject N3. The dotted lines represent the
best fitting exponential approximation to the data@Eq. ~2!#.

FIG. 2. As in Fig. 1: loudness growth as a function of pulse amplitude for
subject N4.
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curve fits corresponding to each electrode separation and
phase duration.

According to the hypothesis stated in the Introduction,
the exponenta should correspond tog(M )* f (D). The sym-
bols in Fig. 5 show the exponents corresponding to each
loudness function, plotted against the phase duration. Each
panel shows results from a different subject. Note that the
different symbols correspond to the exponents obtained with
different electrode pairs~electrode separationsM!. It is ap-
parent from the functions in Fig. 5 that, for a fixedM, f (D)
is a monotonically increasing function ofD.

To directly compare the shapes of the exponent-phase
duration functions across electrode separations, we normal-

ized the exponents by dividing each set of exponents in Fig.
5 by the exponent obtained at a phase duration of 200ms. If
f (D) and g(M ) are independent, this normalization should
yield the same function regardless of electrode separation, as
shown below.

Using the terman(M ) to describe the normalized expo-
nents for a particularM, and the termu f (D)uD5200 to signify
the value off (D) for D5200ms/phase, and assumingg(M )
and f (D) are independent, we can write

an~M !5g~M !*
f ~D !

g~M !* u f ~D !uD5200

,

or

an~M !5
f ~D !

u f ~D !uD5200

. ~3!

Thus,an(M ) should be a function ofD only, independent
of electrode separationM. For a particular subject and elec-
trode pair, u f (D)uD5200 is a constant. Figure 6 shows the
normalized exponents plotted against the phase durationD. It
is apparent that for each subject, the normalized values of the
exponent for the different electrode separations fall along a
single function of phase duration, indicating thatg(M ) and
f (D) are indeed independent. We fit the pooled, normalized
data with the equation

an~M !5mDu, ~4!

wherean(M ) is the normalized value of the exponenta, m is
a constant~presumably equal to 1/(u f (D)uD5200), D repre-
sents the phase duration, andu is the exponent of the power
function. The dotted lines and the equations in Fig. 6 show
the results of the fit. The best-fitting power functions have
exponentsu ranging from 0.530 to 0.641 across subjects.
@We note here that attempts to fit the pooled, normalized
exponents with linear functions also yielded good approxi-
mations. The power function was selected for two reasons:
~1! we wished to be consistent with the Zenget al. study

FIG. 3. As in Fig. 1: loudness growth as a function of pulse amplitude for
subject N7.

FIG. 4. As in Fig. 1: loudness growth as a function of pulse amplitude for
subject N14.
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cited previously, and~2! in each subject, the fits obtained
with the power function accounted for more of the variance
than those obtained with the linear function.#

Using the value ofu for each subject obtained from the
curve fits in Fig. 6, we fit the original data in Fig. 5 with the
equation

a5mMDu, ~5!

wheremM , a multiplicative constant, is the only parameter
to be fit, and is dependent uponM. Recalling Eq.~1!, it
becomes clear that the function relatingmM andM is identi-
cal to g(M ), presumably a monotonically increasing func-
tion of the electrode separation. Equation~5! ~dotted lines in
Fig. 5! provides a satisfactory fit to the data, accounting for

86.5%~subject N3! to 99.4%~subject N14! of the variance.
Figure 7 plots the best-fitting values ofmM againstM for
each subject. The resulting function,g(M ), is a monotoni-
cally increasing function ofM. The dashed lines in Fig. 7
show the results of linear curve fits to the data. It is apparent
that a function of the form

g~M !5l1gM ~6!

describes the data reasonably well. From Fig. 7, we see that
l ranges from 1.735e-04 in subject N4 to 3.808e-04 in sub-
ject N14, whileg ranges from 3.267e-05 in subject N14 to
6.816e-05 in subject N4. These values are listed in Table I.

We can now write, at least for pulsatile stimuli presented
at moderate rates, a more general equation describing the

FIG. 5. The best-fitting exponents
plotted against the phase duration.
Each panel represents data from a
different subject. Within each panel,
the different symbols correspond to
exponents obtained with a different
electrode separation. Dashed lines
show curve fits following Eq.~5!.

FIG. 6. The exponents from Fig. 5 have been normal-
ized and replotted against the phase duration. Normal-
ization involved dividing each exponent by the value of
the exponent at a phase duration of 200ms/phase for
that electrode pair. The dashed lines and equations
show the best-fitting power function to the normalized
exponents. Each panel shows exponents for a different
subject; each symbol within a panel shows exponents
obtained with a different electrode pair/separation.
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growth of loudness as a function of phase duration and elec-
trode separation

L5e~l1gM !DuI , ~7!

wherel, g, andu are subject-dependent constants,M is the
electrode separation, andI is current amplitude.

The previously cited study~Chatterjee, 1999! was con-
ducted at a fixed phase duration (D) of 200 ms/phase. Sub-
stituting 200 forD, and the expression forg(M ) given in Eq.
~6!, we obtain

L5e~l1gM !~200u!I . ~8!

In Fig. 8, we have plotted estimated exponents for each
subject from the present study, alongside the values of the
exponents obtained in the previous study using 200-ms/phase
pulses and a larger number of electrode separations and lo-
cations. Given the considerable variability encountered in
subjective measures of magnitude, the close correspondence
between these variables is reassuring.

III. DISCUSSION

Although the small size of the subject pool and the lim-
ited set of experimental conditions does not allow us to make
broad generalizations, our directly measured loudness func-
tions add to the findings in our previous study as well as
confirm the hypothesized independence of the functions
f (D) and g(M ). To some extent, the present findings are
strengthened by the consistency across subjects, particularly
considering the large variation in their performance in
speech tests. Based upon our set of data, we now have a
more general equation@Eq. ~7!# to describe the perceived
loudness of steady-state pulsatile stimuli in electrical stimu-
lation as a function of both the separationM between elec-
trodes of a stimulating pair and the phase durationD.
Whether these relations will hold for other stimulus condi-
tions remains to be seen.

At a fixed loudnessL0 , we can write

L05e~l1gM !~Du!I ,

or

ID u5
ln~L0!

~l1gM !
. ~9!

Thus, at equal loudness, the productID u is constant for a
fixed electrode pair~i.e., fixedM!. This result is in agreement

FIG. 7. Values of the multiplicative constantm obtained from the curve fits
shown in Fig. 5, plotted against electrode separationM.

FIG. 8. Pooled exponents obtained in a previous study~Chatterjee, 1999!
using a fixed phase duration of 200ms/phase~open symbols!, plotted along-
side the function predicted by Eq.~8!, using values obtained in the current
study~closed symbols!. The exponents~open symbols! in the previous study
were obtained using a more diverse set of electrode locations and separa-
tions than the present study.
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with the fundamental finding of the Zenget al. ~1998! study,
which was conducted under conditions of equal loudness. In
addition, our present findings show that the constant relating
I and Du is inversely related to the electrode separationM.
According to Zenget al., the exponentu is loudness depen-
dent, decreasing from 0.7 at threshold to 0.5 at high levels.
Although our data are adequately described using a single
value ofu, methodological differences between the two stud-
ies may underlie some of the discrepancy: Zenget al. used a
loudness-balancing technique, whereas we used magnitude
estimation to measure loudness. It is at least encouraging that
our observed value ofu lies well within the range of values
from the Zenget al. study.

The subjects’ sensitivity to changes in stimulation pa-

rameters is controlled by the exponential nature of the loud-
ness function. Thus, when the electrodes of the pair are close
together~i.e.,M is small!, changes in phase durationD result
in small changes in perceived loudness, while stimuli with
large electrode separations evoke larger changes in loudness
for similar changes in phase duration. Similarly, for stimuli
with short phase durations, loudness will change slowly with
increasing electrode separation, while for stimuli with long
phase durations, loudness will change rapidly with increas-
ing electrode separation. In addition, for fixed electrode
separations, the rate of change of loudness with phase dura-
tion will depend directly upon the current amplitudeI. These
effects can be seen in the loudness functions plotted in Figs.
1–4.

It is evident from the above observations that the great-
est changes in perceived loudness occur at current levels that
are near the upper limit of the dynamic range for a particular
stimulus. However, the discrete steps in the Nucleus-22 de-
vice follow an approximately logarithmic function of current
amplitude, so that one step near threshold results in a small
change in current, but one step at higher levels results in a
large change in current. This is illustrated in Fig. 9~a!, which
plots current amplitude in microamperes against step number
~or clinical unit! for subject N3’s device. In Fig. 9~b!, we
have plotted examples of loudness estimates obtained in this
subject as a function of current in microamperes~the same
data are plotted in Fig. 1, top panel!. The three loudness
estimates were obtained when stimulating electrode pair
~18,20! with three phase durations. Figure 9~c! shows the
same loudness estimates as a function of clinical units. It
becomes clear from a study of Fig. 9 that the compressive
transformation from current amplitude to clinical units
shown in Fig. 9~a! has the potentially deleterious effect of
steepening an already steep loudness function and providing
larger amplitude increments in the region of the function that
is most sensitive to such changes.

Mechanisms underlying the relationships quantified here
are unclear, as sources of nonlinearity in the electrically
stimulated auditory system are largely unknown. At thresh-
old, physiological experiments indicate that electrically
stimulated primary auditory neurons function as leaky inte-
grators~Moxon, 1971; Parkins and Columbo, 1987; van den
Honert and Stypulkowski, 1984!. However, the parameter
dependence of such integration has not been examined in
depth at the auditory-nerve level. As electrode separation
increases, the geometry of the stimulating electrical field
may change considerably. It is known that neural excitability
depends strongly on the geometry as well as the dynamics of
the stimulating electrical field, both of which may be ex-
pected to change with changes in electrode separation or
changes in temporal aspects of the stimulus, such as phase
duration. It has also been suggested~van den Honert and
Stypulkowski, 1984! that the site of neural excitability
changes with current amplitude, jumping from dendritic ex-
citation at low current amplitudes to axonal excitation at high
current amplitudes. If so, the temporal aspect of neural re-
sponse~which is dictated by the membrane properties! may
be expected to change from low to high current amplitudes
also, resulting in an amplitude-dependent time-domain re-

FIG. 9. ~a! Clinical units ~amplitude step! vs current in microamperes for
subject N3’s device.~b! Loudness estimates made by subject N3 for stimu-
lation on electrode pair~18, 20!, as a function of current in microamperes.
Loudness functions were obtained using three different phase durations
~shown next to each plot!: 100, 200, and 400ms/phase. Data are replotted
from Fig. 1~top panel!. ~c! Data of~b!, plotted as a function of step numbers
or clinical units.
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sponse. These issues will become even more critical when
considering dynamic stimuli with overlapping excitation pat-
terns and time-varying amplitudes.

Although it is not strictly necessary to describe the
growth of loudness in electrical stimulation with an exponen-
tial function, some sort of expansive nonlinearity appears to
be present. Zeng and Shannon~1992, 1994! have proposed
that such an expansion of the compressed cochlear output
may be occurring in the central auditory pathways of nor-
mally hearing listeners. According to their theory, the co-
chlear compression is absent in cochlear implant patients; the
expansion works directly on the auditory-nerve output to the
brain ~assumed to be linearly related to input current ampli-
tude!. Whether the expansive nonlinearity is peripherally or
centrally located, our present study has further defined the
parameter space upon which it operates. It is now apparent
that the expansion works not only on the input current am-
plitude, but on a function of current amplitude, phase dura-
tion, and electrode separation.

It is important to keep in mind that these findings are
valid only for stimulation of one electrode pair at a time.
Given recent advances in the field of cochlear implant tech-
nology, it is only to be expected that the growth of loudness
of complex stimuli, involving simultaneous stimulation of
multiple electrode pairs, will be an important area of research
in the near future.
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Two related studies investigated the relationship between place-pitch sensitivity and consonant
recognition in cochlear implant listeners using the Nucleus MPEAK and SPEAK speech processing
strategies. Average place-pitch sensitivity across the electrode array was evaluated as a function of
electrode separation, using a psychophysical electrode pitch-ranking task. Consonant recognition
was assessed by analyzing error matrices obtained with a standard consonant confusion procedure
to obtain relative transmitted information~RTI! measures for three features: stimulus~RTI stim!,
envelope (RTI env@plc#), and place-of-articulation (RTI plc@env#). The first experiment evaluated
consonant recognition performance with MPEAK and SPEAK in the same subjects. Subjects were
experienced users of the MPEAK strategy who used the SPEAK strategy on a daily basis for one
month and were tested with both processors. It was hypothesized that subjects with good place-pitch
sensitivity would demonstrate better consonant place-cue perception with SPEAK than with
MPEAK, by virtue of their ability to make use of SPEAK’s enhanced representation of spectral
speech cues. Surprisingly, all but one subject demonstrated poor consonant place-cue performance
with both MPEAK and SPEAK even though most subjects demonstrated good or excellent
place-pitch sensitivity. Consistent with this, no systematic relationship between place-pitch
sensitivity and consonant place-cue performance was observed. Subjects’ poor place-cue perception
with SPEAK was subsequently attributed to the relatively short period of experience that they were
given with the SPEAK strategy. The second study reexamined the relationship between place-pitch
sensitivity and consonant recognition in a group of experienced SPEAK users. For these subjects, a
positive relationship was observed between place-pitch sensitivity and consonant place-cue
performance, supporting the hypothesis that good place-pitch sensitivity facilitates subjects’ use of
spectral cues to consonant identity. A strong, linear relationship was also observed between
measures of envelope- and place-cue extraction, with place-cue performance increasing as a
constant proportion~;0.8! of envelope-cue performance. To the extent that the envelope-cue
measure reflects subjects’ abilities to resolve amplitude fluctuations in the speech envelope, this
finding suggests that both envelope- and place-cue perception depend strongly on subjects’
envelope-processing abilities. Related to this, the data suggest that good place-cue perception
depends both on envelope-processing abilities and place-pitch sensitivity, and that either factor may
limit place-cue perception in a given cochlear implant listener. Data from both experiments indicate
that subjects with small electric dynamic ranges~,8 dB for 125-Hz, 205-ms/ph pulse trains! are
more likely to demonstrate poor electrode pitch-ranking skills and poor consonant recognition
performance than subjects with larger electric dynamic ranges. ©2000 Acoustical Society of
America.@S0001-4966~00!01403-X#

PACS numbers: 43.66.Ts, 43.66.Hg, 43.66.Jh, 43.71.Ky@JWH#

INTRODUCTION

Recent developments in cochlear implant speech pro-
cessing strategies have resulted in significant improvements
in implant listeners’ speech recognition performance. As a
result, users of the newest generation of speech-processing
strategies commonly achieve high levels of speech recogni-
tion under favorable listening conditions~e.g., Dorman,
1993; Skinneret al., 1994; Tyleret al., 1996!. At present, we
have only a limited understanding of how such high levels of
speech recognition are achieved by the better implant per-
formers or, conversely, why some implant listeners still per-
form poorly with the same prostheses and speech-processing
strategies. Related to this, there exists relatively little infor-

mation concerning the psychophysical abilities underlying
speech recognition in electric hearing, or how such abilities
may vary as a function of stimulation parameters that differ
among speech-processing strategies.

One psychophysical ability thought to be important for
speech recognition in electric hearing is place-pitch sensitiv-
ity, i.e., the ability to distinguish among electrodes on the
basis of tonotopically mediated pitch, or timbre. Theoreti-
cally, cochlear implant listeners with good place-pitch sensi-
tivity can make use of the spectral information in speech if it
is well-represented in the electrical stimulus. Such spectral
information contributes primarily to discrimination of the
vowel height and frontness features~related to f 1 and f 2
frequency, respectively! and the consonant place-of articula-
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tion feature, since these phonemic features are coded pre-
dominantly by spectral cues. Townshendet al. ~1987! were
the first investigators to examine place-pitch sensitivity in
cochlear implant listeners, using psychophysical electrode
pitch-ranking and electrode discrimination tasks. They
showed that some implantees exhibit relatively strong place-
pitch sensitivity consistent with the normal tonotopic organi-
zation of the cochlea, whereas others perceive little change in
pitch as a function of electrode location. This finding, con-
firmed in several later studies~see below!, suggests that
place-pitch sensitivity may be an important factor limiting
speech recognition ability in some cochlear implant users.

Only a few studies have examined the relationship be-
tween place-pitch sensitivity and speech recognition, and
these studies are limited to subjects using the Nucleus
f 0/f 1/f 2 or MPEAK speech processing strategies. Busby
et al. ~1993! showed that discrimination of electrode trajec-
tories by four late-deafened cochlear implant subjects pre-
dicted the degree to which speech recognition performance
improved with a multichannel device~f 0/f 1/f 2 strategy!
relative to a single-channel device. Nelsonet al. ~1995!
evaluated the relationship between place-pitch sensitivity
and consonant recognition in eight postlingually deafened
subjects using the Nucleus MPEAK orf 0/f 1/f 2 strategy.
Several subjects exhibited good or excellent place-pitch sen-
sitivity; however, none of the subjects demonstrated particu-
larly good place-of-articulation performance. This led the au-
thors to conclude that spectral cues to consonant identity are
not coded very effectively by the MPEAK andf 0/f 1/f 2
strategies. Even so, a weak correlation between place-pitch
sensitivity and consonant place-cue performance was re-
ported. Nelsonet al.’s impression that thef 0/f 1/f 2 and
MPEAK strategies provide only minimal place-cue informa-
tion was subsequently supported by place-cue data reported
by Parkinsonet al. ~1996! in a comparison study of the
f 0/f 1/f 2 and MPEAK strategies. Zwolanet al. ~1997! exam-
ined the relationship between electrode discrimination and
speech recognition in 11 users of the Nucleus MPEAK strat-
egy. A considerable range of electrode discrimination perfor-
mance was observed across subjects, with several subjects
demonstrating excellent performance; however, no signifi-
cant relationship between electrode discrimination and
speech recognition was observed. In general, the above stud-
ies suggest that many cochlear implant patients possess good
place-pitch sensitivity, but that place-pitch sensitivity is not
strongly related to speech recognition performance with the
f 0/f 1/f 2 or MPEAK speech-processing strategies.

The present experiments were motivated by the
MPEAK-SPEAK comparison study of Skinneret al. ~1994!,
which showed that some but not all users of the MPEAK
speech-processing strategy can achieve improved speech rec-
ognition performance with SPEAK. We were especially in-
terested in the individual differences apparent in Skinner
et al.’s data, in particular, the demonstration that subjects
who achieved equivalent levels of performance with
MPEAK sometimes exhibited considerably different levels
of performance with SPEAK. Because SPEAK provides a
more detailed spectral characterization of the speech wave-
form than MPEAK, we hypothesized that subjects showing

the greatest gains with SPEAK were those subjects who were
best able to use this spectral information, i.e., those with
good place-pitch sensitivity. Skinneret al. did not analyze
speech recognition data in terms of spectral versus temporal
speech cues; thus it is not possible to determine whether the
improvements demonstrated by their subjects were primarily
related to spectral cues as our hypothesis would predict.

The studies described here specifically evaluated the re-
lationship between place-pitch sensitivity and consonant rec-
ognition in cochlear implant subjects using the MPEAK and
SPEAK strategies. The first experiment compared consonant
recognition performance with MPEAK and with SPEAK in a
single group of subjects. Subjects were experienced users of
the MPEAK strategy, and their performance with SPEAK
was evaluated after they used the SPEAK strategy on a daily
basis for one month. The findings from this first experiment
were somewhat surprising: Although subjects demonstrated
a wide range of place-pitch sensitivity as measured by our
electrode pitch-ranking task, their place-cue performance
was equally poor with the SPEAK strategy as with the
MPEAK strategy, and there was no systematic relationship
between place-pitch sensitivity and consonant place-cue per-
formance with either strategy.

Subsequent examination of several cochlear implant lis-
teners’ performance over time with the SPEAK strategy
showed that performance on the consonant place-cue mea-
sure sometimes continued to improve well beyond the first
month of use. This suggested that the relatively short
SPEAK trial used in our first experiment may have provided
an inaccurate picture of the relationship between place-pitch
sensitivity and consonant recognition. As a result, we re-
evaluated this relationship in a second study using subjects
with substantially more SPEAK experience. Data from the
second study showed the expected positive relationship be-
tween place-pitch sensitivity and consonant place-cue perfor-
mance, consistent with our hypothesis. In addition, this study
indicated that consonant place-cue performance depends not
only on place-pitch sensitivity but also on subjects’ ability to
resolve amplitude fluctuations in the speech signal.

EXPT 1: PLACE-PITCH SENSITIVITY AND
CONSONANT RECOGNITION WITH MPEAK VERSUS
SPEAK

Methods

Subjects

Fourteen postlingually deafened adult subjects partici-
pated in the first experiment. All were experienced users of
the Nucleus 22-electrode implant, having used their implants
continuously for at least one year. Twelve were clinical users
of the MPEAK speech-processing strategy implemented on
the Mini Speech Processor and two were clinical users of the
f 0/f 1/f 2 strategy implemented on the Wearable Speech Pro-
cessor. All subjects were native speakers of American En-
glish. Subjects provided informed consent to participate in
the study and were paid on an hourly basis for their partici-
pation. Demographic data and other information describing
the subjects are provided in Table I.
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Study design

Each subject completed a one-month trial with the
SPEAK strategy implemented on a loaner Spectra processor,
and underwent consonant confusion testing four times. Ten
subjects who were clinical users of the MPEAK strategy
completed the following standard~ABBA ! protocol:~1! test-
ing with MPEAK 2–4 weeks prior to the beginning of the
SPEAK trial ~MPK-1 condition!; ~2! testing with SPEAK on
the first day of the one-month trial~SPK-1 condition!; ~3!
repeat testing with SPEAK at the conclusion of the one-
month trial ~SPK-2 condition!; and ~4! repeat testing with
MPEAK approximately 4 weeks later~MPK-2 condition!.
Comparisons of consonant recognition with the MPEAK and
SPEAK strategies, described below, are based on data from
these ten subjects. Four additional subjects~two MPEAK
users and twof 0/f 1/f 2 users! provided data for the SPK-1
and SPK-2 conditions but were unable to complete the stan-
dard test protocol for the MPK-1 and/or MPK-2 conditions.
Data for these subjects are included in analyses that compare
electrode pitch-ranking performance and consonant recogni-
tion with the SPEAK strategy. A psychophysical electrode
pitch-ranking task was used to measure place-pitch sensitiv-
ity across the electrode array in each subject. In most cases,
this testing was performed within the three-month time pe-
riod spanned by consonant recognition testing.1

Speech processor maps

Subjects used their usual, clinical maps for testing with
MPEAK. The SPEAK map created for each subject initially
used the same thresholds~T-levels! and most comfortable
loudness levels~C-levels! as the MPEAK map. In a few
cases,C-levels were subsequently reduced by a constant
small percentage across electrodes to compensate for in-
creased overall loudness with the SPEAK strategy. Other
SPEAK parameters were set to their default values, including
the frequency allocation table which varied according to the
number of electrodes activated in a subject’s map. All sub-

jects used the Cochlear Corp. ‘‘Stimulus Level’’ intensity
coding scheme for both the MPEAK and SPEAK strategies.
Over the range of levels used here, this coding scheme holds
current amplitude constant at approximately 1 mA, and var-
ies pulse duration in logarithmic steps between 19 and 400
ms/ph ~Cochlear Corp., 1996!.

The MPEAK and SPEAK speech-processing strategies
typically employ bipolar stimulation in which the active and
return members of a given electrode pair are closely spaced
electrodes along the cochlear array. In this report, electrodes
are numbered in increasing order from the most apical~1! to
the most basal~22! electrode along the array, and a given
bipolar electrode pair is referred to by its more basal mem-
ber. Two expt. 1 subjects were programmed with a bipolar
separation of 0.75 mm~BP mode!; all others were pro-
grammed with a bipolar separation of 1.5 mm~BP11!.

Consonant recognition procedures

Stimuli . Stimuli used in the consonant confusion proce-
dure were 19 /aCa/ disyllables spoken by each of three fe-
male talkers and three male talkers, whereC
5/p,t,k,b,d,g,f,Y,s,b,v,Z,z,c,m,n,r,l,j/. These were identical
to the stimuli used by Van Tasellet al. ~1992! in their ‘‘un-
processed’’ condition. The 114 tokens~19 stimuli36 talkers!
were digitized by Van Tasellet al. at a sampling rate of 10
kHz with 12-bit resolution.

Test procedure. The subject was seated approximately
1 meter in front of a pair of high-quality loudspeakers and a
video screen in a sound-isolated room. Speech tokens were
played from computer memory at 10 kHz, amplified, and
presented through the speakers. The presentation level of in-
dividual tokens varied over a 5-dB range between 60–65 dB
SPL ~slow response, A-weighting scale! in the sound field at
the location of the subject’s head. This level is consistent
with a conversational or slightly raised vocal effort by a
speaker 1 m from the listener~Pearsonset al., 1976; Skinner
et al., 1997!. The speech processor was set to the ‘‘normal’’

TABLE I. Description of 14 cochlear implant subjects who participated in expt. 1: Subject identifying code,
gender, age, etiology of deafness~implanted ear!, duration of bilateral severe-to-profound hearing loss prior to
implantation, depth of electrode array insertion~mm from the round window, with 25 mm representing com-
plete insertion!, duration of implant use prior to the study, and duration of MPEAK use prior to the study. To
provide readers with an indication of subjects’ clinical performance levels with MPEAK~or f 0/f 1/f 2!, sub-
jects’ scores for the NU-6 monosyllabic word test~% correct words and % correct phonemes! are also shown.

Subj m/f
Age
~yrs! Etiology of deafness

Duration
~yrs!

Depth
~mm!

CI use
~yrs!

MPEAK
use~yrs!

Nu-6
% words

Nu-6
% phons

AJA m 48 skull fracture 10 20 6.4 4.7 22 43
AMB m 51 progressive SNHL 1 25 1.6 1.6 40 63
BRL f 49 progressive SNHL 25 20 3.2 3.2 8 27
EJQ f 52 mumps, progressive SNHL 9 22 8.0 8.0 0 12
FXC m 68 progressive SNHL 4 25 4.1 4.1 16 44
JMS f 48 progressive SNHL 36 25 4.9 4.9 8 34
JWB m 60 cochlear otosclerosis 4 20 8.5 ¯ 6 22
KRK m 66 familial SNHL noise exp. 5 24 5.1 5.1 6 27
LMF f 24 meningitis 12 21 6.8 6.8 0 4
MAS f 65 genetic/progressive SNHL 10 25 2.4 2.4 28 52
PLF f 67 otosclerosis ,1 25 1.4 1.4 14 40
REC m 71 traumatic noise exposure 15 25 5.5 5.5 6 27
RFM m 62 Meniere’s disease 1 22 6.4 ¯ 8 28
TVB m 46 progressive SNHL 8 22 4.7 4.7 12 37
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~rather than the noise-reduction! setting, and subjects were
instructed to adjust the processor’s sensitivity control such
that stimuli were comfortably loud. A standard test block
consisted of one presentation each of all 114 tokens, in ran-
domized order. The stimulus was presented once on each
trial, and the subject used a computer mouse to select his or
her response from a list of 19 alternatives displayed on the
video screen. Correct-answer feedback was provided imme-
diately after each stimulus presentation, as recommended by
Van Tasellet al. ~1992!. A practice block of 38 randomly
selected tokens was presented initially, followed by 5 stan-
dard blocks. Testing was usually completed in a single 2–3
hour session; however, it was occasionally necessary to carry
over testing to a second session. In the latter case, a practice
block was obtained at the beginning of each test session. A
pooled confusion matrix was created from the five standard
blocks of data for a particular subject and test condition.
Each pooled matrix represented 30 observations~5 blocks36
tokens! per stimulus.

Analysis. Information transmission analysis was per-
formed on the pooled consonant confusion matrices to obtain
measures ofrelative transmitted information for stimulus
~RTI stim!, relative transmitted information for envelope
conditional on place(RTI env@plc#), and relative transmitted
information for place conditional on envelope(RTI plc@env#).
RTI stim represents the proportion of all available stimulus
information that is successfully transmitted to the listener,
with possible values ranging from 0 to 1. It was computed in
the manner described by Miller and Nicely~1955!.
RTI env@plc# represents the subject’s ability to extract and use
low-frequency temporal information in the speech waveform
~envelope and periodicity!, whereas RTI plc@env# represents
the subject’s ability to utilize available spectral cues to con-
sonant place-of-articulation. RTI env@plc# and RTI plc@env#

were computed via sequential information analysis~SINFA!,
using the modified envelope categories described by Van
Tasell et al. ~1992! and the place categoriesfront, middle,
andback. Category membership for the envelope and place
features used in SINFA analyses are shown in Table II. The
conditional values RTI env@plc# and RTI plc@env# were com-
puted because the envelope and place feature sets shown in
Table II are not completely orthogonal. These conditional
measures can be viewed as independent indicators of sub-
jects’ abilities to use temporal~envelope! and spectral cues
in the acoustic speech waveform~Van Tasellet al., 1992!.

Electrode pitch-ranking procedures

The stimuli and procedures used for the electrode pitch-
ranking task were similar to those described by Nelsonet al.
~1995!. Stimuli were 500-ms trains of 125 Hz, 205ms/ph
biphasic pulses presented at current amplitudes yielding con-
stant, comfortable loudness across electrodes as determined
by the loudness balancing procedure described below.
Stimulation was bipolar, with bipolar mode matched to that
used in the subject’s speech processor~BP or BP11!. Elec-
trodes were stimulated directly~bypassing the speech proces-
sor! using a specialized interface~Shannonet al., 1990! con-
trolled through the parallel port of an 80–486 computer
running custom software.

Current amplitudes used in the electrode pitch-ranking
task were determined by balancing loudness to a common
level of ‘‘medium loud’’ across electrodes. To accomplish
this, estimates of threshold and maximum acceptable loud-
ness were first obtained for each usable electrode in the sub-
ject’s array, using an ascending method of limits procedure.
In this procedure, the current amplitude of the pulse train
stimulus~500-ms pulse trains separated by 500-ms silent in-
tervals! was raised slowly from below threshold to a level
where the subject first reliably heard the tone~i.e., could tap
his or her finger in synchrony with the tone!. After this level
was recorded, the current amplitude of the stimulus was
gradually increased further. The subject indicated loudness
changes by sliding his or her finger along a printed loudness
scale, and stimulation was terminated when maximum ac-
ceptable loudness was reached. After a short pause, a second
ascent was completed, and average threshold and maximum
acceptable loudness values were computed from the two val-
ues of each. The range of current amplitudes yielding a loud-
ness percept of ‘‘medium loud’’ was then determined for one
electrode near the middle of the array by slowly raising and
lowering current levels over the range of amplitudes yielding
medium to loud percepts. The current amplitude on this ref-
erence electrode was then set to the approximate midpoint
~in logarithmic amplitude units! of the medium loud range.
Following this, current amplitudes on each of the remaining
electrodes were adjusted to produce similar loudness by pre-
senting the reference stimulus alternately with an adjustable
stimulus on each new electrode. The current amplitude on
the nonreference electrode was adjusted by the experimenter
until the stimulus on that electrode was judged to be equally
loud as the stimulus on the reference electrode. Once loud-
ness matches were obtained on all usable electrodes in the
subject’s array, the loudness-balanced stimuli were played
back to the subject in random order to ensure that no stimu-
lus was noticeably louder or softer than the others. If any
irregularities in loudness were noted by the subject, the loud-
ness balance procedure was repeated on the electrodes in
question and the stimuli were again checked for equal loud-
ness using the playback procedure.

Loudness balancing was intended to ensure that loud-
ness differences between stimuli would not distract subjects
from judging pitch differences between stimuli presented on
two different electrodes. However, it could not guarantee
that all discriminable loudness differences between electrode
pairs had been eliminated. For this reason, additional steps

TABLE II. Envelope and place categories of Van Tasellet al. ~1992! that
were used for information transmission analyses in the present study.

Category # Envelope feature Place feature

1 /b,d,g,v,ð,c,z/
~voiced fricatives and plosives!

/b,p,f,v,m/
~front!

2 /p,t,k/
~voiceless plosives!

/d,s,j,t,n,z,ð,1,Y/
~mid!

3 /f,s,Y,b/
~voiceless fricatives and affricates!

/k,b,c,r,g/
~back!

4 /m,n,r,l,j/
~nasals and glides!
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were taken to ensure that subjects could not use loudness
cues to improve their pitch-ranking performance. First, sub-
jects were not given feedback on the electrode pitch-ranking
task. Thus even if small loudness differences could be dis-
criminated on a given stimulus pair, the subject could not use
the loudness cue to improve performance. Second, stimuli
were presented in randomized blocks consisting of 10 trials
each of 6 to 10 electrode pairs, and the ordering of individual
pairs was also randomized.

Pitch-ranking data were obtained using a 2IFC proce-
dure in which two electrodes were stimulated in sequence,
separated by a 500-ms silent interval. On each two-interval
trial, the subject’s task was to select the stimulus that was
‘‘higher in pitch’’ or ‘‘sharper.’’ The term ‘‘sharpness’’ was
included in our instructions because subjects in our previous
study~Nelsonet al., 1995! reported that some stimulus pairs
differed in sharpness rather than pitch. A correct response
was scored when the subject chose the stimulus presented to
the more basal electrode. Feedback was withheld in order to
eliminate the possibility that subjects could correctly order
stimuli in the case of pitch reversals, i.e., when stimuli were
perfectly discriminable but the more apical electrode pro-
duced a higher pitch. As indicated above, this also removed
the possibility that any remaining loudness differences be-
tween stimuli could be used to improve performance. All
possible pairs of electrodes separated by distances of 0.75,
1.5, 3.0, and 4.5 mm~1st, 2nd, and 4th diagonals of the
comparison matrix! were tested in each subject. Additional
electrode separations of 6.0 and 7.5 mm~8th and 10th diago-
nals! were tested in most subjects whose data did not ap-
proach perfect performance at 4.5 mm separation. Note that
the term ‘‘electrode separation,’’ as used here, refers to the
distance between the basal~or apical! members of each of
the two electrode pairs stimulated on a given trial, and not to
the distance between electrodes in a single electrode pair,
which we refer to as ‘‘bipolar separation.’’

Subjects were initially trained to perform the pitch-
ranking task using widely spaced pairs of electrodes. Follow-
ing training, data were obtained for 5 to 8 electrode pairs at
a time, with 10 trials per comparison pair presented in ran-
dom order within the block of 50 to 80 trials. Comparisons
within a given block of 50 to 80 trials involved a limited
region of the electrode array~basal, middle, or apical! and a
fixed electrode separation. Blocks of trials with larger and
smaller electrode separations were alternated, so that subjects
were not required to endure long stretches of trials that in-
volved very difficult comparisons. After one complete data
set ~10 trials/comparison! was obtained for all electrode
separations, two additional data sets were obtained. This re-
sulted in a total of 30 trials per comparison. Three or four
two-hour sessions were typically required to complete the
entire electrode pitch-ranking procedure.

A merged comparison matrix was constructed for each
subject’s pitch-ranking data, with comparison scores ex-
pressed as percent correct responses. The average percent
correct scores obtained in the 1st, 2nd, 4th, and 6th diagonals
of the matrix were computed to arrive at mean percent cor-
rect pitch-ranking scores for electrode separations of 0.75,
1.5, 3.0 and 4.5 mm. These mean percent correct scores were

then translated to units of perceptual sensitivity (d8) using
the conversion tables of Hacker and Ratcliffe~1979!. A d8
value of 3.29 was assigned to perfect performance.

Results and discussion

Electrode pitch ranking

Figure 1 shows average place-pitch sensitivity as a func-
tion of electrode separation for each of the 14 subjects who
participated in expt. 1. There was considerable variability in
subjects’ performance at all electrode separations. At the nar-
rowest separation~0.75 mm, corresponding to the distance
between adjacent electrodes in the Nucleus array!, place-
pitch sensitivity (d8) ranged from 0.13 to 1.52; however,
only 3 of 14 subjects achieved performance better thand8
51. Performance improved systematically as electrode sepa-
ration increased from 0.75 to 4.5 mm for most subjects, with
the result that 11 of 14 subjects demonstrated place-pitch
sensitivity ofd851 or better at an electrode separation of 4.5
mm. Two subjects~JMS and KRK! demonstrated unusually
poor pitch-ranking performance. For these subjects, perfor-
mance was near chance for electrode separations of 0.75 to
4.5 mm and improved only slightly for wider electrode sepa-
rations.

It should be noted that pitch reversals were common at
narrow electrode separations, but occurred less often at wider
electrode separations. Specifically, 13 of 14 subjects demon-
strated one or more pitch reversals at an electrode separation
of 0.75 mm, whereas only 2 of 14 subjects demonstrated any
pitch reversals at the 4.5-mm separation. It is also notewor-
thy that place-pitch sensitivity did not vary systematically
with distance along the electrode array in most cases. Only
two subjects demonstrated clear differences in place-pitch
sensitivity in the apical versus basal halves of the implanted
array and, even for these subjects, differences were not dra-
matic.

FIG. 1. Average place-pitch sensitivity (d8) across the electrode array as a
function of electrode separation, for 14 subjects in expt. 1. Perfect discrimi-
nation corresponds tod853.29.
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Consonant recognition

Group data. Figure 2 shows mean consonant recogni-
tion data as a function of test condition for the ten subjects
who followed the standard testing protocol. Mean scores for
RTI stim ranged from 36.3% to 44.1%, depending on test
condition ~MPK-1, SPK-1, SPK-2 or MPK-2!. Mean scores
for RTI env@plc# ~50.1%–60.6%! were considerably higher
than those for RTI plc@env# ~12.9%–20.7%! for all test condi-
tions, reflecting subjects’ strong reliance on envelope cues to
consonant identification.

Comparison of mean scores for the first and second tests
with MPEAK showed a small but significant improvement in

envelope-cue recognition, with RTI env@plc# increasing from
43.4% for MPK-1 to 49.0% for MPK-2~paired t-test, p
,0.05!. This improvement may be attributable to the expe-
rience that subjects accrued with the test materials between
the MPK-1 and MPK-2 time points or, possibly, to a more
general improvement in envelope-cue perception that oc-
curred as the result of the subjects’ intervening experience
with SPEAK ~Skinneret al., 1994, p. 24!. Mean scores for
RTI stim and RTI plc@env# were comparable for the MPK-1
and MPK-2 conditions. As expected, mean performance with
SPEAK improved between the first and last days of the one-
month trial period~SPK-1 versus SPK-2 conditions!. Im-
provements were statistically significant (p,.01) for all
three features~RTI stim, RTI env@plc# and RTI plc@env#! both
for the subset of ten subjects shown in Fig. 1 and for the
entire group of 14 subjects who were tested with SPEAK.

Comparisons between MPEAK and SPEAK perfor-
mance were made using data from the second test with each
processor ~MPK-2 and SPK-2 conditions, respectively!.
Overall transmission of stimulus information~RTI stim! and
transmission of spectral information (RTI plc@env#) were
slightly higher with SPEAK than with MPEAK and these
differences were statistically significant~paired t tests, p
,.05!. Transmission of envelope information (RTI env@plc#)
was similar for the two strategies. In general, these findings
indicate that consonant place-of-articulation cues were trans-
mitted slightly better with the SPEAK strategy than with the
MPEAK strategy, and that improvements in place-cue trans-
mission with SPEAK resulted in slightly better overall con-
sonant recognition with that strategy.

FIG. 2. Mean consonant recognition data for ten subjects who followed the
standard expt. 1 protocol. Relative transmitted information~RTI! measures
for the stimulus, envelope, and place features are shown for the four conso-
nant recognition tests obtained with MPEAK and SPEAK, in the order ob-
tained~see text!. Error bars represent 1 standard deviation~s.d.!.

FIG. 3. Consonant recognition data
for ten subjects who followed the stan-
dard expt. 1 protocol~MPEAK and
SPEAK data!, and for four subjects
who provided SPEAK data only. Rela-
tive transmitted information~RTI! val-
ues for stimulus, envelope~conditional
on place!, and place~conditional on
envelope! are shown in the top,
middle, and bottom panels, respec-
tively, as a function of speech-
processing strategy. Mean values for
four normal-hearing acoustic listeners
~nrm! are also shown. Error bars indi-
cate 1 s.d.
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Individual data. Figure 3 shows individual subjects’
consonant recognition data for the MPEAK and SPEAK pro-
cessors. Data for the stimulus, envelope, and place features
are shown in the top, middle, and bottom panels, respec-
tively. Within each panel, data are shown for the ten subjects
who followed the standard testing protocol~in order of in-
creasing performance for the stimulus feature! and for the
four subjects tested with SPEAK only~in similar order!.
Mean data for four normal-hearing, acoustic subjects are
shown to the far right of each panel for reference purposes.

Performance on the stimulus feature~RTI stim!, which
represents overall transmitted information for the consonant
stimuli, varied considerably across subjects with scores rang-
ing from 11.8%~subject LMF with MPEAK! to 73.4%~sub-
ject AMB with SPEAK!. A similar pattern of scores across
subjects was obtained for the envelope feature. In contrast,
scores for the place feature were almost uniformly low, with
only one subject~AMB ! scoring above 30% with either the
MPEAK or the SPEAK processing strategy. Differences in
individual subjects’ performance with the MPEAK versus
SPEAK strategies were small, with only three subjects
~KRK, EJQ, and AMB! demonstrating more than 5% im-
provement in overall performance~RTI stim! with SPEAK.
Two of these subjects, KRK and EJQ, were relatively poor
performers. For these subjects, the overall improvement with
SPEAK stemmed primarily from improved transmission of
envelope cues (RTI env@plc#). The third subject, AMB, was a
considerably better performer. In his case, improved perfor-
mance with SPEAK appeared to stem from small improve-
ments in both envelope- and place-cue transmission
(RTI env@plc# and RTI plc@env#!.

Place-pitch sensitivity and consonant place-cue
performance

Although six of the ten subjects who were tested with
MPEAK demonstrated good or excellent place-pitch sensi-
tivity as estimated by the electrode pitch-ranking task, only
one of these six~AMB ! extracted more than 20% of the
available place-of-articulation information from the conso-
nant stimuli with the MPEAK strategy. Consistent with this,
correlations between place-pitch sensitivity (d8) and place-
cue perception~RTI plc@env# scores! with MPEAK all failed to
reach significance. It is noteworthy that the correlations be-
tween place-pitch sensitivity and RTI plc@env# became system-
atically stronger as electrode separation was increased from
0.75 to 4.5 mm for the pitch-ranking measure, since this
suggests that place-pitch sensitivity within relatively narrow
frequency regions may be less important to consonant recog-
nition than place-pitch sensitivity across wider frequency
distances. The left panel of Fig. 4 demonstrates the relation-
ship between RTI plc@env# and place-pitch sensitivity at the
4.5-mm electrode separation where the strongest relationship
was observed.

Correlations between place-pitch sensitivity and conso-
nant place-of-articulation (RTI plc@env#) were somewhat
stronger for SPEAK than for MPEAK; however, they still
did not approach statistical significance. Once again, corre-
lations between place-pitch sensitivity and RTI plc@env# in-
creased as electrode separation increased from 0.75 to 4.5

mm for the place-pitch measure, suggesting that consonant
place-of-articulation cues predominantly involve spectral
contrasts across relatively broad frequency regions. The
strongest relationship between RTI plc@env# and place-pitch
sensitivity was again observed for an electrode separation of
4.5 mm~r 50.350,p50.220!. This relationship is illustrated
in the right panel of Fig. 4.

There was no systematic relationship between place-
pitch sensitivity at any electrode separation and improvement
on the place-of-articulation feature (RTI plc@env#) with
SPEAK relative to MPEAK. Thus our hypothesis that sub-
jects with the best place-pitch sensitivity would achieve the
greatest improvements in consonant place-of-articulation
performance with SPEAK was not supported by the expt. 1
data.

Summary and explanation of findings

The 14 subjects who participated in expt. 1 demon-
strated a wide range of performance on the electrode pitch-
ranking task, with several subjects exhibiting excellent
place-pitch sensitivity even at small electrode separations.
However, only one subject~AMB ! demonstrated any sub-
stantial ability to extract consonant place-of-articulation cues
with either the MPEAK or SPEAK speech-processing strat-
egy. With respect to MPEAK, these results echo the findings
of Nelsonet al. ~1995! and support their conclusion that con-
sonant place-cue information is not well represented in the
MPEAK-encoded stimuli. The finding that good place-pitch
sensitivity did not translate into good place-cue perception
with SPEAK was more surprising, since the SPEAK strategy
provides considerably more detail concerning the spectral
characteristics of speech than MPEAK.

A possible explanation for subjects’ poorer-than-
expected place-cue performance with SPEAK was that a
relatively short duration~one month! of SPEAK use was
provided in our protocol. It is possible that subjects require a
longer period of daily experience with SPEAK to make full
use of the additional spectral information that it provides. To
examine this possibility, we evaluated the effect of additional
experience on consonant recognition performance in three
subjects~AMB, FXC, and TVB! who upgraded permanently
to SPEAK following their participation in expt. 1. Consonant
recognition had been obtained several times from each of
these subjects over a 12–18-month time period following

FIG. 4. Scatterplots showing average place-pitch sensitivity for electrode
pairs separated by 4.5 mm versus performance on the consonant place-of-
articulation feature (RTI plc@env#). Data for the MPEAK and SPEAK speech-
processing strategies are shown in the left and right panels, respectively.
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their processor upgrade, in conjunction with another experi-
ment. Scores for the consonant place-of-articulation feature
(RTI plc@env#) derived from these data are shown in Fig. 5~a!.
It is apparent that subject AMB improved substantially in his
ability to extract place-of-articulation cues as he gained ad-
ditional experience with SPEAK over a time course of 12
months. In contrast, subjects FXC and TVB demonstrated
relatively stable performance for RTI plc@env# as experience
with SPEAK increased from 1 month to 14 months and 17
months, respectively. It should be noted that RTI plc@env#

scores for each of these subjects were nearly identical for the
MPK-1 and MPK-2 test conditions in expt. 1. This suggests
that subjects had achieved stable performance with the test
materials prior to time that the data in Fig. 5 were obtained,
and argues against the possibility that the improvements
shown for subject AMB in Fig. 5 were related to increased
familiarity with the test materials rather than improved
speech perceptionper se.

Corresponding data for three other subjects who re-
ceived SPEAK as their first speech processor are shown in

Fig. 5~b!. One subject~MPW! achieved stable performance
on the RTI plc@env# feature within three months of initial
hookup; however, the remaining two subjects~CJP and
GPB! showed clear improvements in the place measure over
the first 9 months and 14 months of use, respectively. In
general, then, the data in Fig. 5 suggest that a subject’s abil-
ity to extract spectral information from SPEAK-encoded
speech stimuli may continue to improve with experience
over the course of several months to a year, or even longer.
This suggests that the relatively short period of SPEAK ex-
perience provided in expt. 1 may have been a factor in our
failure to identify a relationship between place-pitch sensi-
tivity and consonant place-cue performance. To determine
whether this was the case, we reevaluated the relationship
between place-pitch sensitivity and consonant recognition in
expt. 2, using subjects with greater SPEAK experience.

EXPT 2. PLACE-PITCH SENSITIVITY AND
CONSONANT RECOGNITION IN EXPERIENCED
SPEAK USERS

Subjects

Expt. 2 participants were 12 adult users of the Nucleus
22-electrode implant who had used the SPEAK processing
strategy on a daily basis for at least one year. As in expt. 1,
all subjects were postlingually deafened and were native
speakers of American English. Seven subjects in this group
had upgraded to SPEAK after using thef 0/f 1/f 2 or MPEAK
processing strategy; the remaining five subjects had used the
SPEAK strategy continuously since implant hookup. Again,
all subjects provided informed consent to participate in the
study and were paid on an hourly basis for their participa-
tion. Additional information concerning expt. 2 subjects is
provided in Table III.

Design and procedures

Each subject underwent consonant recognition testing
and electrode pitch-ranking testing, using procedures identi-
cal to those described in expt. 1. Subjects used their usual

FIG. 5. Relative transmitted information for consonant place-of-articulation
(RTI plc@env#) as a function of duration of SPEAK use.~a! Data for three
subjects who participated in expt. 1 and subsequently upgraded to SPEAK.
Data points at 1 month are the SPK-2 data from expt. 1; subsequent data
points represent the number of months of continuous use following upgrade
to SPEAK. ~b! Data for three subjects who received SPEAK at initial
hookup. Additional information concerning these subjects is provided in
Table III.

TABLE III. Description of 12 cochlear implant subjects who participated in expt. 2: Subject identifying code,
gender, etiology of deafness~implanted ear!, duration of bilateral severe-to-profound hearing loss prior to
implantation, age at implantation, depth of electrode array insertion~mm from the round window, with 25 mm
representing complete insertion!, duration of implant use prior to the study, and duration of SPEAK use prior to
consonant testing. To provide readers with an indication of subjects’ clinical performance levels with SPEAK,
scores for the NU-6 monosyllabic word test~% correct words and % correct phonemes! are also shown.

Subj m/f
Age
~yrs! Etiology of deafness

Duration
~yrs!

Depth
~mm!

CI use
~yrs!

SPEAK
use~yrs!

Nu-6
% words

Nu-6
% phons

AGF m 70 noise exposure 25 20 8.2 1.9 0 23
AMB m 49 progressive SNHL 1 25 4.9 1.1 68 81
CJP m 29 maternal rubella ,1 23 1.3 1.3 70 87

DAW f 57 otosclerosis 10 25 1.0 1.0 36 57
EES f 54 Cogan’s syndrome 4 17 8.7 1.8 12 40
FXC m 64 progressive SNHL 4 25 5.7 1.1 8 30
GPB m 57 meningitis ,1 25 1.2 1.2 56 75
JPB m 52 progressive SNHL 4 24 6.4 1.8 52 76

MPW m 31 genetic/progressive SNHL ,1 20 1.1 1.1 66 83
RFM m 56 Meniere’s disease 1 22 8.9 1.2 4 25
TVB m 41 progressive SNHL 8 22 6.3 1.4 24 58
WPS m 66 noise exposure ,1 25 2.9 2.9 32 52

1652 1652J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 G. S. Donaldson and D. A. Nelson: Place-pitch sensitivity



~clinical! SPEAK maps implemented on their own Spectra
22 speech processors for consonant recognition testing.
Speech processor parameters were set to their default values,
as in expt. 1. One subject was programmed with a bipolar
separation of 0.75 mm~BP mode!; all others were pro-
grammed with a bipolar separation of 1.5 mm~BP11!. As in
expt. 1, bipolar separations used in the electrode pitch-
ranking task matched those used in subjects’ SPEAK maps.

Results and discussion

Electrode pitch ranking

Figure 6~a! shows average place-pitch sensitivity as a
function of electrode separation for each of the 12 subjects
who participated in expt. 2. Data for subjects AMB, FXC,
RFM, and TVB, who participated in expt. 1, are replotted
from Fig. 1. Subjects demonstrated a wide range of place-
pitch sensitivity, similar to that observed in expt. 1. One
subject ~MPW! demonstrated exceptionally good pitch-
ranking performance, particularly for narrow electrode sepa-
rations; two others~EES and AGF! exhibited unusually poor
pitch-ranking performance at all electrode separations. As
noted later, both of these subjects also demonstrated small
electrical dynamic ranges. Figure 6~b! compares mean elec-
trode pitch-ranking performance for subjects in expts. 1 and
2. Average place-pitch sensitivity was somewhat higher for
the expt. 2 participants at all electrode separations; however,
intersubject variability was similar for the two groups.

Consonant recognition

Figure 7 summarizes consonant recognition performance
for individual subjects in expt. 2. Subjects are ordered along
the x-axis according to their performance on the stimulus
feature. As in expt. 1, subjects demonstrated a wide range of
overall performance and achieved considerably higher trans-
mitted information scores for the envelope feature
(RTI env@plc#) than for the place feature (RTI plc@env#). Aver-
age performance for the stimulus feature increased 27% rela-
tive to the SPK-2 performance obtained in expt. 1~44.6% for
expt. 1 versus 56.8% for expt. 2!. Corresponding increases

for the envelope and place features were 20.2% and 76.4%,
respectively, suggesting that additional experience with
SPEAK had a considerably greater impact on place-cue per-
formance than on envelope-cue performance. Related to this,
8 of 12 subjects in this experiment exhibited RTI plc@env#

scores greater than 30%, as compared to a single subject
~AMB ! in expt. 1.

Place-pitch sensitivity and place-cue perception

In contrast to the findings of expt. 1, a positive relation-
ship was observed between place-pitch sensitivity and con-
sonant place-cue perception (RTI plc@env#). As in the first ex-
periment, correlations between place-pitch sensitivity and
RTI plc@env# became stronger as electrode separation in-
creased from 0.75 to 4.5 mm. They approached statistical
significance at electrode separations of 1.5 and 3.0 mm~r
50.535, p50.07 andr 50.563, p50.06, respectively! and
reached statistical significance at an electrode separation of
4.5 mm ~r 50.711, p,0.05!. A scatterplot of RTI plc@env#

versus average place-pitch sensitivity at 4.5-mm electrode
separation is shown in Fig. 8. Note that there was no system-
atic relationship between place-pitch sensitivity for adjacent
electrodes~0.75-mm electrode separation! and place-cue per-
ception, even though subjects demonstrated a wide range of
place-pitch sensitivity for this condition. This suggests that
fine spectral resolution is not necessary for consonant place-
cue discrimination with the SPEAK strategy.

Envelope- versus place-cue performance

Another result that emerged from the expt. 2 data was a
strong positive relationship between the envelope- and place-
cue measures. This relationship is implied in Fig. 3, where it
can be seen that subjects who achieved the highest scores on
the envelope feature (RTI env@plc#) also tended to achieve the
highest scores on the place feature (RTI plc@env#.) Figure 9
demonstrates the relationship between RTI env@plc# and
RTI plc@env# more directly. Here RTI plc@env# is plotted as a
function of RTI env@plc# and a linear function fitted to the
plotted data indicates that RTI plc@env# increases as a constant

FIG. 6. ~a! Average place-pitch sensi-
tivity ( d8) across the electrode array
as a function of electrode separation,
for 12 subjects in expt. 2. Perfect dis-
crimination corresponds tod853.29.
~b! Comparison of mean place-pitch
sensitivity obtained by 14 expt. 1 sub-
jects and 12 expt. 2 subjects. Error
bars represent 1 s.d.
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proportion~;0.8! of RTI env@plc#. This finding suggests that
both envelope and place-cue measures may depend on a
common underlying ability, possibly the ability to detect am-
plitude fluctuations in the envelope of the speech waveform.
A mutual dependence of envelope-cue and place-cue percep-
tion on envelope following seems reasonable given that
envelope-cue perception involves the detection of amplitude
fluctuations in a single-channel representation of the stimulus
and place-cue perception involves the detection of patterns
of amplitude fluctuations across several frequency channels
or electrodes. In this sense, RTI env@plc# can be viewed as a
measure of overall envelope-processing ability, independent
of place-pitch sensitivity ~channel separation!, and
RTI plc@env# can be viewed as a measure of subjects’ com-
bined ability to resolve envelope fluctuations and to utilize
place-pitch cues.

To get a better feel for the relationship between place-
pitch sensitivity, envelope following, and place-cue percep-
tion, it is helpful to consider the data for individual subjects
shown in Figs. 6~a! and 7. In general, these individual data
support the contention that subjects’ place-cue perception re-
flects both their envelope-processing abilities~as indicated
by scores on the consonant envelope-cue measure! and their
place-pitch sensitivity. First, consider the five subjects who
achieved the highest scores on the consonant place-cue mea-
sure RTI plc@env#: MPW, JPB, GPB, CJP, and AMB~Fig. 7,
bottom panel!. Each of these subjects demonstrated high
envelope-cue scores~Fig. 7, middle panel!, suggesting that
they possess good envelope-processing abilities. In addition,

each exhibited good or excellent place-pitch sensitivity at all
electrode separations. For these subjects, then, it appears that
the combination of good envelope-processing skills and good
place-pitch sensitivity permitted relatively high performance
on the consonant place-cue feature. There is no obvious ex-
planation for differences in place-cue performance within
this group, in particular to explain the fact that GPB, CJP,
and AMB achieved higher place-cue scores~60%–72%! than
MPW and JPB~42%!. However, it is noteworthy that subject
AMB, who achieved the highest score on the place-cue mea-
sure~72%!, was distinguished from the others in this group
by his very high score on the envelope-cue measure~93%!
but not by his place-pitch sensitivity, which was second
poorest among the subjects in this group at narrow electrode
separations~0.75–3.0 mm!. This supports our impression
that envelope-processing is at least as important as place-
pitch sensitivity in determining consonant place-cue percep-
tion.

The next group of five subjects in the bottom panel of
Fig. 7 ~WPS, RFM, FXC, DAW, and TVB! exhibited a re-
duced ability to extract consonant place cues~RTI plc@env#

scores between 19% and 35%!. One of these subjects, TVB,
demonstrated excellent envelope-cue performance but only
moderate place-pitch sensitivity, suggesting that place-cue
extraction may have been limited by place-pitch sensitivity
rather than envelope-processing ability. Two others in this
group, RFM and DAW, demonstrated excellent place-pitch
sensitivity but only moderate envelope-cue performance. For
these subjects, envelope-processing skills rather than place-

FIG. 7. Consonant recognition data for 12 experienced
users of the SPEAK strategy. Relative transmitted in-
formation ~RTI! values for stimulus, envelope~condi-
tional on place!, and place~conditional on envelope!
are shown in the top, middle, and bottom panels, re-
spectively.
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pitch sensitivity may have been the factor limiting place-cue
extraction. The remaining subjects in this group, WPS and
FXC, demonstrated low-to-moderate envelope cue scores
and only moderate place-pitch sensitivity, suggesting that
both envelope-processing skills and place-pitch sensitivity
may have limited place-cue performance.

The final two subjects shown in Fig. 7, AGF and EES,
were unable to extract meaningful amounts of place-cue in-
formation from the consonant stimuli~RTI plc@env# scores
,13%!. These subjects demonstrated unusually poor place-
pitch sensitivity, in addition to poor~AGF! or moderately
poor ~EES! performance on the envelope-cue measure. In
effect, it appears that these subjects had little chance of ex-
tracting spectral information from the consonant stimuli,
given the dual limitations of poor envelope processing and
poor place-pitch sensitivity.

In general, then, the individual data support the notion
that both envelope-processing abilities and place-pitch sensi-
tivity are prerequisites for place-cue extraction with the
SPEAK strategy. It appears that both factors are necessary
and that neither alone is sufficient for achieving good conso-
nant place-cue perception. An important implication of these
findings is that spectral information cannot provide an alter-
native source of information about consonant identity in
those cochlear implant subjects who obtain limited temporal
information. This suggests that improved strategies for en-
coding spectral speech features will be most effective among

listeners who demonstrate good temporal-cue recognition. It
further suggests that efforts to improve consonant perception
among poorer-performing subjects~who have limited recog-
nition for both temporal and spectral cues! should focus on
improving subjects’ perception of temporal cues.

Dynamic range versus place-pitch sensitivity and
consonant recognition

Figure 10 shows place-pitch sensitivity at each of four
electrode separations as a function of dynamic range for 22
subjects who participated in expts. 1 and 2. There is a clear
trend for place-pitch sensitivity to increase with dynamic
range at each electrode separation, although the correlation
between place-pitch sensitivity and dynamic range is statis-
tically significant only at an electrode separation of 1.5 mm
~upper right panel!. Note that the six subjects with the poor-
est place-pitch sensitivity across electrode separations~filled
symbols! all possess average dynamic ranges less than 8 dB.
This indicates that subjects with small dynamic ranges may
be most ‘‘at risk’’ for poor place-pitch sensitivity and, there-
fore, poor consonant place-cue perception.

Relationships between dynamic range and the consonant
recognition measures RTI env@plc# and RTI plc@env# are illus-
trated in Fig. 11 for expt. 2 participants. Subjects’ scores for
the envelope feature (RTI env@plc#) tended to increase with
dynamic range~panel A!. However, linear regression failed

FIG. 8. Relative transmitted information for consonant place-of-articulation
(RTI plc@env#) as a function of average place-pitch sensitivity (d8) for elec-
trode pairs separated by 4.5 mm. Data are for 12 experienced users of the
SPEAK strategy.

FIG. 9. Spectral versus envelope measures of consonant recognition
(RTI plc@env#) versus (RTI env@plc#) for 12 experienced users of the SPEAK
strategy. A strong linear relationship between the two measures is observed,
as indicated by the regression fit~heavy line!.

FIG. 10. Place-pitch sensitivity (d8) at four electrode separations~0.75, 1.5,
3.0, and 4.5 mm! as a function of dynamic range~dB mA!. Dynamic range
data were taken from measurements obtained for the electrode pitch-ranking
procedure, and represent average values across electrodes for 205-ms/ph,
125-Hz, 500-ms pulse trains. Data are shown for all 22 subjects who par-
ticipated in expts. 1 and 2. Filled symbols indicate data for six subjects who
demonstrated the poorest place-pitch sensitivity~AGF, BRL, EES, JMS,
KRK, and LMF!.
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to yield a statistically significant regression coefficient, pri-
marily due to the performance of one subject~TVB! who
exhibited a small average dynamic range~3.9 dB mA! but
good envelope-cue performance~79.0%!. Note that five of
six subjects with average dynamic ranges less than 7 dB
exhibited envelope scores less than 50%~data points to the
left of the vertical line!, whereas all six subjects with dy-
namic ranges greater than 7 dB achieved scores greater than
50% ~points to the right of the vertical line!. Place-cue per-
formance also increased with dynamic range for these 12
subjects~panel B! and linear regression of RTI plc@env# on
dynamic range yielded a significant correlation coefficient
~r 50.634, p,0.05!. Again, there was a clear performance
difference between subjects whose dynamic ranges were 7
dB and smaller versus those whose dynamic ranges were 8
dB or greater. This finding, that subjects with small dynamic
ranges perform poorly on place-cue recognition, is not alto-
gether surprising, since these subjects~with one exception!
demonstrated low scores for the envelope-cue measure@Fig.
11~a!# and since a tight coupling was previously demon-
strated between envelope- and place-cue performance~Fig.
9!.

Summary

The 12 subjects who participated in expt. 2 had consid-
erably greater experience with the SPEAK speech-processing
strategy ~1.0–2.9 years! than the subjects in expt. 1~1
month!, and also demonstrated considerably better consonant
place-cue performance. Mean place-pitch sensitivity for the
expt. 2 subjects was slightly higher than that observed for
expt. 1 subjects, but the range of performance was similar. In
contrast to the expt. 1 results, a significant relationship was
observed between place-pitch sensitivity and place-cue per-
formance. This supports our hypothesis that the detailed
spectral information provided by the SPEAK encoding strat-
egy is best utilized by subjects with good place-pitch sensi-
tivity. A strong linear relationship was observed between in-
dividual subjects’ scores on the consonant envelope- and
place-cue measures, RTI env@plc# and RTI plc@env#. This sug-
gests that place-cue perception depends both on envelope-
processing abilities and place-pitch sensitivity. Finally, the
combined electrode pitch-ranking data from expts. 1 and 2
show that poor place-pitch sensitivity is most likely to occur

in subjects with small average dynamic ranges~, 8 dB for
the test stimulus used here!, indicating that subjects with
small dynamic ranges are most ‘‘at risk’’ for poor consonant
recognition.

GENERAL DISCUSSION

The present results indicate that the SPEAK processing
strategy can provide meaningful levels of consonant spectral-
cue transmission in cochlear implant listeners who possess
adequate place-pitch sensitivity and envelope-processing
skills. They also confirm earlier findings of Nelsonet al.
~1995! and Parkinsonet al. ~1996! which showed that the
MPEAK strategy provides very limited consonant spectral-
cue information. Prior to summarizing our conclusions from
the present research, we would like to comment briefly on
several issues related to the effects of experience on speech
recognition performance and place-pitch sensitivity, and con-
cerning the generalizability of the present findings to other
speech stimuli and listening conditions.

Effects of experience

Results from our first experiment highlight the impor-
tance of experience with a new speech-processing strategy as
a factor in speech recognition performance. Several studies
have shown that performance increases over time following a
change in speech-processor configuration~Tyler et al., 1986;
Parkinsonet al., 1996; Rosenet al., 1998! and suggest that
improvements may depend on the nature of the processing
change as well as the speech materials being evaluated.
However, many important issues concerning the effects of
experience on implant speech recognition have not been ad-
dressed. For example, it is not known whether the time
course of improvement to asymptotic performance for con-
sonant temporal cues is more rapid than that for spectral
cues, as suggested by the present data, or whether rates of
improvement vary as a function of speech materials or
speech-processing strategy. Such issues have considerable
importance for the evaluation and design of speech-
processing strategies and also for the evaluation of post-
implant speech recognition performance in individual pa-
tients. Thus it will be important to address them in future
studies. It should be noted that, although experience was a
limiting factor in the present experiments, it may or may not
have similar importance in other experiments involving co-
chlear implant speech recognition.

A possible weakness of the present study is that it did
not evaluate the influence of SPEAK experience on place-
pitch sensitivity as measured with our electrode pitch-
ranking task. Since the SPEAK strategy provides an en-
hanced representation of spectral speech cues, it is possible
that use of this strategy could sharpen the spatial resolution
of neural responses in the electrically stimulated auditory
system. Such improvements could parallel or underlie the
improvements in consonant place-cue perception observed in
Fig. 5 as a function of increasing experience with the
SPEAK strategy. In the present experiments, electrode pitch-
ranking testing was most often performed prior to consonant
identification testing with SPEAK; thus if SPEAK experi-

FIG. 11. ~a! RTI env@plc# as a function of dynamic range~dB mA! for 12
experienced users of the SPEAK strategy. Dynamic range data represent the
average values across electrodes for 125-Hz, 205-ms/ph, 500-ms pulse
trains. The vertical line indicates a dynamic range of 7.5 dB~see text!. ~b!
As in a, but showing RTI plc@env# versus dynamic range.
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ence served to improve place-pitch sensitivity, electrode
pitch-ranking measures would have underestimated place-
pitch sensitivity at the time of consonant testing. We suspect
that this would have been a small effect, since longitudinal
measures of place-pitch sensitivity that we have obtained in
several SPEAK subjects indicate minimal or no improve-
ment over time. Nonetheless, such effects could exist in
some subjects. It is important to note that underestimation of
place-pitch sensitivity would not have altered the study’s
major finding related to place-pitch sensitivity, i.e., that most
subjects have moderate or good place-pitch sensitivity but
that only a subset of these achieve meaningful amounts of
consonant place-cue perception.

Generalizability of the present findings

The present research evaluated subjects’ use of spectral
cues under optimal listening conditions~moderately loud
stimuli in quiet! and for a particular subset of speech stimuli
~consonants!. Thus we can only speculate as to whether find-
ings would generalize to other speech stimuli or would hold
true under less optimal listening conditions. The dependence
of spectral cue transmission on envelope processing in addi-
tion to place-pitch sensitivity may apply uniquely to conso-
nant stimuli, owing to their brief durations and their low
intensities relative to the vowel segments of speech. Vowel
stimuli may depend more strongly on place-pitch sensitivity
alone, such that subjects with poor performance on conso-
nant envelope cues~indicating poor envelope-processing
abilities! may be able to achieve high levels of vowel recog-
nition on the basis of spectral information only. A recent
study by Fishmanet al. ~1997! suggests that fine spectral
resolution may be more important for vowel recognition than
for consonant recognition. This is generally consistent with
the present finding that consonant place-cue performance is
more strongly related to place-pitch sensitivity at wider elec-
trode separations than at narrower ones. It also suggests that
relationships between place-pitch sensitivity and spectral-cue
performance might exhibit a different pattern for vowel
stimuli than for consonant stimuli. With respect to the issue
of listening conditions, recent research has suggested that
fine spectral resolution is more important to speech recogni-
tion in noise than in quiet~Delhorneet al., 1997; Dorman
et al., 1997!. Consistent with this, subjects in the Skinner
et al. ~1994! study showed the largest speech recognition im-
provements with SPEAK relative to MPEAK for sentence
materials presented in a background of speech babble. In
general, we would expect place-pitch sensitivity at narrow
electrode separations to be important for perception of spec-
tral cues to vowel identity and for the perception of conso-
nant spectral cues under unfavorable signal-to-noise condi-
tions. Additional research is needed to evaluate these
predictions.

Clinical implications

The present findings indicate that moderate- and poor-
performing SPEAK users rely almost exclusively on tempo-
ral cues to consonant identity, most often because they have
limited envelope-processing abilities but occasionally be-

cause they possess inadequate place-pitch sensitivity. Conso-
nant discrimination does not appear to rely strongly on fine
spectral resolution, thus place-pitch sensitivity is probably
not the factor limiting consonant place-cue perception in
most of these listeners. This suggests that attempts to im-
prove spatial resolution, for example by excluding indiscrim-
inable electrodes from subjects’ maps~Zwolan et al., 1997!,
are unlikely to result in improved consonant recognition
among poorer performers. Instead, it may be more beneficial
to focus on enhancing temporally based cues. There are cur-
rently no well-defined strategies for improving consonant
temporal-cue recognition in cochlear implant listeners. How-
ever, it is possible that the use of specific stimulus param-
eters and speech-processing strategies could enhance the
transmission of such cues for some individuals. Future re-
search should evaluate this possibility.

CONCLUSIONS

~1! Spectral cues to consonant identity are poorly repre-
sented by the MPEAK speech-encoding strategy. Even
experienced cochlear implant subjects with excellent
place-pitch sensitivity and good envelope-cue perfor-
mance exhibit very limited consonant place-cue percep-
tion with MPEAK.

~2! Experience is an important factor influencing consonant
recognition performance with SPEAK. A subjects’ abil-
ity to make use of the spectral information provided by
the SPEAK strategy may improve substantially over the
first few months of daily use.

~3! Cochlear implant listeners’ ability to extract spectral
cues from consonant stimuli with the SPEAK strategy
depends on both place-pitch sensitivity and envelope-
processing ability. Place-cue performance may be lim-
ited by either one of these factors, or both, in a given
individual.

~4! Cochlear implant subjects with small electrical dynamic
ranges are considerably more likely than other subjects
to exhibit poor place-pitch sensitivity and poor conso-
nant recognition with the SPEAK strategy.

~5! Attempts to increase consonant recognition among
poorer-performing cochlear implant listeners should fo-
cus primarily on improved transmission of temporally
based~envelope! cues. Better-performing subjects are
more likely to benefit from improved transmission of
spectral~place-of-articulation! cues.
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1Ten of 14 subjects completed electrode pitch-ranking~EPR! testing within
the three months spanned by their consonant recognition test sessions. One
additional subject underwent EPR testing six months following his comple-
tion of consonant testing, due to scheduling constraints. The remaining
three subjects had completed electrode pitch-ranking testing as part of an
earlier study~Nelsonet al., 1995!. These subjects were not retested on the
pitch-ranking task as part of this experiment, but were tested on the elec-
trode pitch-ranking task again about a year following the conclusion of this
study. In each case, pitch-ranking performance was similar for the earlier
and later test points, and the earlier data were used in the present analyses.
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A self-learning predictive model of articulator movements
during speech production
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A model is presented which predicts the movements of flesh points on the tongue, lips, and jaw
during speech production, from time-aligned phonetic strings. Starting from a database of x-ray
articulator trajectories, means and variances of articulator positions and curvatures at the midpoints
of phonemes are extracted from the data set. During prediction, the amount of articulatory effort
required in a particular phonetic context is estimated from the relative local curvature of the
articulator trajectory concerned. Correlations between position and curvature are used to directly
predict variations from mean articulator positions due to coarticulatory effects. Use of the explicit
coarticulation model yields a significant increase in articulatory modeling accuracy with respect to
x-ray traces, as compared with the use of mean articulator positions alone. ©2000 Acoustical
Society of America.@S0001-4966~00!01502-2#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

Articulatory models of speech production synthesize
acoustic signals from discrete symbolic inputs via intermedi-
ate representations in articulatory space. The potential ad-
vantages of such an approach over nonarticulatory tech-
niques include:~1! an ability to represent explicitly the
effects of phonetic context on sound production;~2! a natural
integration of temporal and spatial physiological constraints;
~3! an understanding of the acoustic correlates of articulatory
gestures and hence their perceptual relevance;~4! a frame-
work for studying higher-level motor control mechanisms;
and ~5! a tool for the analysis of human speech defects.

The prediction of articulator movements corresponding
to a particular textual transcription requires the definition of
a spatial representation of the articulatory mechanism, the
conversion of text into a temporal phonetic and/or phono-
logical symbolic representation, and the control of the articu-
latory system to produce articulator trajectories correspond-
ing to these symbols.

Previous attempts to implement models of the articula-
tory mechanism have focused on the use of parametrized
descriptions of articulator positions and movements, often
incorporating a principal components analysis of articulatory
data ~Lindblom and Sundberg, 1971; Maeda, 1979, 1988!.
Articulatory representations such as these are usually re-
stricted to parametrizations of the lips, tongue, jaw, and ve-
lum, coupled to simplified damped mass-spring models of
the glottis or explicit models of the glottal waveform~Flana-
ganet al., 1975; Meyeret al., 1989; Rubinet al., 1981; Son-
dhi and Schroeter, 1987!.

Due to the relative paucity of physical articulatory data
previously available from x-ray, MRI, or ultrasound images,
the parameters of these models were typically adjusted
manually to fit fixed vocal-tract configurations or articulator
movements corresponding to particular phonetic contexts.
The resulting models were primarily descriptive, and not de-
signed to automatically generate articulator movements from
arbitrary phonetic transcriptions.

While early attempts at x-ray filming for articulatory
data acquisition were limited by the need to minimize the
exposure of the subject’s head to radiation~Houde, 1967;
Perkell, 1969!, recent x-ray microbeam~XRMB! acquisition
techniques have enabled the collection of much larger articu-
latory databases~Abbs et al., 1988; Kiritani et al., 1975;
Westbury, 1991!. This in turn has enabled the use ofstatis-
tical models of articulatory behavior, in which the param-
eters are automatically learned from a training set, so that the
resulting models can be viewed as ‘‘self-organizing,’’ as op-
posed to systems requiring manual adjustment.

The advantages provided by such an approach are that:
~1! the systems are automatically adaptable to new speakers,
provided appropriate training data are available~Blackburn
and Young, 1996a!; ~2! many of the difficulties of modeling
the dynamics of the articulatory mechanism can be avoided,
while still producing good approximations to physical articu-
lator movements~Blackburn, 1996!; ~3! the necessity for
mimicking human physiology can be relaxed if desired
~Blackburn and Young, 1995!; and ~4! it is possible to pro-
vide a probabilistic description of speech production which
is suitable for use in the context of speech recognition sys-
tems~Blackburn and Young, 1996b!.

The speech recognition system of Ramsay and Deng is
an example of an approach which uses a statistical descrip-
tion of the production system~Ramsay and Deng, 1995a!.
The system described in this paper similarly uses a statistical
model of articulator movement, the parameters of which are
automatically extracted from a training data set. In this case,
however, x-ray articulator trajectories are used during train-
ing, and coarticulatory effects are modeled explicitly. The
model can be used to predict articulator movements in any
phonetic context.

I. ARTICULATORY VARIABILITY

The spatial trajectories followed by articulators during
the production of speech presumably represent a tradeoff be-
tween inertial and perceptual constraints. The former dictate
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that these movements be as efficient as possible to minimize
biomechanical effort~Nelson, 1983!, while the latter require
that articulator movements be sufficiently precise to produce
an acoustic signal intelligible to the listener.

For a given speaker, sources of variability in the acous-
tic realization of a sound within an utterance include~Perkell
and Klatt, 1986!: ~1! random variations due to the limited
precision of muscular control of the articulators and/or lim-
ited precision in the neural control signals sent by the brain,
~2! systematic variations due to the phonetic and/or prosodic
context in which the sound occurs, and~3! variations due to
stationary or time-varying noise on the signal, or channel
distortion during transmission of this signal. Only the sys-
tematic variability arising as a result of the phonetic context
during the articulatory production of speech is of interest in
this study.

A. Position sampling

A relatively straightforward technique for characterizing
articulatory variation is to sample articulator positions over
many examples of the production of each phoneme in a
speech corpus. The samples obtained would ideally be insen-
sitive to changes in phonetic duration, but would incorporate
the effects of coarticulation due to both the right and left
phonetic contexts of the phoneme. In addition, since the goal
is to develop a self-organizing model, this sampling process
should be fully automated.

One of two different strategies is typically used at the
symbolic level for specifying the temporal relationships
within an utterance: concatenated sequences of~usually pho-
netic! units, or overlapping sequences of~usually phonologi-
cal! labels. While the latter approach yields a description of
the production mechanism in terms of actual articulatory
events~Browman and Goldstein, 1992; Deng and Sun, 1994;
Local, 1994; Tatham, 1996!, phonological labeling is diffi-
cult to automate by comparison with phonetic segmentations.
A concatenative system has therefore been used in this work.
This temporal representation can then be used to determine
appropriate times to sample the articulator positions.

When modeling articulator movements, we assume that:
~1! each phonetic segment comprises two basic sections. In
the first of these, the articulators are moving away from the
positions dictated by the previous phoneme and toward those
required for the phoneme in question. In the second section,
the articulators start to move to locations corresponding to
the following phoneme;~2! there is a subsection of the pho-
netic segment in which a knowledge of articulator positions
is sufficient to define the approximate shapes of the articula-
tor trajectories into and out of the phoneme concerned. This
subsection may or may not include a region in which the
positions of one or more articulators are held constant; and
~3! this subsection roughly corresponds to—or else
encompasses—the midpoint of the phoneme.

The requirement that the articulators satisfy positional
constraints at the midpoints of phonemes is conceptually dif-
ferent from requiring that the articulators attain and maintain
static spectral ‘‘targets,’’ although such positional constraints
could be interpreted as ‘‘probabilistic targets’’ for a speech
production controller, or simply as the distributions of articu-

lator positions seen in actual production data, as will be pro-
posed in the following section.

The positional variability of each articulator during the
production of each phoneme is therefore characterized by
sampling its midpoint position. This technique is duration
independent, and represents both an explicit and an implicit
model of perceptually relevant articulatory behavior: specific
positional constraints are explicitly incorporated, while the
shapes of articulator trajectories into and out of phonemes
are implicitly modeled.

B. Parametric models

The result of the above sampling process is a set of
positions for each phoneme and each articulator. The prob-
ability distribution functions of these samples are then ap-
proximated by single Gaussian distributions, whose vari-
ances represent both random and systematic positional
variations. In making this approximation, it is assumed that:
~1! the distribution of articulator positions at phonetic mid-
points is unimodal;~2! in the limit of a very large number of
sample points, this distribution approaches a ‘‘normal’’ dis-
tribution; ~3! a first approximation to articulator positions
can be obtained by modeling the positional variation of each
articulator independently.

The first of these assumptions implies that a single ar-
ticulation strategy is used for each phoneme regardless of its
context, with variations about the mean position being
caused by contextual effects. If a speaker maintains more
than one strategy for the production of a given sound~Atal
et al., 1978; Levinson and Schmidt, 1983! and chooses
amongst these according to the phonetic context, then either
a multimodal distribution would need to be used, or else a set
of unimodal distributions maintained, and rules used for se-
lecting between them according to the context.

The second assumption predicts the shape of the prob-
ability distribution obtained from the sample points. When
dealing with real articulatory data, a limited number of dif-
ferent contexts and sample points will be available, and
hence the use of a ‘‘normal’’ distribution will by definition
be approximate. In addition, the nature of the articulatory
system is such that many positional distributions will not be
symmetrical. For example, when positioning the tongue tip
during the production of /s/, there is far greater scope for
random or systematic variations due to downward rather than
upward movement, due to the presence of the hard palate.
This physical constraint will be manifested in the statistical
data as a skew on the distribution.

Nevertheless, the single Gaussian distribution model de-
scribed above serves as a useful approximation which is not
only mathematically tractable, but very efficient in its use of
parameters. In practice, it proves to be a successful model of
systematic articulatory variations.

Finally, each articulator’s movements are modeled inde-
pendently. This is a simplifying assumption which is not
valid in the case of the human articulators, but which permits
an initial approximation to articulator movements to be rela-
tively easily derived using the positional sampling
technique.1
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II. COARTICULATION MODEL

The degree to which the phonetic context will influence
the positions of the articulators during the production of a
given sound varies greatly from articulator to articulator and
from sound to sound. Factors which determine this variation
include: ~1! the duration of the current sound and of its
neighbors, both relative to each other and in terms of the
overall speaking rate;~2! the spatial separation between the
desirable articulator positions for adjacent sounds;~3! the
degree to which any constraints on articulator positions are
perceptually relevant;~4! the physiologically determined
speed and precision with which a particular articulator’s po-
sition can easily be controlled;~5! the amount of articulatory
effort used by the speaker.

The first two items determine the underlying geometrical
framework for articulatory production. Once a desired articu-
lator position has been specified, the physiological nature of
the articulator concerned strongly influences the speed and
accuracy with which this position is approached. In normal
conversational speech however, the movements of the articu-
lators usually do not directly reflect the physical limits of
muscular control, but rather an economy of effort while com-
municating a message~Lindblom, 1983; Nelson, 1983!,
since speakers are capable of clearly articulating speech at
much higher rates than are typically used in conversation.
Within this framework of geometrical constraints and econo-
mies of movement, the amount of coarticulation permitted
perceptually is largely determined by the degree of specifi-
cation of an articulator’s position in a particular context
~Keating, 1988!.

Due to the presence of both anticipatory and carryover
coarticulatory effects, the articulation of a sound will in gen-
eral be dependent upon both the preceding and following
contexts. Although specific contexts have been identified in
which anticipatory effects can be demonstrated over multiple
phonemes~Benguerel and Cowan, 1974; Lubker, 1981!, a
relatively simple, single-neighboring-phoneme bidirectional
model of coarticulation is used here as a first approximation
to the coarticulation process.

A. Existing target models

Many researchers have proposed models for converting
a discrete symbolic representation of an utterance into a
smooth articulatory realization, while satisfying both percep-
tual and physiological constraints. A popular technique is to
specify a sequence of underlying goals, and to regard articu-
lator movements as attempts to reach these goals while sat-
isfying biomechanical constraints. The goals may be fixed
target points, or else target regions or trajectories.

Several authors have proposed the use of frequency-
domain targets~Akagi, 1990; Akagi and Tohkura, 1990;
Deng and Braam, 1994; Kuwabara, 1985!, possibly supple-
mented by articulatory goals~Perkell et al., 1995; Stevens
et al., 1994!. These systems attempt to model a time-domain
effect~coarticulation! in the frequency domain, however, and
a separate mapping to articulator positions would be required
for articulatory synthesis. Alternatively, purely articulatory
targets can be used, and linear or nonlinear system dynamics
used to generate continuous trajectories~Coker, 1976;

Houde, 1967; Kro¨ger et al., 1995; Macneilage, 1970; Mer-
melstein, 1973; Meyeret al., 1989; Rubinet al., 1981; Saltz-
man et al., 1988; Shirai and Kobayashi, 1986; Wilhelms
et al., 1986; Wilhelms-Tricarico, 1995!.

The difficulty here is that context-independent spatial
targets which are invariably achieved do not exist for all
articulators or all phonemes. Even if exact spatial targets
such as these did exist, if fixed dynamics is used to model
movements independently of the context, targets would only
sometimes be reached. A common solution is to hypothesize
virtual targets, with constraints to stop articulators moving
once they collide, or secondary modifications to trajectories
to ensure consonantal requirements are met~Coker, 1976;
Mermelstein, 1973; Meyeret al., 1989; Wilhelms et al.,
1986!.

A more realistic model would require context-sensitive
targets and/or dynamics~Kröger et al., 1995; Meyeret al.,
1989!. Determining and specifying the context-sensitive con-
trol parameters is a difficult task, however, which obviates
either the advantage of postulating contextually invariant tar-
gets, or the use of simple automatic control.

Promising preliminary work has also been described for
systems which use control signals to define trajectories or
movements~Hirayamaet al., 1992; Vatikiotis-Batesonet al.,
1994!, or attractor regions or equilibrium points in articula-
tory space~Bailly, 1996; Perrieret al., 1996!.

B. Existing window models

An alternative to using specific articulator target points
or trajectories is to proposeregions of articulatory space
through which an articulator must pass in order to guarantee
intelligibility. This is an inherently attractive approach, since
it is both simple and flexible. It can either be used to specify
‘‘corridors’’ through which articulator trajectories must pass,
or else to set a range of positions which an articulator can
satisfy at any point in time. The relative degree of specifica-
tion of an articulator is explicitly encoded by the size of the
perceptually acceptable region, and coarticulatory effects are
modeled as variations within these prescribed limits.

An early model proposed along these lines is Keating’s
‘‘window’’ model of coarticulation ~Keating, 1990!. This
model specifies both the ranges of possible articulator posi-
tions and the time intervals over which these restrictions ap-
ply, as shown in Fig. 1.

This figure shows a simulated articulator trajectory
~solid line!, which is constrained to pass through the regions
delineated by dashed horizontal lines. Both the duration and
the degree of specification of the restriction regions are vari-
able, and there may be intervening intervals of complete un-
derspecification. Keating proposed that the articulator trajec-
tory is free to pass anywhere within these allowable ranges,
with the path being chosen to fit as smoothly as possible
within the constraints imposed by the context.

This is a descriptive model of articulator movement,
which differs from the point target models in that it directly
specifies ranges ofachievedarticulator motion, as opposed to
indirectly controlling articulator movements through virtual
targets which are undershot by the system dynamics. Not
only does this model explicitly represent relative degrees of
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specification, but it also emphasizes the need for the rate of
rise or fall of an articulator at the onset of a particular pho-
neme to be context dependent.

Guenther has proposed an alternative model based on
target regions, which attempts to address the problem of
choosing between multiple vocal-tract shapes which result in
similar acoustic patterns. Target regions are initially planned
in formant space, and are then mapped onto equivalent ar-
ticulator target regions by selecting articulator movements
which best correspond to the desired formant dynamics
~Guenther, 1995; Guentheret al., 1998!.

C. Proposed probabilistic model

An alternative approach to modeling coarticulatory
variation is to use a probabilistic description of articulator
movement. Bakis has described a system based on hidden
Markov models~HMMs! which uses explicit articulator po-
sition targets, which are related to the realized articulator
positions by a set of probability distributions at the outputs
of the HMMs ~Bakis, 1991!. Ramsay and Deng have devel-
oped a model which uses overlapping phonological gestures
as the symbolic inputs to an HMM, whose output distribu-
tions represent both formant and articulator position distribu-
tions ~Ramsay and Deng, 1995a, 1995b!. In both cases a
probabilistic distribution of possible articulations is pro-
duced, rather than a definitive sequence of articulator move-
ments.

A new model is now proposed which is similar to the
window model in that regions of articulatory space are speci-
fied, but in which a very different description of articulator
motion is provided. A self-organizing approach to modeling
context-sensitive articulator positions is used, which does not
require context-dependent system parameters or rules to be
inferred. The key components of this system are:~1! a de-
scriptive probabilistic model of instantaneous articulator po-
sitions at the midpoints of phonemes:~2! a predictive proba-
bilistic model of variations in articulator positions at these
midpoints due to coarticulatory effects;~3! a simple linear
interpolation between coarticulated articulator midpoint po-
sitions.

By contrast with Keating’s model, this descriptive
model does not specify time intervals during which articula-
tors must satisfy a given spatial constraint, but instead speci-
fies articulator positions only at the midpoints of phonemes.
Furthermore, instead of postulating a hard-limited region of
equally acceptable positions, a smoothly varying probabilis-
tic model is used to specify articulator positions, as demon-
strated in Fig. 2.

In this figure, the midpoints of the phonemes being ar-
ticulated are indicated by dotted vertical lines, and the articu-
lator trajectory is shown as a dashed curve. Against each
midpoint line is shown a probability density function~pdf!
which represents the probability of observing various articu-
lator positionsat that point in time. The axes for these pdf’s
are the articulator position vertically, and increasing prob-
ability in the directions shown. Thus, the pdf associated with
the midpoint of the left-most phoneme indicates that the
most probable~mean! articulator position at this point in
time is'6 mm, with decreasing likelihood above and below
this value, and a standard deviation of'2 mm. In Keating’s
model, these pdf’s would be ‘‘square’’ windows rather than
smooth functions, with a zero probability that an articulator
will be positioned outside the window, and a flat distribution
of equal probabilities within the window.

This framework for describing coarticulatory variation is
neatly implemented by the technique for characterizing ar-
ticulatory variability. By automatically sampling a large
number of articulator trajectories at times corresponding to
the midpoints of phonemes—and modeling the observed
variations with unimodal Gaussian distributions—smooth
probabilistic ‘‘window’’ functions can be obtained automati-
cally. Multiple distributions would be required if it were nec-
essary to allow for the possibility of selecting between alter-
native articulatory strategies according to the context in
which a phoneme appears. Techniques for predicting coar-
ticulatory variation within the ranges described by these dis-
tributions, and methods for generating complete articulator

FIG. 1. Simulated articulator trajectory~solid line! using the window model
of coarticulation. The trajectory is constrained to pass through the ‘‘win-
dows’’ indicated by dashed horizontal lines. FIG. 2. Simulated articulator trajectory~dashed line! using a probabilistic

coarticulation model. The midpoints of successive phonemes are indicated
by dotted vertical lines, and associated with each midpoint is a probability
distribution. These distributions define the probability that the articulator
trajectory will take particular positions at the midpoint concerned.
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trajectories from them, are described in the following sec-
tion.

III. PREDICTING VARIABILITY

The goal of the approach to modeling coarticulatory
variation taken in this paper is the development of an auto-
mated system for predicting variations in articulator posi-
tions using a knowledge of the context and the relative du-
rations of the phonetic segments. The positional variation for
each articulator is directly modeled at the midpoint of each
phoneme using a single Gaussian distribution. This task
therefore reduces to the prediction of deviations from an ar-
ticulator’s mean position at these midpoints, and the genera-
tion of complete articulator trajectories from the resulting
positions.

Articulator movements exhibit both random and system-
atic positional variation. While random variations are an in-
herent characteristic of human speech production, their per-
ceptual effects must be negligible or else words would be
randomly misperceived by listeners. Of greater interest is
that part of the variation which is systematically reproduc-
ible, and whichmaytherefore be perceptually relevant. Con-
sistent variations in articulator movements due to the pho-
netic context are motivated by efficiency constraints,
whereby articulators move early~or late! toward ~or from!
perceptually relevant regions, from~or toward! relatively less
relevant or ‘‘unspecified’’ regions. To predict such move-
ments, information which is correlated with these variations
must be extracted in either explicit or rule-based form, from
the time-aligned phonetic transcription.

A. Articulator accelerations

If it is assumed that coarticulatory effects are governed
by economy of effort considerations and perceptual con-
straints, the greatest deviations from ‘‘ideal’’ articulatory be-
havior are expected to be observed in regions where the mus-
cular effort required is greatestand the position of the
articulator concerned is relatively underspecified. While
compromises in articulator movements would be desirable
wherever relatively large articulatory effort is dictated, such
variations are only likely to be observed where the corre-
sponding acoustic effects are perceptually acceptable.

Since the articulators have finite inertial masses, a
simple measure related to the muscular effort required at a
given point in time is the acceleration of the articulator con-
cerned. In terms of articulator trajectories, the acceleration is
the second derivative, or ‘‘curvature’’ of the plot, so that
regions of relatively high positive or negative articulator ac-
celeration tend to correspond to local minima or maxima in a
trajectory, respectively. During the production of phonemes
for which an articulator’s position is relatively underspeci-
fied, the required acceleration of the articulator concerned is
expected to be highly correlated with deviations from the
mean articulator position, as shown in Fig. 3.

This figure shows both a desired~solid! and an achieved
~dashed! simulated articulator trajectory around the midpoint
of a phoneme, indicated by a dotted vertical line. To the right
of the line marking this midpoint position is a hypothetical

pdf describing the observed variation in the simulated articu-
lator’s achieved position at the midpoint, computed from
many examples in a training data set.

In regions of high acceleration, such as the large nega-
tive acceleration near the midpoint of the phoneme in this
example, an economy of effort can be obtained by following
a less curved trajectory, leading to an undershoot of the mean
articulator position as shown. Relatively large positive accel-
eration demands in turn lead to an overshoot of this mean,
which therefore should not be regarded as a ‘‘target’’ posi-
tion, but merely as descriptive of observed articulator traces.

The width of each distribution describing the achieved
articulator positions will be determined by physical con-
straints in the vocal tract, the range of geometrical contexts
in which the phoneme occurs—wider ranges leading to
wider distributions—and the relative degree of specification
of the articulator. Less positional variation will be observed
where articulators are physically constrained, or where an
articulator’s position is perceptually important and increased
muscular effort is used to achieve the required acceleration.

1. Estimating curvatures

If articulator curvatures are to be used to predict posi-
tional variations, a technique for estimating these from time-
aligned trajectories is required. Given a time-aligned pho-
netic transcription of an utterance, a first approximation to
the shape of a corresponding articulator trajectory can be
obtained by a simple linear interpolation between that articu-
lator’s mean positions at the midpoints of each of the pho-
nemes.

The curvature of the trajectory is then defined as the rate
of change in its gradient, which will be infinite at the mid-
point of the phoneme, due to the discontinuity at the bound-
ary between the segments. If only therelative curvatures of
trajectories around the midpoints of phonemes in different
contexts are of interest—rather than the absolute values of

FIG. 3. Variation in the position of a simulated articulator trajectory at the
midpoint of a phoneme~dotted vertical line!. The pdf associated with the
midpoint defines the probability of observing different articulator positions.
The large negative acceleration required at the midpoint of the phoneme
results in an undershoot of the mean position, which reduces the curvature
of the resulting trajectory.
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these curvatures—then a simple approximate measure can be
obtained by taking the difference of the gradients leading out
of and into the midpoint of the phoneme.

This simple gradient-differencing technique is therefore
used to estimate relative trajectory curvatures~and hence ac-
celerations! from a linear interpolation between successive
articulator mean positions. Mean positions are used here in-
stead of actual positions, as these will be the only data avail-
able for estimating curvatures when synthesizing initial tra-
jectory estimates for unseen utterances. The resulting
estimates of articulator curvatures represent simple approxi-
mations to the amount of muscular effort dictated by the
phonetic context.

Since the computation of this curvature measure requires
a knowledge of articulator mean positions, statistics describ-
ing the distribution of curvature estimates are not derived
until after the articulator position statistics have been deter-
mined. First approximations to articulator trajectory shapes
are computed by linear interpolation between successive ar-
ticulator mean values, where these points are placed at the
midpoints of phonemes using a phonetic time alignment. The
curvature measure described above is then computed for
each articulator over all examples of each phoneme, and the
resulting values are modeled using a single Gaussian distri-
bution in each case, in an analogous manner to the positional
distributions.

B. Systematic variation prediction

The curvature measure described in the preceding sec-
tion can be used to predict systematic variations in articulator
positions at the midpoints of the phonemes in any time-
aligned phonetic string. Articulator positions and curvatures
at these midpoints are modeled by the random variablesP
andC, respectively, each of which in turn has a pdf given by
a single Gaussian distribution, with meansmP , mC and vari-
ancessP

2 and sC
2 , respectively. The joint pdf ofC and P,

f C,P(c,p) is then a binormal distribution, so that the condi-
tional pdf f PuC(puc) is itself a Gaussian, with meanm and
variances2 given by

m5mP1rCP

sP

sC
~c2mC!, ~1!

s25sP
2 ~12rCP

2 !, ~2!

whererC,P is the correlation coefficient for the random vari-
ablesC andP. Using the time-aligned transcription and the
techniques described in the preceding section for obtaining a
rough prediction of articulator positions, the valuec of the
curvature of an articulator trajectory at the midpoint of each
phoneme is estimated.

The expected articulator positionE@PuC5c# will then
be given by the mean valuem in Eq. ~1! above, known as the
‘‘regression curve’’ ~Mood et al., 1974!. This allows the
most likely articulator position at the midpoint of a phoneme
to be determined from the estimate of the curvature, the
means and standard deviations of the position and curvature
distributions, and the correlation coefficient between these
two distributions.

The principal characteristics of the resulting model of
coarticulatory variation are that:~1! it is entirely statistically
based and requires no rule-based input;~2! variability in ar-
ticulator positions at the midpoints of phonemes is modeled
using a single Gaussian distribution for each articulator dur-
ing the production of each phoneme;~3! the required articu-
latory effort is estimated by computing the gradient changes
~curvatures! of linearly interpolated trajectories at the mid-
points of phonemes, which are also modeled using single
Gaussian distributions; and~4! correlations between curva-
ture and position statistics are used to predict systematic po-
sitional variations from the estimated curvatures in particular
contexts.

The model is symmetrical with respect to the right and
left contexts of phonemes~anticipatory and carry-over ef-
fects, respectively!, and considers only the immediate neigh-
bors of a phoneme when computing contextual effects. The
effects of context on articulatory transitions into and out of
phonemes are modeled implicitly, during the construction of
complete articulator trajectories from the coarticulated values
at the midpoints of the phonemes.

C. Generation of trajectories

Finally, a technique is required for generating continu-
ous articulator trajectories starting from the coarticulated
midpoint positions, which are computed in Eq.~1! from the
mean prior positions and curvature information. Since these
prespecified values are not precise ‘‘target’’ positions or ‘‘at-
tractors’’ for the articulators, but represent the most likely
positions for the articulators at these points in time, any dy-
namic system model would therefore have to be such that the
dynamics was varied according to the context to ensure the
achievement of these positions. Alternatively, the midpoint
positions could be connected using explicit linear, piece-wise
linear or nonlinear functions.

When choosing amongst these options, it is important to
consider the nature of the trajectories being approximated.
On the one hand it is clear that actual articulator movements
describe smooth curves rather than linear segments, which
might lead to the postulation of a dynamic system or curved
function model. The caveat to using relatively complex mod-
els such as these, however, is that current predictive models
of articulator position, including that described in the preced-
ing sections, are relatively crude approximations to human
physiology. As a result, it is anticipated that any errors in
articulator movements due to the choice of connecting seg-
ments will be insignificant by comparison with those due to
gross errors in the articulator positions predicted by the
model. For example, Meyeret al. found in their German-
language synthesizer that articulator trajectories which were
fitted to second order critically damped transitions using Kal-
man filtering could be replaced with linearly interpolated tra-
jectories, with ‘‘only small differences’’ being observed in
the acoustic waveform~Meyer et al., 1989!.

Standard linear interpolation was also used as the model
for trajectory generation in this system. To enhance the sys-
tem’s robustness to unusual contexts given the small size of
the training data set, however, a low-order low-pass filter
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was applied to the resulting trajectories to remove very sharp
articulator movements which were otherwise observed in ap-
proximately 0.3% of data points.

The use of this linear interpolation scheme implies that
coarticulatory effects will be introduced even in the absence
of the explicit coarticulation model. If mean articulator posi-
tions are used at the midpoints of phonemes, rather than
modified positions, the phonetic context will still strongly
influence the shape of the resulting interpolated trajectory.

IV. DATA SET

The University of Wisconsin~UW! x-ray microbeam da-
tabase contains articulator traces along with synchronously
recorded speech waveforms for 57 speakers of American En-
glish, comprising 32 females and 25 males. Articulatory and
acoustic data taken from three female~jw16, jw27, and
jw29! and three male~jw18, jw24, and jw45! speakers were
used in this study.

The articulatory component of the database was re-
corded by using a narrow x-ray beam to track the movements
of gold pellets glued to the tongue, jaw, and lips of subjects
who read from a set corpus. Three reference pellets were
attached to the subject’s head, and eight articulator pellets
were tracked relative to these, with the subject’s head viewed
in profile by the apparatus: UL~upper lip!, LL ~lower lip!,
T1 to T4 ~tongue positions 1 to 4 where 1 is closest to the
tip!, MI ~mandibular incisor!, and MM ~mandibular molar!.

Approximately 17 min of data were used per speaker,
comprising citation words, sentences, prose passages, count-
ing, and sequences of number names. Three quarters of the
data were used for training the system~'5000 phonemes per
speaker!, with the remainder reserved for testing. Although
nominal word-level transcriptions were provided for each ut-
terance, these were hand-edited to correspond to the actual
text spoken, including some utterances which had been trun-
cated during recording.

The raw acoustic signal recorded at 21 739 Hz was
notch filtered to remove background noise at 5435 Hz and
down-sampled to 16 kHz. The speech was then parametrized
into 12-dimensional Mel-frequency cepstral coefficients
~MFCCs!, along with difference~‘‘delta’’ ! and difference of
difference~‘‘delta delta’’! parameters. A Hamming window
of length 25 ms was applied to the acoustic signal before
computing the Fourier transform, and a step size of 10 ms
was used between adjacent parametrized speech frames.

The x and y positions of each articulator pellet were
recorded at sample rates which varied according to the ac-
celerations of the articulators, and had been interpolated and
resampled at a uniform sampling period of 6.866 ms~'146
Hz! before inclusion in the database. These waveforms were
then reinterpolated, and resampled at intervals of 10 ms to
give values corresponding to the centers of the parametrized
acoustic frames.

A. Automatic phonetic alignment

A phonetic dictionary was constructed for the 440 words
in the x-ray microbeam~XRMB! database using Kai-Fu
Lee’s Resource Management~RM! 47-phoneme set~Lee,
1989!, excluding ‘‘closure’’ phonemes as we are using a

model in which stop phonemes comprise an occlusion and an
optional burst, so that separate closure phonemes are unnec-
essary. A set of monophone HMMs with two emitting states
for each stop and diphthong and three for the other pho-
nemes was then trained using the Hidden Markov Model
Toolkit ~HTK! ~Young et al., 1995! on MFCC parametrized
speech from the Defense Advanced Research Projects
Agency RM speaker-independent corpus. In the case of stop
phonemes, the two HMM states align to the occlusion and
burst, respectively, where the burst state is optional; in the
case of diphthongs they align to the initial and final voiced
sections. In both instances each state is treated as a separate
phone, yielding an expanded set of 56 phones.

Separate three-state monophone HMMs corresponding
to the tone played at the start of each utterance and the
‘‘good’’ and ‘‘rep’’ background comments found at the end
of many utterances were trained on parametrized speech vec-
tors extracted from 21, 16, and 5 examples of each sound,
respectively.

These model sets were combined and used with the
hand-edited transcriptions and dictionary to adapt a set of
speaker-dependent 5-mixture monophone HMMs using the
training data for each speaker. A state-level forced Viterbi
alignment of both the training and test data to the transcrip-
tions was then performed, to yield data sets labeled at the
subphonemic level suitable for input to the automatic sam-
pling or trajectory synthesis algorithms.

V. RESULTS

The result of the positional sampling algorithm is a set
of values describing articulator positions at the midpoints of
phonemes for each articulator and each phoneme. Bothx and
y values are sampled for each of the eight articulator pellets
to yield 16 sampled articulatory variables, except in the case
of speaker jw29, for whom only 14 articulator parameters
could reliably be estimated, due to frequent tracking errors in
the MM pellet during x-ray data collection.

The greatest range of movement is seen in thex, or
horizontal position of the tongue tip, which has a maximum
range of movement of'3 cm, as compared with horizontal
movements in the incisors of the lower jaw, which exhibit
the least displacement at only'3 mm. In general terms, the
tongue variables and those describing vertical motion in the
jaw and lower lip vary more widely than do those describing
horizontal lip and jaw movements, as shown in Fig. 4 for the
speaker jw18.

A. Discriminatory usefulness

The degree to which an articulator’s position is likely to
discriminate between two different sounds varies greatly,
with the articulators exhibiting the greatest range of move-
ment also proving the most discriminatory. For example, the
range of horizontal movement observed at the back of the
jaw, MMx, is almost identical across all phonemes, with
similar mean positions and a standard deviation of'1.2 mm
being observed in each case~although on average, the jaw
extends slightly further during /#b/, /f/, and /b/, and retracts
slightly for /|(/!. In fact, a value of 3.15 mm for MMx in the
data for speaker jw18 falls within one standard deviation of
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the mean MMx position for every phoneme sampled, and
hence the discriminatory power of this variable is extremely
low.

By contrast, both the mean and standard deviation of the
vertical positional samples for the tongue tip vary greatly
from phoneme to phoneme, so that this articulatory variable
is extremely useful for discriminating between phonetic
identities. This is as expected, since the position of the
tongue tip has a very strong influence on the shape—and
hence the acoustic properties—of the vocal tract, as com-
pared with the slight extension and retraction of the jaw.

These differences in discriminatory ability are illustrated
in Fig. 5, which plots two standard deviations for each ar-
ticulatory variable for the speaker jw18. The first of these is
the mean standard deviation for the variable concerned, mea-
sured at the midpoints of each phonemep.

sav5A 1

Np
(
p51

Np

sp
2, ~3!

where Np is the total number of phonemes, andsp is the
standard deviation of the articulator’s positional samples at
the midpoint of the phonemep. The standard deviation of the
distribution of themeanvalues of each variable at these mid-
points is then computed as
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where mp is the mean value of the articulator’s positional
samples at the midpoint of phonemep, andm is the mean of
the Np mean positions
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Relatively large values ofsm ~unshaded! indicate that
the mean position of the articulator varies significantly from
phoneme to phoneme. When the value ofsav ~shaded! is less
thansm , as is the case for the tongue parameters, the articu-
lator’s positions are also relatively tightly constrained during
the production of each individual phoneme, compared with
the variations in mean position observed between different
phonemes. This in turn means that, on average, the positions

of these articulators are relatively highly specified, and hence
discriminatory between phonemes.2

Wheresav is relatively large compared withsm how-
ever, the position of the articulatory variable concerned is
less likely to be strongly correlated with the identity of the
phoneme, as is the case for MMx as previously described.

B. Parametric position and curvature models

Given a set of statistics for articulator positions, the cor-
responding trajectory curvatures were estimated at the mid-
points of the phonemes from a linear interpolation between
successive mean positions. The distributions of both posi-
tions and curvatures were then modeled using a single
Gaussian distribution for each@articulator, phoneme# pair,
thus characterizing the range of variation seen in each case
by just two parameters, namely the mean and variance of the
Gaussian concerned.

The quality of the matches between the probability den-
sity functions of the sampled data and those of the paramet-
ric models was assessed using the Kolmogorov–Smirnov
~K-S! test ~Massey, Jr., 1951!. The K-S statistic was com-
puted for each of the position and curvature distributions,
and the resulting mean proportions of position and curvature
statistics across all six speakers which had greater than 90%,
50%, and 10% probability, respectively, of being drawn from
single Gaussian distributions are given in Table I. In general
terms, the positional variables have a much better fit to
Gaussian distributions than do the curvature measures, and
although relatively few distributions have greater than 90%
probability of having been drawn from single Gaussians, a
minority has extremely poor fits.

By plotting histograms for the articulator distributions
which yielded poor matches, it was observed that these were
typically either caused by skews on the distributions, or by
distribution tails which fell away at non-Gaussian rates,
rather than by multimodal distributions. This implies that the
speakers in this data set are rarely using more than one ar-
ticulatory strategy to produce a given phoneme, despite the
fact that in some instances very different articulations can be
shown to produce similar acoustic results~Atal et al., 1978;
Levinson and Schmidt, 1983!.

The observed skews arise due to both the limited variety
of contexts available in the UW data, and to the physiologi-
cal limitations imposed on articulator positions in the vocal
tract. In addition, for some data sets poor fits to Gaussian
distributions result indirectly from errors in the automatic
alignment of the training data by HTK and/or mistracked
pellet samples which were not identified in the database. Er-
rors such as these typically lead to outliers in the sample
distributions for the phoneme concerned, which are poorly
modeled by the single Gaussian assumption. In these cases,
however, a poor fit to the articulatory data isdesirable in
order to exclude erroneous data points from the statistical
models.

C. Correlation coefficients

Correlation coefficients for pairs of curvature and posi-
tion statistics were computed, and Student’sT-test~Kreyszig,

FIG. 4. Bar graph showing approximate maximum ranges of articulator
movement for the speaker jw18.
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1970! was used to compute the significance of each coeffi-
cient computed over the data points in the Gaussian position
and curvature distributions. Correlation coefficients which
were not significant at the 5% level were set to zero, and the
remainder retained. Approximately 20% of correlation coef-
ficients were set to zero when this significance test was ap-
plied ~not counting those whose absolute values had already
been less than 0.1!.

Strong positive correlations were observed between the
position and curvature estimates for most articulators during
the production of the different phonemes. A positive curva-
ture value—corresponding to a local minimum in an articu-
lator trajectory, where the articulator’s direction of motion is
changing rapidly—will therefore tend to result in a position
greater than the mean position and vice versa.

The mean significant correlation coefficients obtained
for each articulator and averaged over all phonemes are il-
lustrated in Fig. 6 for the speaker jw18; similar results were
obtained for the other five speakers.

Thex andy positions of the four tongue pellets show the
greatest degree of correlation between curvature and posi-
tion, with the horizontal positions of the two jaw pellets, MIx
and MMx, showing considerably less correlation than the
other articulators.

This is as expected, since the variation in the degree of
protrusion of the jaw is not only small in magnitude with
respect to the other articulatory variables, but is also rarely
discriminatory between phonemes. Much of the variation for
these two variables will therefore be random rather than sys-
tematic, and hence is not correlated with the curvature mea-
sure, which is assumed to be predictive only of systematic
positional variations. This lack of correlation for randomly
varying parameters allows the removal of a great deal of the
random movement seen in actual x-ray articulator traces
when synthesizing articulator trajectories.

Figure 7 shows an example of the correlation coeffi-
cients between the curvatures and positions of the eight ar-

ticulator pellets for jw18, sampled at the midpoints of all
examples of the phoneme /s/, where the correlation coeffi-
cients forT3x, MIx, and MMx have been set to zero as their
values were insufficiently large to be considered significant.

The relatively low correlation coefficients for lower lip,
jaw, and tongue-tip positions in this figure reflect the fact
that these articulators are highly constrained in position for
the production of /s/. By contrast, the tongue back and upper
lip are relatively free to move into positions dictated by
neighboring phonemes, as evidenced by the larger correla-
tions for UL andT2 to T4.

D. Articulator trajectories

Synthetic articulator trajectories corresponding to the
time-aligned acoustic test data were generated for each
speaker, both with and without using the explicit coarticula-
tion model, where using this model modifies articulator po-
sitions at the midpoints of phonemes before linear interpola-
tion, and the model excluding explicit coarticulation simply
uses a linear interpolation between successive articulator
mean positions. In both cases, a low-order low-pass filter
was used to remove the sharp articulator movements ob-
served in 0.3% of data points, due to unusual contexts not
observed in the training data.

To assess the effectiveness of the coarticulation model
in reducing articulatory error over a large number of utter-
ances the errors between synthetic training and test set tra-
jectories were computed for each speaker with respect to the

FIG. 5. Bar graph showing compari-
sons of standard deviations of mean
articulator positionssm ~unshaded!
against average articulator position
standard deviationssav ~shaded!, as
measured at the midpoints of pho-
nemes for the speaker jw18.

FIG. 6. Bar graph of mean significant correlation coefficients between cur-
vature and position statistics for each articulator over all phonemes, for the
speaker jw18.

TABLE I. Percentage proportions of articulator position and curvature dis-
tributions with greater than 90%, 50%, and 10% probability, respectively, of
being drawn from a single Gaussian distribution, averaged over all six
speakers

Position Curvature

90% 50% 10% 90% 50% 10%
17.7 55.8 87.2 2.7 18.0 53.7
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corresponding x-ray traces. In each case, the coarticulation
model gave a reduction in the articulatory error computed
over an entire utterance.

Figure 8 shows a bar graph representing a breakdown by
articulator of the mean error obtained over the 51 utterances
in the test sets averaged over the six UW speakers.

The error for each parameter has been scaled by that
articulator’s standard deviation over the entire training set to
give a more meaningful comparison, since the absolute mag-
nitudes of the positional variations of the articulators vary
greatly ~Fig. 4!. As shown in Fig. 8, each individual articu-
lator’s positional error decreases when the coarticulation
model is used. The errors in tongue position are generally
less than those for lip and jaw position, with thex position of
the front and back of the jaw (MIx and MMx) being most
poorly modeled.

The poor performance obtained for these latter articula-
tors is not surprising, since horizontal movements of the jaw
have relatively little effect on the acoustic signal, as previ-
ously described. This implies that much of the variation seen
in these variables will be random movement, as evidenced
by the correspondingly low mean correlation coefficients in
Fig. 6. Since these random variations cannot be modeled, the
coarticulation model has relatively little effect on the errors
obtained for these articulators, as demonstrated in Fig. 8.
This is a desirable result, since it implies that the coarticula-
tion model has the greatest beneficial effect on the positions
of the articulators which are most significant acoustically.

A detailed study of the model’s performance across the
very large number of specific phonetic contexts observed in
the data set falls outside the scope of this paper, although it
would represent a logical extension of the research. A set of
sample trajectories for the test set utterance ‘‘the point of the
program’’ has been included in Fig. 9, however, to provide
an illustrative example of the model’s output. This figure
shows both synthesized and x-ray articulator traces for the
height of the tongue backT4y, corresponding to this test
utterance for the speaker jw18.

Synthetic trajectories generated both with and without
using explicit coarticulation at the midpoints of the pho-
nemes are shown, and a phoneme-level transcription is pro-
vided in which phonetic boundaries determined using HTK
are shown by vertical dotted lines. The principal effects of
using the explicit coarticulation model when synthesizing the
articulator trajectory are as follows:

~1! The tongue back is raised to form an occlusion at the
rear of the oral tract during the production of /n/ and /g/,
as evidenced by the relatively high tongue back around
frames 200 and 260, respectively. The use of the explicit
coarticulation model to modify articulator positions at
the midpoints of these phonemes results in a more accu-
rate approximation to these positional extrema.

~2! An economy of articulatory movement is achieved by
the tongue back during the first syllable of ‘‘program.’’
The meanpositions ofT4y at the midpoints of the pho-
nemes /r/ and /o/ can be deduced from the synthetic ar-
ticulator trace produced without coarticulation. The
achievement of these mean positions requires relatively
rapid changes in the direction of motion ofT4y—and
hence relatively large muscular effort—between frames
240 and 260, as evidenced by the dashed curve. Since
the height of the back of the tongue is relatively under-
specified during production of these phonemes, however,
it is free to follow a trajectory which requires less articu-
latory effort, as seen in both the x-ray trace and that
synthesized using the explicit coarticulation model.

Finally, in the example shown, the model performs rela-
tively poorly in predicting the height of the tongue back
around the stop /p/ in ‘‘point.’’ The poor performance ob-
served in this instance is not surprising, however, given the
substantial variations in tongue-back height observed in the

FIG. 7. Correlation coefficients between curvature and position statistics for
the phoneme /s/ for jw18.

FIG. 8. Normalized test set errors by articulator, with and without coarticu-
lation model, averaged over the six UW speakers.

FIG. 9. Movements in the height of the tongue back (T4y) for the speaker
jw18 during the test set utterance: ‘‘the point of the program.’’ Articulator
trajectories synthesized both with and without the explicit model of coar-
ticulation are shown, as well as the corresponding x-ray trace. Automatically
generated phonetic boundary positions are shown by vertical dotted lines.
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x-ray trace for the two instances of the same sequence /Z/ /./
/p/ in the utterance. This variability may either be due to
random variation, or to coarticulatory effects spanning much
further than adjacent phonemes, which are not modeled in
the current system.

Based on results from many such utterances, as summa-
rized in Fig. 8, use of the explicit coarticulation model yields
a significantly closer approximation to the x-ray articulator
traces overall, as measured in terms of mean-squared scaled
error. Since the relationship between articulator movements
and acoustic output is nonlinear, however, the addition of an
acoustic mapping would be required to assess the perceptual
implications of this modeling improvement. A natural exten-
sion of this model, therefore, would be to predict acoustic
output suitable for use in either synthesis or recognition of
speech~Blackburn and Young, 1996b!.

VI. CONCLUSIONS

A trainable statistical model of articulatory movement
has been presented. The model is self-organizing, and can be
used to predict the movements of articulator flesh points dur-
ing speech production, from time-aligned phonetic strings.

The system was trained on an x-ray articulatory data-
base, from which suitable values for the model parameters
were automatically estimated. Positional variation was char-
acterized by automatically time-aligning the acoustic signal
to its transcription, and sampling articulator positions at the
midpoints of phonemes.

An explicit time-domain model of coarticulation was
then proposed, which used a measure of articulatory effort to
predict positional variations at these midpoint positions. This
model incorporates both anticipatory and carry-over coar-
ticulatory effects, and the correlations observed between ar-
ticulatory effort and positional variation were interpretable in
terms of expected articulatory behavior.

When complete articulator trajectories were synthesized,
the use of the explicit model of coarticulatory variation
yielded a significant increase in articulatory modeling accu-
racy over the use of interpolation between mean articulator
positions, when compared with actual x-ray traces from a test
data set.
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1While techniques such as principal component analysis could be used to
derive a set of independent parameters, an interpretation of the resulting
variables in terms of physical constraints on the motion of actual articula-
tors would no longer be meaningful.

2The ratio of these two variances is known as Fisher’s discriminant.
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A method is described to select sentence materials for efficient measurement of the speech reception
threshold~SRT!. The first part of the paper addresses the creation of the sentence materials, the
recording procedure, and a listening experiment to evaluate the new speech materials. The result is
a set of 1272 sentences, where every sentence has been uttered by two male and two female
speakers. In the second part of the paper, a method is described to select subsets with properties that
are desired for an efficient measurement of the SRT. For two speakers, this method has been applied
to obtain two subsets for measurement of the SRT in stationary noise with the long-term average
spectrum of speech. Lastly, a listening experiment has been conducted where the two subsets~each
comprising 39 lists of 13 sentences each! are directly compared to the existing sets of Plomp and
Mimpen @Audiology 18, 43–52 ~1979!# and Smoorenburg@J. Acoust. Soc. Am.91, 421–437
~1992!#. One of the outcomes is that the newly developed sets can be considered as equivalent to
these existing sets. ©2000 Acoustical Society of America.@S0001-4966~90!04702-6#

PACS numbers: 43.71.Gv@DOS#

INTRODUCTION

The ability to understand speech depends on both the
mode of communication~e.g., live, via the radio, or through
a telephone!, the listening situation~e.g., in quiet, with inter-
fering speakers, background noise, or reverberation!, and the
listener’s hearing impairment, if any. Redundancy in speech
not only makes that its intelligibility is fairly robust against
distortions or interfering sounds, but also allows hearing-
impaired people to follow a conversation in spite of their
hearing loss. Thus, in relatively favorable listening condi-
tions both normal-hearing and hearing-impaired people usu-
ally are quite capable of speech understanding. However,
where, under increasingly adverse conditions, speech will
stay intelligible for the normal hearing, its intelligibility will
break down for the hard-of-hearing. The additional effort, or
even disability, to understand speech under less favorable
conditions is considered by many people as the greatest
handicap of their hearing impairment~Krameret al., 1998!.
Since the hearing loss based on a tone audiogram appears to
be a poor predictor for speech intelligibility in noise, many
tests have been developed that assess the communicative
abilities by measuring the speech reception threshold, or
SRT, in noise for sentences~e.g., Kalikow et al., 1977;
Plomp and Mimpen, 1979; Nilssonet al., 1994; Kollmeier
and Wesselkamp, 1997!.

The present paper deals with a method for development
and evaluation of sentence materials to be used in SRT tests.
The method has been used to create a new large set of sen-
tence materials for the Dutch language. For that language,
two smaller sets already exist~Plomp and Mimpen, 1979;
Smoorenburg, 1992!. Together, they comprise 260 sentences

that can be used to determine 20 thresholds. In a large num-
ber of studies, these sets have been utilized to assess the
effect of a diversity of parameters on speech reception~e.g.,
Festen and Plomp, 1990; Duquesnoy, 1983; Middelweerd
et al., 1990!. However, there are several reasons why the
demand for a large set of speech materials has swollen. First,
recent developments in hearing aid technology have resulted
in an enormous increase of the number of adjustable param-
eters on a hearing aid. The developments have also enabled
the implementation of a variety of signal-processing algo-
rithms, often with the purpose to enhance speech intelligibil-
ity in noisy backgrounds. The clear advantage is that the
hearing aid can be better adjusted to the individual’s needs
and can be adapted to the different listening situations. On
the other hand, it is evident that evaluation of the algorithms
and hearing-aid settings with respect to speech intelligibility
requires large amounts of speech materials. Second, there is
evidence that the benefit of a hearing aid may improve over
time: people have to acclimatize to their hearing aid~Gate-
house, 1992!. To be able to investigate these effects, one has
to measure the SRT at several instances over time, which
also requires a substantial amount of speech materials.

The main goal of the present project was to create a
large set of sentence materials that yield equal or better test
efficiency as the existing sets, while maintaining the same
testing procedure, i.e., the one described by Plomp and
Mimpen ~1979!.

A second goal was to create four sets that are equivalent
with respect to intelligibility, but differ with respect to voice
quality. To that end, the speech materials have been uttered
by two male and two female speakers. With these sets, it
then, in principle, becomes possible to test the dependency of
the outcomes of a particular signal-processing algorithm
upon voice quality. However, it is known that, even with the
same word or sentence materials, differences between speak-
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ers can affect intelligibility substantially~e.g., Mullennix
et al., 1989; Sommerset al., 1994!. To reduce the between-
speaker variability as much as possible, a special recording
setup has been designed. By instructing a speaker to repeat
prerecorded utterances as accurately as possible, it is hoped
that variations in amplitude, intonation, speaking rate, etc., is
reduced as much as possible.

The first part of the paper describes the creation of the
sentence materials, the recording procedure, and an experi-
ment to evaluate the new sentences. The result is a set of
about 1300 sentences, where every sentence has been uttered
by two male and two female speakers. The second part of the
paper describes a method to select subsets with properties
that are desired for an efficient measurement of the SRT. It is
illustrated by a listening experiment conducted to form two
subsets with steep psychometric functions. Lastly, a listening
experiment is described where the two subsets~each com-
prising 39 lists of 13 sentences each! are directly compared
to the existing sets of Plomp and Mimpen~1979! and
Smoorenburg~1992!.

I. CREATION AND EVALUATION OF THE TEST
MATERIALS

The creation of the test materials consisted of several
steps. First, sentence texts were selected from large data-
bases, whereafter recordings of these materials were made,
using two male and two female speakers. Next, a subset of
the new materials was sampled and evaluated in a listening
experiment, where the speech reception threshold in noise
was measured with 12 normal-hearing subjects. Detailed
procedures on each of these steps follow.

A. Selection of the sentences

Sentence materials were selected from large databases
~mainly back files of major Dutch newspapers! that were
available in a digitized~ASCII! format. The initial selection
process was automated, and was followed by a manual se-
lection process. To avoid too much homogeneity~e.g., by
using only sentences with identical syntax! or too much het-
erogeneity~e.g., by allowing very short and very long sen-
tences!, sentences were selected according to criteria defined
by Plomp and Mimpen~1979!, as indicated below.

1. Automated selection

A sentence was defined as the sequence of characters
between two full stops. The number of syllables in a sen-
tence was estimated by counting the number of isolated vow-
els. Sentences were selected if~a! the number of syllables
was equal to eight or nine,~b! words did not contain more
than three syllables,~c! capitals did not occur, except for the
initial capital, and~d! punctuation characters were absent.
Duplicate sentences were removed. As a result, about 35 000
sentences fulfilled the above conditions.

2. Manual selection

From the set of 35 000 sentences, the sentences were
selected that~a! represented conversational speech,~b! did
not contain proverbs, exclamations, or questions,~c! did not
contain any proper names,~d! were complete~i.e., contained

a verb! and were syntactically and grammatically correct,
and ~e! had semantically neutral contents, i.e., did not deal
with topics such as politics, sex, war, or some trendy subject.
The manual selection process narrowed down the set to
about 1500 sentences. Next, this set was evaluated by mem-
bers of the audiology group, and a group of seven experts in
the field of audiology and speech therapy. Based on their
comments, sentences were adapted or discarded. This re-
sulted in a set of 1311 sentences.

B. Recording of the sentence materials

1. Speakers

Via advertisements in a Dutch journal on speech therapy
as well as at the Library for the Blind, tape recordings of
more than 25 voices of trained speakers were obtained. A
speech therapist~the second author! judged these voices on
the basis of intonation, loudness, tempo, articulation, breathi-
ness, voice quality, and dialectical influences, resulting in the
selection of two male speakers~AM and RB! and two female
speakers~HB and MS!. They were very experienced book
readers from the Library for the Blind.

2. Preliminary recording session

The aim was to create four equivalent sets, in the sense
that a sentence was uttered by every speaker in a similar
manner with respect to intonation, tempo, etc. To achieve
this, all 1311 sentences were uttered by speaker MS in a
preliminary session. She was instructed to pronounce the
sentences in a natural, clear manner, while maintaining a
constant vocal effort. Sentence waveforms were stored di-
rectly in separate files on a computer hard disk. In the actual
recording session, a sentence waveform was played back via
loudspeakers, and the speaker’s task simply was to repeat it
in a similar manner.

3. Actual recording session

At the actual recording session, the speaker was seated
on a chair in the middle of an otherwise empty double-
walled sound-proof booth~4.2033.1032.20 m3!. An Altai
dynamic microphone was placed about 15 cm in front of the
speaker, at chest height, pointed at the speaker’s mouth. The
microphone signal was routed to a Kawai MX-8SR eight-
channel stereo mixer, and the different outputs were routed
to Tucker-Davis Technology~TDT! hardware for hard disk
recording, a Casio DA-7 DAT recorder for backup purposes,
and the hi-fi audio channel of a JVC BR-S605EB S-VHS
video recorder. Before storage to hard disk, the signals were
routed through a TDT MA2 microphone amplifier, a TDT
FT5 anti-aliasing filter~16 kHz!, and were digitized with a
TDT AD1 16-bit A/D-converter at a sampling frequency of
44.1 kHz.

In addition to the audio recordings, video recordings
were made that could be used for audio-visual purposes
~such as lip-reading courses!. The speaker was facing the
window of the sound proof booth, and a Blaupunkt CR-
2000S S-VHS video camera was placed outside the booth in
front of the window. The speaker was asked to look into the
camera when uttering a sentence, so that simultaneously
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video recordings of the face could be made. The video sig-
nals were routed to the video channel of the JVC BR-
S605EB S-VHS video recorder.

The task of the speaker was to repeat, as accurately as
possible, utterances that were presented via loudspeakers.
The procedure was self paced, and was controlled by the
speaker with a PC mouse. The sequence was as follows: By
pushing one out of the three mouse buttons, a sentence was
presented via loudspeakers.~All sentences had been equal-
ized with respect to their rms values.! By pushing the same
mouse button, this sentence could be repeated. By pushing
the second button, the speaker started the hard disk record-
ing, and repeated this sentence. By pushing this button again,
the hard disk recording was halted. Automatically after-
wards, this newly recorded sentence was played back via
loudspeakers, and by pushing one of the mouse buttons the
speaker could decide either to listen to this new recording
again, to accept the recording and continue with the next
sentence, or to make a new recording of the same sentence.
Both audio and video signals were monitored throughout the
session, and annotations were made of sentences that were
not entirely correct. These sentences were repeated at the end
of the session. Per speaker, the sessions lasted about 8 h in
total, divided over 2 days.

4. Editing the sentences

Silent periods before and after each sentence waveform
were eliminated. Sentence waveforms that appeared to be
clipped or speech with audible impurities~clicks, noises!
were edited or discarded. Lastly, the sentences were equated
with respect to their rms value.

5. Long-term average speech spectrum

For each speaker, the long-term average speech spec-
trum ~LTASS! was obtained by concatenation of all sen-
tences in time followed by calculating 4096-point fast Fou-
rier transforms~FFTs!, using an overlap-add method with
Hanning windowing~50% overlap!. The LTASS for each of
the four speakers is displayed in Fig. 1. A 2048-tap finite
impulse response~FIR! filter was designed to match the

LTASS of the individual speaker. Speech noise was gener-
ated by filtering white noise with the FIR filter.

6. Evaluation of the sentence materials at comfortable
level

To eliminate unclear or ambiguous sentences, a listening
experiment was conducted in which four normal-hearing
subjects participated. A subject was seated behind a com-
puter terminal and received sentences~uttered by speaker
AM ! monaurally over headphones at a comfortable level.
The subject’s task was to type in the sentences on the com-
puter keyboard. Based on these responses, unclear or am-
biguous sentences were discarded, which reduced the num-
ber of sentences further to 1272.

C. Experiment I. Evaluation of the sentence materials

The purpose of the procedures described above was to
create a homogeneous set, i.e., a set of sentences that are
equally intelligible in a variety of listening conditions. To
evaluate the characteristics of the new set of sentences, and
to assess the degree of speaker variability, an experiment was
conducted where the speech reception threshold in stationary
speech-shaped noise for a subset of sentences was deter-
mined. Apart from the fact that such a test is indicative of
problems encountered with everyday speech perception, it
enables a comparison with the characteristics of existing sets
in the literature.

Previous investigators~Plomp and Mimpen, 1979;
Smoorenburg, 1992; Nilssonet al., 1994; Kollmeier and
Wesselkamp, 1997! developed speech materials solely with
the aim to obtain accurate measurements for speech intelli-
gibility in noise. Because intelligibility not only is deter-
mined by signal level, but also by contents and level varia-
tions within an utterance, these investigators conducted
listening experiments on the basis of which the signal level
of the individual sentences was adjusted to obtain equal in-
telligibility in speech noise of a fixed level. As a conse-
quence, the resulting sets have steep psychometric functions
for speech intelligibility in noise, enabling efficient measure-
ments. However, this must imply that for other types of
noise, or for some type of signal processing, the speech ma-
terials are not optimized~although differences in efficiency
are expected to be small, when switching between different
types of noise!. In contrast to previous investigators, it was
not our intent~nor would it be feasible! to equate the differ-
ent sentences with respect to intelligibility by level adjust-
ment. Instead, the aim was to select a subset of sentences that
are equally intelligible in a variety of conditions.In all ex-
periments reported below, sentences have been equalized
with respect to their rms values. Thus, in all experiments, the
signal-to-noise ratio is defined as the ratio of the rms values
of speech and noise, expressed in decibels.

1. Method

a. Subjects. Twelve subjects~three male and nine fe-
male! participated in this experiment. Their age ranged from
20 to 53 years~mean of 26 years!. None of them had a
hearing loss at the test ear larger than 15 dB at octave fre-

FIG. 1. Long-term average spectrum of speech for male speakers AM and
RB and female speakers HB and MS. The curves have been shifted along
the ordinate.
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quencies from 250 to 4000 Hz. Subjects were members of
the audiology department or university students.

b. Stimuli and apparatus. Sixteen lists and one practice
list were created by random sampling of sentences. To be
able to study the effect of list length upon the accuracy of the
measurement~cf. Nilsson et al., 1994!, each list comprised
25 sentences. Within each list, the sentence order was kept
fixed. Thus, for each of the four speakers, the 16 lists and the
sequential order of the sentences within each list were iden-
tical. Stimuli were stored on computer hard disk, and were
converted to analog signals with an OROS-AU21 sound
card. The sample frequency was 44.1 kHz and the signals
were low-pass filtered at 20 kHz. Noise with the long-term
average spectrum of speech of the respective speaker~see
Fig. 1! served as the masker. The noise level was kept fixed
at 70 dBA, and the signal-to-noise ratio was varied by chang-
ing the level of the sentences. Noise onset was 500 ms before
the sentence onset, and the noise offset was 500 ms after the
end of the sentence. The signal-to-noise ratio was defined by
the ratio of the rms value of the sentence and the rms value
of the speech noise.

c. Design. Apart from the practice list, the experimental
design consisted of two parts. In the first part, one list of
each speaker was presented. The presentation order was
identical for all subjects. Since all subjects received exactly
the same stimuli in the same order, the results of this part can
be used to study between-subject differences. In the second
part 12 lists were presented. The lists were counterbalanced
according to a 12312 digram-balanced Latin square~Wa-
genaar, 1969!. For each subject, the first list was uttered by
speaker HB, the second list by speaker AM, etc., such that in
the end each subject received three lists of every speaker.

d. Procedure. Prior to the listening experiment, the sub-
ject’s pure-tone audiogram was determined, and based on
these measurements the test ear was chosen. The test ear was
either the subject’s best ear, or, in the case of no differences,
the subject’s preferred ear. The subject was informed about
his task by a set of written instructions. The subject was
seated in a sound-insulated room, received the sentences
monaurally to the test ear over Sony MDR-CD999 head-
phones, and was instructed to repeat it as accurately as pos-
sible. In a list, the signal-to-noise ratio was varied according
to the adaptive procedure described by Plomp and Mimpen
~1979!: The first sentence of each list was presented at a
signal-to-noise ratio of28 dB ~which is well below the ex-
pected speech reception threshold! and was repeatedly pre-
sented, each time at a 4-dB higher signal-to-noise ratio, until
it was correctly reproduced. A response was considered cor-
rect only if the entire sentence was reproduced without mis-
takes. The subsequent sentences of the list were presented
only once, irrespective of the response. Based on the sub-
ject’s response, the signal-to-noise ratio of the successive
sentence was either increased~after an incorrect response! or
decreased~after a correct response! by 2 dB. The entire ex-
periment lasted about 1.5 h, breaks included.

2. Calculation of the SRT

Several authors~e.g., Plomp and Mimpen, 1979; Nilsson
et al., 1994! advise to estimate the SRT of a list by averaging

across the signal-to-noise ratios after sentence #4. This is a
very simple method that works well in adaptive procedures.
In the present paper, a more sophisticated method will be
used,viz., the method of fitting a psychometric function to
the data using a maximum-likelihood criterion. This method
is preferred to the conventional method since not all experi-
ments reported on in this paper use an adaptive procedure. In
order to be consistent with respect to data analysis across
experiments, this method will be adopted throughout this pa-
per. In fact, the data analysis and selection of sentences in
experiment II heavily rely on this technique. An additional
advantage of the maximum-likelihood method is that the first
sentences of a list can also be taken into account, thereby
presumably yielding more reliable estimates.

a. Maximum-likelihood estimation of the SRT. Suppose
that data have been collected for one list using the adaptive
procedure described in the previous section. Instead of aver-
aging across the signal-to-noise ratios at which the sentences
were presented, it is also possible to determine at each
signal-to-noise ratior i the number of sentencesNi that has
been presented together with the number of correct responses
ki . The psychometric function can next be drawn by plotting
the proportion of correct responsespi5ki /Ni as a function
of the signal-to-noise ratior i . The function that often is used
to describe such data is given by

pm,s~r !5FS r 2m

s D , ~1!

whereF(z) is the standardized cumulative normal distribu-
tion

F~z!5
1

A2p
E

2`

z

e2t2/2 dt. ~2!

The functionpm,s(r ) links the signal-to-noise ratio to the
probability of a correct response, and contains two free pa-
rameters, namelym, the signal-to-noise ratio for which the
probability of a correct response will be equal to 0.5, ands,
a measure for the spread of the normal distribution. Smaller
values fors indicate steeper curves. Since the SRT is defined
as the signal-to-noise ratio for which 50% of the sentences
are correctly repeated, it is, by definition, equal tom.

Instead of the spreads, often the steepnessS is given.
HereS is defined as the increase in intelligibility~in percent
per dB! at the 50%-correct point. The two valuess andSare
easily convertible by the expression

S5
100

sA2p
. ~3!

At a given signal-to-noise ratior i the probability onki

correct responses out ofNi sentences is given by a binomial
distribution:

B~p i ,Ni ,ki !5S Ni

ki
Dp i

ki@12p i #
Ni2ki, ~4!

wherep i is a shorthand notation forpm,s(r i). Equation~4!
implicitly assumes that all sentences have similar psycho-
metric functions, i.e.,m and s are not sentence dependent.
Given thatn different signal-to-noise ratios were addressed
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during the data collection, the likelihood on the outcome,
assuming the underlying function given by Eq.~1!, is given
by

L5)
i 51

n

B~p i ,Ni ,ki !. ~5!

The most likely values for the free parametersm ands are
obtained ifL is maximized. In the remainder of this paper,
SRTs and slopes of the psychometric functions will be esti-
mated with the maximum-likelihood procedure.

b. Goodness of fit and confidence intervals. Maximiza-
tion of L is equivalent to minimization of the so-called devi-
ance functionD, given by

D522 lnS L

L0
D , ~6!

whereL0 is the likelihood that maximally can be achieved
with the given data set, which is for the case that all pointspi

are described exactly by Eq.~1!, i.e., for p i5pi . Thus, if a
perfect fit to the data is obtained,D50, otherwiseD.0. The
value ofD for which a maximum-likelihood fit is obtained,
i.e., for whichD is minimized with respect tom ands, will
be denoted asDml .

The standard error ofm can be obtained by variation of
m such thatD increases toDml11. The same goes for the
standard error ofs. The joint standard error form ands can
be obtained by simultaneously varyingm ands, and select-
ing all pairs for whichD is increased toDml11. These points
usually form an ellipsoid. It can be shown~Cox and Snell,
1989! that D has ax2 distribution withn2 f 21 degrees of
freedom, wheref is the number of free parameters~here f
52). Thus, the~joint! 12a confidence interval of the esti-
mates form ands can be determined by multiplication of the
~joint! standard error withxa

2.
Finally, it can be shown~see the Appendix! that, by

approximation, the standard error ofm depends linearly on
the estimate ofs. Thus, an efficient measurement of the SRT
can best be achieved by using sentence materials with a steep
psychometric function.

3. Results

a. Effect of initial sentence number. In this experiment,
the conventional adaptive up–down procedure was used. It
converges to the signal-to-noise ratio where on average 50%
of the sentences can be reproduced correctly. Since the SRT
is not known beforehand, the vicinity of the 50% correct
point is reached only after several trials. To avoid bias in the
threshold estimate due to initialization effects, both Plomp
and Mimpen~1979! and Nilssonet al. ~1994! do not take
into account the first few sentences, and report that the SRT
should be estimated by averaging across the signal-to-noise
ratio of the fifth and subsequent sentences. Earlier in this
paper it was asserted that the present method of calculating
the SRT is not affected by initialization effects. To verify
this assertion, for each of the 144 lists from the second part
of the experiment, the SRT was determined based on ten
sentences, namely sentence#P to #(P19), whereP ranged
from 1 to 16. The SRT was calculated in two ways,viz., with

a curve fit to the data, as described in Sec. I C 2, and with the
conventional manner by averaging across the signal-to-noise
ratios of these ten sentences. Thus, forP55, the method
described by Plomp and Mimpen~1979! and Nilssonet al.
~1994! was obtained.

Figure 2 displays the average SRT as a function of the
number of the first sentenceP taken into account. Open sym-
bols indicate the thresholds estimated with the conventional
method of averaging, filled symbols denote the thresholds as
obtained with a maximum-likelihood fit. It is clear that the
conventional method suffers from bias due to initialization.
Indeed, the calculations support, even quantitatively, the de-
cision of Plomp and Mimpen~1979! and Nilsson et al.
~1994! to omit the first four sentences. It can be seen that the
maximum-likelihood method does not display such bias. A
two-way ~16 @sentence number# by 4 @speaker#! analysis of
variance confirms this~conventional method:F@15,2240#
52.69, p,0.0005; maximum-likelihood method:
F@15,2240#50.54, p.0.5). No significant interaction was
observed, and the~absence of the! initialization effect was
evident for all four speakers.

In conclusion, the results show that calculation of the
SRT with the maximum-likelihood method using all sen-
tences is justified. In the following, the SRT was calculated
using the responses to sentence #2 to #25. Although perhaps
not necessary, it was decided to omit the first sentence of a
list, because this sentence could have been presented more
than once to the same subject, and might contaminate the
data in some sense.

b. Consistency between subjects. The first part of the
experiment~consisting of four lists per subject! was identical
for each subject, and was therefore suitable to quantify
between-subject differences. A two-way~12 @subject# by 4
@speaker#! analysis of variance showed a significant effect of
speaker (F@3,33#57.44, p,0.001), but not of subject
(F@11,33#51.75, p.0.1). The standard deviation between
subjects was on average 1.0 dB and is given in Table I.

c. Interaction between lists and speakers. The results of
the second part of the experiment~consisting of 12 lists per
subject! were subjected to a two-way~12 @list# by 4
@speaker#! analysis of variance. The outcome again showed a
significant effect of both speaker (F@3,96#530.0, p
,0.00001) and list (F@11,96#54.33, p,0.00005).

FIG. 2. Speech reception threshold~dB!, based on ten sentences, as a func-
tion of the initial sentence number. Open symbols indicate the SRTs deter-
mined with the conventional method, filled symbols indicate the SRTs as
determined with the maximum-likelihood method.
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Speaker-specific masking noise was used to decrease the
variability across sentences. At the same time, however, this
may have resulted in increased between-speaker differences.
The finding that the SRTs between speakers differ signifi-
cantly is unfortunate if the aim is to obtain four equivalent
sets. Moreover, the interaction also was found to be signifi-
cant (F@33,96#52.45 p,0.0005). This indicates that lists
cannot be considered as equivalent, and that a list resulting in
low SRTs for one speaker, will not necessarily do so for
another speaker. An unfortunate but important conclusion,
therefore, is that the aim to produce lists that are equivalent
across speakers has not been met.

d. Interaction between subjects and speakers. The re-
sults of a two-way~12 @subjects# by 4 @speakers#! analysis of
variance show a significant effect of both subject
(F@11,96#53.37, p,0.001) and speaker (F@3,96#
520.6, p,0.00001). Fortunately, the interaction between
subjects and speakers was not significant at all (F@33,96#
50.64, p.0.5), indicating that ordering of speakers with
respect to intelligibility is not subject dependent.

e. SRTs and steepness of the psychometric functions. As
was noted in Sec. I C 2, the steepness of the psychometric
function determines largely the accuracy and efficiency to
which the SRT can be measured. For the individual subject,
Plomp and Mimpen~1979! and Smoorenburg~1992! found
slopes of 20%/dB and 18%/dB, respectively.@The group data
of Plomp and Mimpen~1979! displayed a slope of 15%/dB.#
To achieve a similar efficiency, the slopes of the functions
for the present materials should be at least as steep.

Per subject and speaker, one psychometric function was
constructed by pooling the data of three lists, and the SRT
and steepnessSwere determined. For each of the four speak-
ers, Table I displays the SRT~dB! and steepnessS ~%/dB!,
averaged across subjects. The average SRT of about21.8
dB should be compared to the value of25.6, 25.1, and
22.9 dB, obtained by Plomp and Mimpen~1979!, Smooren-
burg ~1992!, and Nilssonet al. ~1994!, respectively. The av-
erage slope per subject of about 12%/dB should be compared
to the value of 20%/dB and 18%/dB, as obtained by Plomp
and Mimpen~1979! and Smoorenburg~1992!, respectively.
It is clear that these values compare unfavorably with those
of the existing materials. It can be shown~cf. the Appendix!
that, in order to achieve an accuracy similar to Plomp and
Mimpen ~1979!, 28 sentences are required instead of 10. Re-
call, however, that the existing materials have been opti-
mized with respect to speech reception in this type of noise.

Although this may explain the difference in slope, it cannot
account for the differences in SRT.

4. Conclusions from experiment I

In experiment I, the newly recorded sets have been
evaluated by measuring the SRT in stationary LTASS noise.
The result was that the SRTs for the four speakers ranged
from 22.6 to 21.1 dB, and that the average slope of the
psychometric functions for an individual subject ranged from
11.1%/dB to 12.5%/dB between speakers. These characteris-
tics do not compare favorably to the sentence materials re-
ported in the literature. Moreover, SRTs of speakers differed
significantly, and the aim of producing equivalent lists across
speakers was not met.

In the following section, a new method is described to
form subsets that do meet some desired characteristics. In
this case, one of the most desirable properties of a new set
should be a steep psychometric function.

II. THE FORMATION OF A SUBSET FOR EFFICIENT
SRT MEASUREMENTS

Efficient measurement of the SRT requires a steep psy-
chometric function of the speech materials. Therefore, it is
not only required that the individual sentences in the subset
have a steep slope, but also that their individual SRTs are
close together~cf. Kollmeier, 1990!. In short, a subset can be
formed by first determining the slope and SRT of the indi-
vidual sentences, whereafter a selection criterion is defined
to decide whether a sentence is incorporated or discarded.
This section describes the method from an experiment con-
ducted to determine a subset for efficient SRT measurement
in noise.

A. Experiment II. Intelligibility of the individual
sentences

In this experiment the psychometric function of each
individual sentence will be evaluated. Thus, for each sen-
tence, the value form ands in Eq. ~1! has to be estimated. In
order to be able to do so, at least two points of the psycho-
metric function are required. In contrast to the previous ex-
periment, no adaptive procedure will be used, and the signal-
to-noise ratio will be kept fixed at either21 or 24 dB. To
keep the experiment within proportions, only sentences ut-
tered by two speakers~viz., HB and RB! are evaluated.
Again, the set is evaluated by determination of the intelligi-
bility of the speech in a background of LTASS noise.

1. Method

a. Subjects. In total 48 subjects~11 male, 37 female!
participated in this experiment. Their age ranged from 18 to
43 years, and the mean age was 22 years. All subjects had
hearing equal to or better than 15 dB HL at octave frequen-
cies from 250 to 8000 Hz. Subjects were mostly university
students.

b. Stimuli and apparatus. All 1272 sentences were
evaluated. These sentences were uttered both by female
speaker HB and male speaker RB. The speech was masked
by noise with the LTASS of the speaker~cf. Fig. 1!. The
signal-to-noise ratio was set at either21 or 24 dB, and was

TABLE I. Results of experiment I. For each speaker the SRT~dB! and the
slopeS ~%/dB! of the psychometric function are given. The last two col-
umns indicate the standard deviation between and within subjects, respec-
tively.

Speaker
SRT
~dB!

Slope
~%/dB!

Standard deviation
between subjects~dB!

Standard deviation
within subjects~dB!

HB 22.6 12.5 0.9 1.0
MS 21.1 11.1 1.2 0.8
AM 21.3 12.1 0.9 1.0
RB 22.4 12.1 1.1 0.8
Average 21.8 11.9 1.0 0.9
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chosen to encompass the expected value of the SRT~which
was about22.5 dB, cf. experiment I!. The speech noise
started 500 ms before the sentence, and continued for 500 ms
after the end of the sentence. Sentences and masking noise
were stored on computer hard disk and were played out with
an OROS-AU21 sound card at 44.1 kHz. The low-pass cut-
off frequency was set at 20 kHz. The level of the noise was
kept fixed at 70 dBA.

c. Design. The experiment was partitioned into four
blocks, each comprising 318 sentences. A block differed
from another block with respect to speaker~HB or RB! and
signal-to-noise ratio~21 or 24 dB!. The blocks were pre-
sented in counterbalanced order according to a 434 Latin
square. Within each block, presentation order of the sen-
tences was randomized. Thus, each subject received in total
1272 sentences, and each sentence occurred only once.

d. Procedure. For each subject, the experiment started
with the determination of the pure-tone audiogram. Next, the
subject was asked to be seated in a soundproof booth, and
was given a set of written instructions. The subject’s task
was to listen carefully to the stimuli~that were presented
monaurally via Sony MDR-CD999 headphones!, and to type
in on a computer keyboard as much as they could understand
of what was being said. A sentence was presented only once.
Subjects could edit the typed text as often as desired, and
when they were satisfied with it, they pressed ‘‘Enter.’’ If the
response was correct, the next sentence was presented auto-
matically after a delay of a few seconds. If the response was
incorrect, the correct sentence was displayed, and the next
sentence was presented only after the subject pressed the
‘‘Enter’’ key again.

Prior to the actual session, a practice list was given,
consisting of ten sentences uttered by HB and ten sentences
by RB. These sentences did not occur in the actual list. After
it was clear that the task was understood by the subject, the
actual session was started. The task was completely self-
paced, and the subjects were encouraged to take a short
break whenever they wanted. The total amount of time re-
quired to finish all sentences was estimated at about 6 h. The
experiment therefore was split into two or three parts. After
about 3 h, the experimenter interrupted the session, and an
appointment was made for the next session. If it was clear
that the subject could not finish the experiment within a rea-
sonable time limit at the second session, an appointment for
a third session was made. The duration of an experiment was
on average 6.5 h.

2. Results

a. General. All incorrect answers were checked manu-
ally for typing errors and other nonrelevant mistakes. At a
signal-to-noise ratio of21 dB, 76% and 71% of the re-
sponses were correct for speakers HB and RB, respectively.
At 24 dB, these values were 43% and 37%, respectively.
Thus, for speaker HB, the SRT was23.4 dB with a slope of
11.7%/dB, whereas for RB this was22.9 dB with a slope of
11.8%/dB. In comparison with the previous experiments,
SRTs were more than 0.5 dB better, but slopes were slightly
less steep. The differences may be due to the experimental

method. The SRTs for the individual subjects ranged from
21.3 to 25.1 dB, with a standard deviation of 0.8 dB.

b. Method of selection. The intelligibility of a sentence is
characterized by two numbers,viz., the number of correct
responsesk21 at 21 dB and the number of correct responses
k24 at 24 dB. Since for both speakers, for each sentence,
and for both signal-to-noise ratios, 12 responses were ob-
tained, k21 and k24 range between 0 and 12~inclusive!.
Table II yields the number of sentences as a function ofk21

~abscissa! and k24 ~ordinate!. Table IIa displays the results
obtained with speaker HB, Table IIb those with speaker RB.

TABLE II. Sentences subdivided by the number of correct responses at a
signal-to-noise ratio of21 dB ~abscissa! and24 dB ~ordinate!. ~a! Speaker
HB, ~b! speaker RB. The entry in reversed video indicates the expected
number ofk21 andk24 , given an underlying psychometric function with a
SRT of 25.6 dB and a slope of 15%/dB. The thick, medium, and thin solid
lines then indicate the boundary where the probabilityP(k21 ,k24) exceeds
0.05, 0.01, and 0.001, respectively. The shaded area indicates the 99% con-
fidence interval given by a psychometric function with SRT of23.9 dB and
slopeS515%/dB. Sentences within this area are taken into account into the
final set.
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For example, with speaker HB, the number of sentences for
which all 12 responses were correct at21 dB, and 10 re-
sponses were correct at24 dB equals 46. For speaker RB
this number equals 29. The sum across all entries must be
equal to 1272.

Suppose one wants to select the sentences that may have
originated from a psychometric function characterized by a
given SRT ofm and a given slopes. For a given sentence,
the probability of obtainingk24 correct responses at24 dB
andk21 correct responses at21 dB is derived from Eq.~4!,
and is written as

P~k24 ,k21!5B~p24 ,N24 ,k24!•B~p21 ,N21 ,k21!,
~7!

whereN215N24512 andp i is defined in Eq.~1!. Thus, for
each cell in Table II, the probabilityP(k24 ,k21) can be
determined for a given value ofm ands. Let us, for example,
set the value form to 25.6 dB, and the steepnessS to
15%/dB~i.e., s52.66 dB!, which are the values reported by
Plomp and Mimpen~1979!. Then, according to Eq.~1!, the
probability of a correct response at24 and21 dB then is
equal to 0.73 and 0.96, respectively. The most likely values
for a pairk24 andk21 , givenN512, therefore will be 9 and
12, respectively, and, according to Eq.~7!, P(9,12)50.152.
In Table IIa, this entry is indicated in reversed video. Simi-
larly, the probabilityP(k24 ,k21) can be calculated for all
other combinations ofk24 and k21 . It is clear that pairs
(k24 ,k21) remote from the most likely pair, yield low prob-
abilities. Selection takes place by taking into account only
the sentences in the cells for whichP(k24 ,k21) exceeds
some valueP0 . For example, ifP050.05, the sentences of
only 8 cells @viz., ~7,12!, ~8,11!, ~8,12!, ~9,11!, ~9,12!,
~10,11!, ~10,12!, and ~11,12!# are selected. This results in
284 sentences for speaker HB and 230 sentences for speaker
RB. The SRT of this subset for HB and RB can be recalcu-
lated, and indeed appears to be25.7 and25.6 dB, respec-
tively. The steepness of these sets even are 17.1%/dB and
17.2%/dB, respectively. Although the specifications for the
subsets are satisfactory, the number of sentences selected is
far too low. By decreasing the value ofP0 from 0.05 to, for
example, 0.01, the number of selected cells, hence the num-
ber of selected sentences, increases to 490 for HB and 373
for RB, but the specifications of these subsets are less good
~slopes between 14%/dB and 15%/dB!. DecreasingP0 even
further to 0.001 increases the number of sentences to 641 and
524 for HB and RB, respectively, but results in SRTs of
25.4 and25.2 dB, and slopes of 13.7%/dB and 14.1%/dB
for HB and RB, respectively. Thus, there is a tradeoff be-
tween the number of sentences included and the specifica-
tions. Selection of large subsets with low SRTs and steep
slopes is not possible due to the heterogeneity of the materi-
als @cf. Kollmeier’s ~1990! convolution model#.

Since the absolute value of the SRT is far less important
than the slope, it was decided to maximize the number of
included sentences by variation ofm and P0 , with the re-
striction that the steepness of the subsets should at least be
15%/dB. By takingm equal to23.9 dB, andP0 equal to
0.001, the subset formed for HB consisted of 783 sentences,
with a SRT of24.0 dB and a steepness of 15.1%/dB. For

RB, 726 sentences were selected, with a SRT of23.8 dB
and a steepness of 15.2%/dB. The selected cells are shaded
in Table IIa and b. The value forP0 appears to be equivalent
to the 99% joint confidence interval ofm ands. A number of
the selected sentences occurs in both subsets. By assigning
these sentences to either set, one set of 509 sentences was
created for speaker HB, and a second set containing 510
differentsentences was created for speaker RB. The SRT and
slope for these sets were recalculated and were23.88 dB
and 15.4%/dB for speaker HB and23.86 dB and 15.0%/dB
for speaker RB, respectively.

c. Formation of lists. All sentences were transcribed to
phonemes with the grapheme-to-phoneme converter of
Kerkhoff and Rietveld~1994!. Next, the sentences were
grouped in lists of 13 sentences. The latter number was
adopted from Plomp and Mimpen~1979!. In order to match
the phonemic content of each list as closely as possible to the
mean phonemic distribution, a matching procedure was de-
signed that started by the selection of the sentences contain-
ing the rarest phoneme, and dividing them evenly across
lists. Next, the sentences containing the one-but-rarest pho-
neme were selected and again were divided across lists. This
process was repeated until all phonemes were selected. A
sentence was randomly assigned to a list, but the phonemic
distribution across lists was kept as constant as possible. A
x2 criterion was used as a goodness-of-fit measure between
observed and expected frequencies. Thus, in the matching
procedure it was attempted to minimize

X25(
l 51

L

(
p51

P
~opl2ep!2

ep

, ~8!

wherel andp denote the list number and phoneme number,
respectively, andL and P denote the maximum number of
lists and phonemes, respectively. Here,L539 andP539.
The observed frequency of phonemep in list l is denoted by
opl , and the expected frequency of phonemep ~i.e., the
mean frequency! is denoted byep . The consequence of this
criterion is that the rare phonemes are very evenly distributed
across lists, whereas larger~absolute! differences occur for
the more common phonemes. The entire matching procedure
was repeated until the value ofX2 did not decrease any fur-
ther. Next, it was verified that for each list the different sen-
tences did not resemble each other too much with respect to
words or contents. The resulting values ofX2 ranged from
13.4 to 46.0, indicating that the distribution of the individual
lists matched the average distribution very well$p@X2

513.4, d.f.538]50.999, p(X2546.0, d.f.538)50.17%.
Only with one list ~list 39 for speaker RB! the distribution
deviated significantly from the average distribution (p@X2

565.5, d.f.538#,0.005). This deviation was caused by the
phoneme /c/, occurring three times, whereas the average fre-
quency was only 0.26.

In conclusion, two sets~one with a male speaker, the
other with a female speaker! each comprising 39 lists of 13
sentences were created. A sentence occurring in one set did
not occur in the other set. Thus, in total 1014 new sentences
have been generated that have the property that they are
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equally intelligible when presented in speech-shaped noise at
an equal rms level.

B. Experiment III. Evaluation of the final sets

In the previous experiment, intelligibility of the sen-
tences was measured at fixed signal-to-noise ratios. It was
already observed that the SRTs of experiments I and II dif-
fered by over 0.5 dB, which was ascribed to the different
experimental procedure. The present experiment was set up
to determine the statistical properties of the newly developed
sets, and to compare these to the properties of the existing
sets of Plomp and Mimpen~1979! and Smoorenburg~1992!.
The experimental method was very similar to that of Plomp
and Mimpen~1979!, as described in experiment I. Therefore,
only a short description is given.

1. Method

a. Subjects. Twelve subjects~ten female and two male!
participated in this experiment. Their age ranged from 18 to
26 years~with a mean of 22 years!. Their pure-tone audio-
gram did not exceed 15 dB HL at octave frequencies from
250 to 8000 Hz. Subjects were university students.

b. Stimuli. The sentence materials of four sets were
evaluated. The first set~set I! comprised the first eight lists of
Plomp and Mimpen~1979!, which had been uttered by a
female speaker RP. The second set~set II! comprised the first
eight lists of Smoorenburg~1992!, and had been uttered by a
male speaker LP. The third and fourth sets~sets III and IV!
each comprised the first eight lists from the newly formed
sets of speakers HB and RB, respectively. For each speaker,
a ninth list was added as a practice list. Within each list, the
sentence ordering was kept fixed. All sentences were stored
on computer hard disk, at a 16-bits resolution and a sampling
frequency of 44.1 kHz. Noise with the LTASS of the respec-
tive speaker served as the masker. The noise was presented
at a level of 70 dBA.

c. Design. The experiment was partitioned into four
blocks, each block comprising a different speaker. The pre-
sentation order of the blocks was counterbalanced according
to a 434 Latin square. Within each block, eight lists were
presented, preceded by one practice list. The eight lists also
were presented in counterbalanced order according to an
838 Latin square. Thus, in total, each subject received 32
lists of 13 sentences plus four practice lists.

d. Procedure. The procedure was identical to the one
described in experiment I. The entire experiment lasted about
1.5 h, breaks included.

2. Results

For each list, the SRT was determined with the
maximum-likelihood method, using all sentences except for
the first one. This resulted in 384 SRTs.

a. Differences between speakers. A two-way ~12 @sub-
ject# by 4 @speaker#! analysis of variance, with eight replica-
tions per cell, shows a significant effect of both subject
(F@11,336#515.9, p,0.000 01) and speaker (F@3,33#
57.96, p,0.0005). The interaction between speaker and
subject was not significant. The SRT per speaker is given in
Table III, and is on average24.07 dB. The standard devia-
tion between speakers is 0.35 dB. The SRT of speaker RP@of
Plomp and Mimpen~1979!# is lowest, followed by HB and
RB. The SRT of speaker LP@of Smoorenburg~1992!# is
highest. Apost hocTukey test showed no significant differ-
ences between the SRTs of speakers RP and HB, and also no
significant differences between the SRTs of speakers HB,
RB, and LP. Thus, the average SRT of the two new sets is in
between the two existing sets.

For the determination of the slope, the data were pooled
across lists for each speaker and subject. For the individual
speaker, the slope is given in Table III, and was on average
16.3%/dB. The average slope per set always was larger than
15%/dB.

b. Differences between subjects. For each speaker, the
standard deviation between subjects was determined. The
values are given in Table III, and were on average 0.80 dB.
This value is very similar to the value of 0.78 dB, obtained

FIG. 3. Results of experiment III. Speech reception thresholds~dB! as a
function of list number. Error bars indicate the standard deviation between
subjects. Each panel displays the result of a different speaker.

TABLE III. Results from experiment III. For each set is given the SRT~dB!, the slope of the psychometric
function ~%/dB!, and the standard deviation between lists, between subjects and within subjects~in dB!.

Standard deviation~dB!

Speaker
SRT
~dB!

Slope
~%/dB!

Between
lists

Between
subjects

Within
subjects

RP ~Plomp and Mimpen, 1979! 24.50 15.9 0.54 0.77 1.07
LP ~Smoorenburg, 1992! 23.66 17.7 0.63 1.11 1.04
HB 24.11 16.6 0.57 0.82 1.10
RB 24.00 15.2 0.49 0.77 1.08

Average 24.07 16.3 0.56 0.80 1.07
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by Nilssonet al. ~1994!. The analysis of variance shows that
the effect of subject is much larger than the effect of speaker
~cf. Sec. II B 2 a!.

c. Differences between lists. Figure 3 displays, for each
speaker separately, the average SRT~dB! as a function of list
number, as well as the standard deviation between subjects.
For each speaker, a one-way analysis of variance was per-
formed. For none of the speakers, large significant effects of
list were found (F@7,88#,2.45, p.0.02). Therefore, lists
were considered as equivalent. The standard deviation be-
tween lists for each speaker is given in Table III, and was on
average 0.56 dB.

d. Test–retest reliability. The reliability of an SRT mea-
surement can be estimated by looking at the within-subject
differences. For each speaker, the standard deviation be-
tween lists for each individual subject was determined$i.e.,
the within-cell variance with the two-way~12 @subject# by 4
@speaker#! analysis of variance%. The standard deviations per
speaker are given in Table III, and were on average 1.07 dB.
This result is in good agreement with previous results of
Plomp and Mimpen~1979! and Nilssonet al. ~1994!, who
found values of 0.9 and 1.13 dB, respectively.

3. Conclusions from experiment III

Despite the fact that in the selection procedure in Sec.
II A higher SRT values were accepted, the results show sur-
prisingly that the two newly developed sets still have similar
SRTs and slopes as the existing sets of Plomp and Mimpen
~1979! and Smoorenburg~1992!.

III. GENERAL DISCUSSION

In the present paper, the selection, recording, and evalu-
ation of new sentence materials for the measurement of the
speech reception threshold, as well as a selection procedure
to create subsets for efficient measurement of the SRT in
LTASS noise has been described. Two sets have been
formed that can be viewed as equivalent to the existing sets
of Plomp and Mimpen~1979! and Smoorenburg~1992!.
Each set contains 39 lists of 13 sentences. In one set, sen-
tences were uttered by a female speaker, in the other by a
male speaker. The sentences that occur in one set do not
occur in the other set.

A. Differences between speakers

Initially, the aim was to create four sets, each with iden-
tical sentence materials, but uttered by different speakers.
The results of experiment I showed a large effect of speaker,
indicating that the overall intelligibility differed between
speakers. Moreover, a significant interaction between lists
and speakers was found, indicating that the rank-order be-
tween speakers with respect to intelligibility differed from
list to list ~hence also from sentence to sentence!. Despite the
special recording procedure, where as many variables as pos-
sible have been kept fixed, the between-speaker differences
apparently still were not small enough.

One possibility is that differences in articulation have
played a role. It is known that these differences become more

apparent under increasingly adverse listening situations
~Mullennix et al. ~1989!. Since, in the present experiments,
all speech has been presented near the speech reception
threshold, it is conceivable that articulatory differences may
have played a significant role. The issue of speaker variabil-
ity in the sense that listeners have to adjust to the character-
istics of a particular speaker~Mullennix et al., 1989! prob-
ably has not played a role in the present experiments, since
alteration from one speaker to another did not occur earlier
than after one list.

Alternatively, with speaker MS it was observed that the
end of each sentence on average was less intelligible when
listening to it in stationary noise. Usually, when uttering a
sentence, the level decreases as the sentence proceeds. How-
ever, in stationary noise this implies that, at a given overall
signal-to-noise ratio, the signal-to-noise ratio at the begin-
ning of a sentence will be higher than at the end. Since the
intelligibility of the complete sentence depends crucially on
the intelligibility of the individual parts, it is expected that
the SRT worsens if the intensity over time increases. For
example, sentences with a large decline will, at the SRT, be
perfectly intelligible at the beginning, but not at the end.
Thus, intelligibility of the complete sentence depends only
on the intelligibility of the last~few! words. Therefore, not
only the SRT increases, but also the slope of the psychomet-
ric function will flatten ~and become comparable to, for ex-
ample, the slope for isolated words!.

To investigate to what degree the sets varied with re-
spect to within-sentence intensity course, for each set the rms
amplitude as a function of time was calculated. The result is
displayed in Fig. 4. Indeed, the decline in speakers AM and
MS is larger than those of the other speakers, whereas those
for the other four speakers are comparable. As can be seen,
the decline is substantial: Although it is difficult to fit a
straight line to the curves, it is clear that the intensity de-
clines at least by about 2 dB per second. This indicates that,
next to articulatory variation, within-sentence intensity de-
cline has caused differences in intelligibility between sen-
tences or speakers. If one would be able to correct the tem-

FIG. 4. Mean rms amplitude~dB! as a function of time~s! for male speakers
LP, AM, and RB and female speakers RP, HB, and MS. Curves have been
shifted along the ordinate.
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poral slope in some way, it seems feasible to decrease
variability and create more equivalent sets.

B. Measurement efficiency

In evaluating the sentence materials, the experimental
procedure of Plomp and Mimpen~1979! was adopted. Also,
a number of methods and strategies described in this paper
closely follow those described by Plomp and Mimpen
~1979!. It is clear that these choices have been made to come
to comparable sentence materials that can be used in an iden-
tical experimental setup. This also means that these choices
are not necessarily the best ones. For example, one could
argue that word scoring would result in more accurate results
than sentence scoring. Also, a different manner of estimating
the SRT of a run could produce more reliable results. In the
next paragraphs some of these issues are discussed in light of
measurement efficiency.

1. How much variation in the response is allowed?

In the experiments reported in this paper, as well as
many other papers on this topic, a response was considered
correct only if the entire sentence was reproduced completely
correct, i.e., no mistakes whatsoever~articles, tense, plural/
singular, etc.! were allowed. To investigate to what extent
the SRT changes if small mistakes are allowed~i.e., to in-
vestigate the variability in SRT due to the variation in judg-
ment criteria between different investigators!, the results
from experiment II were reexamined for the first ten subjects.
A sentence now was considered correct if the content was
more or less understood. If small mistakes are allowed, it is
expected that not only the SRT becomes better, but also that
the slope becomes steeper. For, at favorable signal-to-noise
ratios, the message usually is clear, but small mistakes are
still made, whereas at less favorable signal-to-noise ratios the
message itself is unclear, independent of small mistakes. The
results show that indeed the SRT becomes better, about 0.7
dB, but that the slope hardly changes. Averaged across sub-
jects, the slope slightly increases by 1%/dB, but for the in-
dividual subjects slopes either increase or decrease. Thus, the
extent to which response variations are allowed changes the
SRT, but not the slope. This indicates that judgment criteria
hardly affect measurement efficiency.

2. Sentence scoring versus word scoring

Instead of sentence scoring, the number of correctly re-
peated words could be scored~Kollmeier and Wesselkamp,
1997!. To assess the difference between sentence scoring and
word scoring, the results of experiment II were reanalyzed,
and for every response the number of correctly repeated
words ~i.e., the number of correctly typed words! was
counted. The results of experiment II already showed that,
averaged across all sentences, sentence scoring resulted in an
SRT of23.4 and22.9 dB for speakers HB and RB, respec-
tively. The corresponding slopes were 11.6%/dB and 11.8%/
dB, respectively. With word scoring, the SRT drastically im-
proves to 26.1 and 25.6 dB for speakers HB and RB,
respectively. However, the slopedecreasesto 10.3%/dB and
10.5%/dB, respectively.

Similar statistics were performed on a subset of the data,
viz., the sentences for which the individual psychometric
function could be determined. This resulted in a subset of
653 sentences for speaker HB and 678 sentences for speaker
RB. Again, SRT and slope were determined under sentence
scoring or word scoring. With sentence scoring, the SRT of
the individual sentences was on average23.1 dB with a
standard deviation of 2.9 dB for speaker HB, and22.8 dB
with a standard deviation of 3.3 dB for speaker RB. Thus,
the SRT of the subsets did not differ much from those ob-
tained for the entire set. However, the average slope greatly
improved to 15.5%/dB and 15.7%/dB for HB and RB, re-
spectively. Thus, with sentence scoring, measurement effi-
ciency can already greatly be improved by imposing a level
correction to each individual sentence, such to produce equal
SRTs. With word scoring, SRTs and slopes of the subset
were comparable to those of the whole set~SRTs of26.4
and 25.9 dB for speaker HB and RB, respectively, with
standard deviations of 3.4 and 3.1 dB; slopes of 12.8%/dB
and 13.0%/dB, respectively!. Again, the slopes obtained un-
der word scoring are less steep than those obtained under
sentence scoring.

It is known ~e.g., Bosman and Smoorenburg, 1995! that
the psychometric function for single words is rather shallow
~e.g., 6%/dB for CVC words!. It is expected that, with word
scoring, the psychometric function for a string ofN nonre-
lated words is similar to that for single words~presuming
that other factors such as memory span, etc. are ignored!,
since only averaging takes place.~In other words: It makes
no differences whether one scores a list of ten separate
words, or one ‘‘sentence’’ consisting of ten words.! With
sentence scoring, on the other hand, every word in the string
needs to be perceived correctly, in order to yield a correct
response. Thus, the psychometric function for sentence scor-
ing, FS , is expected to be related to that of single words,
FW , via FS'(FW)N. ~Note that this must be an approxi-
mation, sinceFS and FW cannot be Gaussian simulta-
neously, except forN51.) For values ofN greater than
unity, FS has a steeper slope, but a worse SRT in compari-
son with FW . This is precisely what has been observed
above. By insertion of the values for the SRT and slope for
both FS andFW it is in principle possible to obtain an esti-
mate forN, which can be interpreted as the ‘‘effective’’ or
‘‘independent’’ number of words of a sentence@cf. the so-
called j-factor of Boothroyd and Nittrouer~1988!#. Here, the
value forN is between 1.5 and 2.5. The fact thatN is smaller
than the average number of words in a sentence~about six!
originates from the fact that the words in a meaningful sen-
tence are interrelated and redundant.

Word scoring thus produces psychometric functions
with relatively shallow slopes. However, this does not imply
that the measurement efficiency is smaller, since every word
is scored, instead of every sentence. Hence, per sentence,
effectively 1.5 to 2.5~binary! responses are obtained~i.e., the
value for N!. It can be shown that, in order to obtain an
equally reliable estimate of the SRT, word scoring requires
about 0.5 to 0.8 times the amount of sentences required with
sentence scoring. Therefore, despite the shallower slope,
word scoring eventually is more efficient than sentence scor-
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ing. In any case, word scoring requires less sentence materi-
als per SRT estimate, and it therefore is worthwhile to con-
sider this method if one expects to run out of sentence
materials. One should keep in mind, however, that word
scoring probably is more laborious for the experimenter. It
presumably depends on the experimental setting whether
word scoring will also be more time efficient.

3. Maximum-likelihood method versus conventional
method

The SRTs from the present experiments all have been
calculated by fitting a cumulative Gaussian curve to the data
with a maximum-likelihood method, using all data but the
first sentence. Plomp and Mimpen~1979! and others calcu-
lated the SRT by averaging across the signal-to-noise ratios
after sentence #4. To investigate the difference between both
methods, all 384 SRTs from experiment III were recalculated
with the conventional method. Figure 5 displays, for each
list, the SRT obtained with the conventional method as a
function of the SRT calculated with the maximum-likelihood
method. Except for six lists, the deviation between the SRTs
of the two calculation methods is less than 1 dB. These six
lists are characterized by a large standard deviation, i.e., a
bad staircase. Overall, no systematic differences occur; the
two methods give very similar results. Given the fact that
more trials are taken into account with the maximum-
likelihood method, one would expect the spread of the data
along the abscissa to be smaller than that along the ordinate.
With the present results, this appears not to be true~the stan-
dard deviations are 1.93 and 1.75 for the maximum-
likelihood method and the conventional method, respec-
tively!. This counterintuitive result led us to perform some
Monte Carlo simulations. For a range of slopes~from 5%/dB
to 25%/dB! and a variety of list lengths~from 13 to 832 trials
per list!, adaptive runs were simulated. Both calculation
methods were performed after each run. Again, in all cases
the standard deviation of the SRT estimate was larger for the
maximum-likelihood method than for the conventional
method, although differences often were small. An explana-
tion for these differences is that the maximum-likelihood
method makes no assumptions about the underlying value of
the SRT or the steepness of the slope, whereas the conven-
tional method does. Nevertheless, for the present procedure,

the method of simple averaging seems to be at least as ef-
fective as the more complex maximum-likelihood estimate.

C. Linguistic entropy

Nilssonet al. ~1994! were surprised about the difference
in SRT between their sentence materials~SRT522.92 dB!
and Plomp and Mimpen’s~1979! materials~SRT525.6 dB!.
They examined the range of level variations within the ma-
terials, but no systematic differences were found between the
sets. They also checked the LTASS of both sets, but these
were found to be correct. Lastly, Nilssonet al. ~1994! hy-
pothesized that differences in linguistic entropy~cf. van
Rooij et al., 1991! might be a factor. Informal comparison of
the Dutch and English materials did not directly lead to the
conclusion that the contents or structure of the English sen-
tences were more difficult than that of the Dutch materials.
Nevertheless, it is possible that lexical issues such as the
neighborhood density and frequency~e.g., Luce and Pisoni,
1998; Sommerset al., 1997! have a considerable effect on
the overall SRT value, for instance, since the English lan-
guage contains many more words than the Dutch language.
Although it is very worthwhile to find out to what degree
these issues play a role, it is beyond the scope of the present
paper.

IV. SUMMARY

This paper describes a method for the development of
speech materials for efficient measurement of the speech re-
ception threshold. A set of 1272 sentences was created and
was uttered by two male and two female speakers. For one
male and one female speaker, a subset was formed that en-
ables efficient measurement of the speech reception thresh-
old in stationary speech noise. The subset consists of two
times 39 lists, each list containing 13 sentences. The subset
can be considered as being equivalent to the existing sets of
Plomp and Mimpen~1979! and Smoorenburg~1992!.
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APPENDIX: CALCULATION OF THE CONFIDENCE
INTERVALS OF THE SRT USING A MAXIMUM-
LIKELIHOOD METHOD

This Appendix contains the derivation of the confidence
interval of the SRT, as determined with a maximum-
likelihood method. The result will show that the confidence
interval is directly related to the steepness of the psychomet-
ric function, and decreases with the increase in the number of
sentences in a list.

In this Appendix, the psychometric functions will be
based on the logistic function, rather than the cumulative
normal distribution that was used in the main text. The
shapes of both functions are very similar, and the use of the
logistic function is solely for mathematical convenience. The
logistic functionL(r ) is given by

L~r !5
er

11er
. ~A1!

Analogous to Eq.~1! in the main text, the psychometric
function is defined as

pm,t~r !5LS r 2m

t D , ~A2!

wherem denotes the signal-to-noise ratio for which the prob-
ability of a correct response equals 0.5, hence is equal to the
SRT, and wheret is a measure for the steepness of the psy-
chometric function. Near the 50% correct point, the values
for s ~in the main text! and t are related viat5sA(p/8),
and the steepness of the slope, expressed in percent per dB,
is given byS525/t.

The deviance function, given by Eq.~6! in the main text,
can be written out explicitly by insertion of the binomial
distribution from Eq.~4!. After some simplifications the ex-
pression becomes
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Here,pi5ki /Ni , whereki is the observed number of correct
responses out ofNi sentences. Equation~A3! goes for any
arbitrary functionp. Minimization of the deviance function
requires that the first derivatives ofD with respect tom andt
are equal to zero. Thusm andt should be varied such that
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Near the minimum, the second derivative of the deviance
function with respect tom or t is a measure for the curvature,
hence indicative for the standard error. The matrix that con-
tains the second derivatives ofD is called Fisher’s informa-
tion matrix and is given by
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where, with the aid of Eqs.~A4! and ~A5!,
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and
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Near the minimum, the second part of Eqs.~A8! and ~A9!
are equal to zero. The diagonal elements of the inverse ma-
trix of F yield the variance in the estimate ofm andt. The
variance in the estimate ofm therefore is given by

var ~m!5
Dtt

Dmm•Dtt2Dmt
2

. ~A10!

Insertion of Eqs.~A7!–~A9! into Eq. ~A10! shows that, near
the minimum, var~m! is proportional tot2, hence the stan-
dard error is proportional tot, and thus depends linearly on
the steepness of the psychometric function. Also, it can be
seen that the standard error ofm is roughly inversely propor-
tional to the square root of the total number of sentences.
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gen.

Kollmeier, B., and Wesselkamp, M.~1997!. ‘‘Development and evaluation
of a German sentence test for objective and subjective speech intelligibil-
ity assessment,’’ J. Acoust. Soc. Am.102, 2412–2421.

Kramer, S. E., Kapteyn, T. S., and Festen, J. M.~1998!. ‘‘The self-reported
handicapping effect of hearing disabilities,’’ Audiology37, 302–312.

Luce, P. A., and Pisoni, D. B.~1998!. ‘‘Recognizing spoken words: The
neighborhood activation model,’’ Ear Hear.19, 1–36.

Middelweerd, M. J., Festen, J. M., and Plomp, R.~1990!. ‘‘Difficulties with
speech intelligibility in noise in spite of a normal pure-tone audiogram,’’
Audiology 29, 1–7.

Mullennix, J. W., Pisoni, D. B., and Martin, C. S.~1989!. ‘‘Some effects of
talker variability on spoken word recognition,’’ J. Acoust. Soc. Am.85,
365–378.

Nilsson, M., Soli, S. D., and Sullivan, J. A.~1994!. ‘‘Development of the

Hearing In Noise Test for the measurement of speech reception thresholds
in quite and in noise,’’ J. Acoust. Soc. Am.95, 1085–1099.

Plomp, R., and Mimpen, A. M.~1979!. ‘‘Improving the reliability of testing
the speech reception threshold for sentences,’’ Audiology18, 43–52.

Smoorenburg, G. F.~1992!. ‘‘Speech reception in quiet and in noisy condi-
tions by individuals with noise-induced hearing loss in relation to their
tone audiogram,’’ J. Acoust. Soc. Am.91, 421–437.

Sommers, M. S., Nygaard, L. C., and Pisoni, D. B.~1994!. ‘‘Stimulus vari-
ability and spoken word recognition. I. Effects of variability in speaking
rate and overall amplitude,’’ J. Acoust. Soc. Am.96, 1314–1324.

Sommers, M. S., Kirk, K. I., and Pisoni, D. B.~1997!. ‘‘Some consider-
ations in evaluating spoken word recognition by normal-hearing, noise-
masked normal-hearing, and cochlear implant listeners. I. The effect of
response format,’’ Ear Hear.18, 89–99.

van Rooij, J. C. G. M., and Plomp, R.~1991!. ‘‘The effects of linguistic
entropy on speech perception in noise in young and elderly listeners,’’ J.
Acoust. Soc. Am.90, 2985–2991.

Wagenaar, W. A.~1969!. ‘‘Note on the construction of Digram-Balanced
Latin Squares,’’ Psychol. Bull.72, 384–386.

1684 1684J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Versfeld et al.: Selection of sentence materials



Measuring the threshold for speech reception
by adaptive variation of the signal bandwidth.
II. Hearing-impaired listenersa)
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In a previous study@Noordhoeket al., J. Acoust. Soc. Am.105, 2895–2902~1999!#, an adaptive test
was developed to determine the speech-receptionbandwidththreshold (SRBT), i.e., the width of a
speech band around 1 kHz required for a 50% intelligibility score. In this test, the band-filtered
speech is presented in complementary bandstop-filtered noise. In the present study, the performance
of 34 hearing-impaired listeners was measured on this SRBT test and on more common SRT
~speech-reception threshold! tests, namely the SRT in quiet, the standard SRT in noise~standard
speech spectrum!, and the spectrally adapted SRT in noise~fitted to the individual’s dynamic range!.
The aim was to investigate to what extent the performance on these tests could be explained simply
from audibility, as estimated with the SII~speech intelligibility index! model, or require the
assumption of suprathreshold deficits. For most listeners, an elevated SRT in quiet or an elevated
standard SRT in noise could be explained on the basis of audibility. For the spectrally adapted SRT
in noise, and especially for the SRBT, the data of most listeners could not be explained from
audibility, suggesting that the effects of suprathreshold deficits may be present. Possibly, such a
deficit is an increased downward spread of masking. ©2000 Acoustical Society of America.
@S0001-4966~00!03203-3#

PACS numbers: 43.71.Ky, 43.71.Gv@DOS#

INTRODUCTION

A common complaint of listeners suffering from senso-
rineural hearing impairment is that they experience great dif-
ficulty in understanding speech in ambient noise. According
to some studies, this difficulty is only caused by the fact that
part of the speech spectrum is below the absolute threshold
~Zurck and Delhorne, 1987; Lee and Humes, 1993!. Other
studies suggest that suprathreshold deficits~i.e., deficits that
show up in a suprathreshold stimulus condition! are also in-
volved ~Glasberg and Moore, 1989; Dreschler and Plomp,
1985!. In a review, Moore~1996! concluded that, for hearing
losses up to about 45 dB, inaudibility of part of the speech
spectrum is the dominant source of the difficulty in under-
standing speech, whereas for greater losses suprathreshold
deficits start to play a role.

Aspects of sound perception that may be affected are
spectral resolution, temporal resolution, frequency discrimi-
nation, and loudness perception. It has proved difficult to
relate the reduced ability to understand speech in noise to
specific suprathreshold deficits~Moore, 1996!. A reason for
this may be that correlations between the ability to under-
standbroadbandspeech and auditory functions at a specific

frequency were studied. The investigation of the factors un-
derlying a speech-processing deficit may be simplified by
restricting the research to a limited frequency region. To find
clear correlations with auditory functions at a specific fre-
quency, considering intelligibility fornarrow-band speech
seems more relevant.

For that purpose, the SRBT test has been developed
~Noordhoek et al., 1999!. In this test, the bandwidth of
speech around 1 kHz required for a 50% intelligibility score
is determined ~speech-receptionbandwidth threshold or
SRBT). The narrow-band speech is presented in comple-
mentary bandstop-filtered noise to ensure that the speech is
only audible within the desired frequency band. A procedure
comparable to the SRT test in noise~Plomp and Mimpen,
1979! is followed with the difference that the bandwidth of
the speech signal, not the signal-to-noise ratio, is changed
adaptively.

The SRBT of normal-hearing listeners is 1.4 octave un-
der optimal conditions, i.e., when the entire speech dynamic
range is above the hearing threshold, but not so loud that
audibility is affected by excessive upward spread of mask-
ing. Provided that the full dynamic range of speech is above
threshold, it is plausible to assume that a broader-than-
normal SRBT points to a deterioration in sound processing
in the 1-kHz frequency region. The SRBT test is meant as a
research tool to select hearing-impaired listeners suffering
from a deficit in speech processing in the 1-kHz frequency
region, and may be incorporated in correlation studies of
auditory functions at 1 kHz and speech perception.

Although the stimulus in the SRBT experiment is an
artificial signal, it is not remote from everyday listening situ-

a!Part of the SRBT data was presented at the 16th International Congress on
Acoustics and the 135th Meeting of the Acoustical Society of America
@Proceedings of ICA/ASA ’98, Seattle, WA, 2613–1614~1998!# and at the
Summerschool and Symposium ’98, Bad Zwischenahn, Germany@Psycho-
physics, Physiology and Models of Hearing~1999!, World Scientific Pub-
lishing, Singapore#.

b!Current address: TNO Institute of Applied Physics, P.O. Box 155, 2600
AD Delft, The Netherlands. Electronic mail: ingridn@dds.nl
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ations. In practice, it often occurs that part of the speech
spectrum is masked by ambient noise with a different spec-
tral content, like the sound from traffic, domestic equipment,
or music. However, it should be clear that the SRBT is not
designed as a measure for the speech communication ability
of hearing-impaired listeners in real life. The human voice is
probably the most common source of ambient noise. There-
fore, the SRT test for broadband speech in noise, in which
the noise spectrum is shaped according to the long-term av-
erage speech spectrum, is a more appropriate measure for
everyday speech perception.

An alternative measure for a listener’s ability to under-
standnarrow-bandspeech is the SRT for bandpass-filtered
speech in noise. However, when noise is added to the speech
passband, the bandwidth of the speech must be much broader
than the SRBT in order to allow the listeners to reach a 50%
intelligibility score. For a broader speech band around 1 kHz,
the correlation between intelligibility and auditory functions
at 1 kHz is less obvious. Therefore, the SRBT test is pre-
ferred to the SRT test for bandpass-filtered speech in noise,
when the experimental goal is to find correlations between a
listener’s ability to understand narrow-band speech and per-
formance on psychoacoustic tests at 1 kHz.

In the present study, 34 hearing-impaired listeners and
10 normal-hearing listeners performed the new SRBT test
and more common SRT tests. First, the SRT in quiet was
measured. Next, the SRT in steady-state speech-shaped noise
was measured with the noise fixed at 20 dB above each lis-
tener’s SRT in quiet. Since even at these levels, it is possible
that part of the speech spectrum falls below the hearing
threshold, the SRT in noise was also measured with the
speech and noise spectra shaped to fit the midline of the
dynamic range of each individual listener. Last, the SRBT
was determined using the same spectral shaping.

The first aim of this paper is to examine to what extent
the SRBT of the hearing-impaired listeners differs from the
SRBT of normal-hearing listeners. This is important, because
the SRBT test is intended to discriminate between listeners
with normal and reduced speech processing in the 1-kHz
frequency region. The second aim is to investigate whether
an elevated SRT or broader-than-normal SRBT can be ex-
plained simply within the audibility concept~losing part of
the full dynamic range of the speech!, or require the assump-
tion of suprathreshold deficits. This is of significance for the
audiology practice, because when the speech-understanding
problem of a hearing-impaired listener is caused by a su-
prathreshold deficit, intelligibility cannot be restored com-
pletely by amplification of the speech signal with a hearing
aid.

In this study, audibility is defined as the effective pro-
portion of the speech dynamic range contributing to intelli-
gibility as calculated with the speech intelligibility index, or
SII ~ANSI, 1997!. The SII replaces the older articulation in-
dex ~ANSI, 1969!, and is calculated from the speech and
noise spectra, and the hearing threshold. The SII model in-
cludes procedures for computing the effect on audibility of
self-masking of speech, upward spread of masking, and level
distortion ~i.e., the decrease of speech intelligibility at high
presentation levels!, for normal-hearing listeners.

A speech-processing deficit is defined as a suprathresh-
old effect, not included in the SII model, that reduces intel-
ligibility. For example, speech intelligibility can be reduced
by spectral spread of masking. If the spread of masking ex-
perienced by a hearing-impaired listener in a speech intelli-
gibility test is the same as that experienced by a normal-
hearing listener at the same absolute level, this is considered
an audibility effect. If the hearing-impaired listener experi-
ences excessive spread of masking, the extent to which the
spread of masking exceeds the normal spread of masking is
regarded to be a speech-processing deficit.

Thus, if the performance of a hearing-impaired listener
on speech intelligibility tests is consistent with the SII
model, it is assumed that this listener does not suffer from a
suprathreshold speech-processing deficit, and that a possible
abnormal SRT or SRBT is due only to inaudibility of a part
of the speech spectrum. If, on the other hand, performance is
worse than predicted by the SII model, it is assumed that this
is caused by a speech-processing deficit.

I. METHOD

A. Materials and design

The speech material consisted of eight lists of 13 mean-
ingful everyday Dutch sentences~eight or nine syllables!,
uttered by a male speaker~Smoorenburg, 1992!. For mask-
ing, a Gaussian noise was used, shaped according to the
long-term average spectrum of the sentences. Both the
speech and the noise were digitized at a sampling frequency
of 15 625 Hz with 16-bit resolution.

Signals were generated by a personal computer using
TDT ~Tucker-Davis Technologies! System II hardware.
Speech and noise were upsampled by a factor of 2, and were
each delivered through a 16-bit D/A converter~TDT DD1! at
a 31 250-Hz sampling frequency and low-pass filtered at 16
kHz ~TDT FT5!. Next, speech and noise were attenuated
separately~TDT PA4!, and subsequently summed~TDT
SM3!. The total signal was sent through a programmable
filter ~TDT PF1!, used for frequency shaping. If necessary,
the signal was passed through an amplifier.

In this study, our main interest is to compare the results
of individual hearing-impaired listeners to the results of the
normal-hearing listeners. Therefore, differences among lis-
teners due to order and lists effects were avoided by present-
ing the lists of sentences and the intelligibility tests in a fixed
order. With the eight lists of sentences, two similar blocks
~test–retest! of four intelligibility tests were performed. A
block consisted of three SRT tests, followed by one SRBT
test.

The first SRT test was performed in quiet~SRTq!, with
the original spectrum~i.e., with the programmable filter in
bypass mode!. The second SRT test was performed in noise
~SRTn!, with the unmodified spectra for speech and noise.
The level of the masking noise was 20 dB above the mea-
sured SRTq of each listener. The third SRT test was also
performed in noise, with the difference that the speech and
noise signals were adapted to the dynamic range of indi-
vidual listeners~SRTa!. The noise spectrum was shaped to fit
halfway between hearing threshold and broadband uncom-
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fortable loudness level~see Sec. I C! for frequencies between
250 and 4000 Hz. The shape of the speech spectrum was
equal to the shape of the noise spectrum. The signal-to-noise
ratio in the adaptive procedure was varied by adjusting the
level of the speech. To obtain the desired spectra, the speech
and noise signals were filtered, using a finite impulse re-
sponse~FIR! filter with 160 coefficients, implemented on the
TDT PF1-hardware. Below 250 Hz and above 4000 Hz, the
frequency response of the filter was flat.

In the SRBT procedure, the bandwidth of the speech
signal was varied. The speech was bandpass filtered on line
with a fixed-center frequency of 1 kHz, using software filters
with 256 coefficients. Complementary bandstop noise was
added to the speech signal. The noise was filtered off-line,
using software filters with 1024 coefficients. Both the
~bandpass-filtered! speech and~bandstop-filtered! noise spec-
tra were shaped to fit halfway the dynamic range of the in-
dividual listener, using the same FIR filter, implemented on
the TDT PF1-hardware as in the preceding SRTa test.

B. Listeners

Thirty-four hearing-impaired persons were selected from
the files of the University Hospital VU and served as sub-
jects. Their age ranged from 35 to 88 years, with a mean of
64 years. Their native language was Dutch. Only listeners
who could reach an intelligibility score for monosyllabic
words in quiet of at least 75% were selected. Four listeners
had a mixed hearing loss and 30 listeners suffered from sen-
sorineural hearing loss in both ears. Mean, standard devia-
tion, and range of pure-tone air-conduction thresholds at the
ear under test are given in Table I. For each listener, the
threshold was at least 40 dB HL at one or more frequencies.
Ten normal-hearing listeners, ranging in age from 18 to 33
years, participated in the experiment as a reference group.

C. Procedure

Listeners were seated in a soundproof room. The stimuli
were presented monaurally through headphones~Sony
MDR-CD999!. Generally, the ear with the lowest word in-
telligibility score in quiet was tested. Only if the risk of
overhearing existed or if the listener could not reach a 75%
intelligibility score in quiet with this ear, the other ear was
tested.

The experiment consisted of two parts. In the first part of
the experiment, the dynamic range was determined for each
listener by measuring hearing threshold and uncomfortable
loudness level~UCL!. In the second part of the experiment,

the ability of the listener to understand speech was measured
with SRT tests in quiet and in noise, and with the SRBT test.

1. Dynamic range

Hearing threshold and UCL were measured with 1/3-
octave bands of noise at five center frequencies: 250, 500,
1000, 2000, and 4000 Hz. Levels for intermediate 1/3-octave
bands were calculated by interpolation. The maximum pre-
sentation level was 80 dB SPL in the determination of the
hearing threshold and 134 dB SPL in the UCL measurement.
If the hearing threshold was higher than 80 dB SPL or the
UCL was higher than 134 dB SPL, the levels of 80 or 134
dB SPL were used in the calculation of the midline of the
dynamic range.

For the determination of the hearing threshold, a Be´késy
tracking procedure was used with a step size of 1 dB. The
listener was asked to push a button as long as he or she could
hear a pulsating noise burst~duration: 300 ms; repetition
frequency: 2.4 Hz!. As long as the button was pushed, the
level of the noise bursts decreased. When the button was
released, the level started to increase. The threshold measure-
ment was finished after 11 reversals. The threshold was de-
fined as the average of all but the first reversal levels.

Uncomfortable loudness levels were determined in two
steps. First, the UCL of the five 1/3-octave bands of noise
was measured individually. Next, the UCL was measured
with a broadband noise burst. For determination of the 1/3-
octave band UCL, the listener had to push a button as soon
as a pulsating noise burst with increasing level~length: 300
ms; repetition frequency: 1.7 Hz! was experienced as uncom-
fortably loud. The level of the noise burst increased in steps
of 3 dB. When the listener pushed the button, the level of the
noise burst decreased by a random amount between 21 and
31 dB. The measurement was finished after six responses.
The UCL of each band was computed by averaging across
the levels at which the button was pushed.

The broadband noise burst had a duration of 4 s and was
spectrally shaped according to the narrow-band UCLs. To
determine the UCL of the broadband noise burst, the noise
burst was generated at gradually increasing levels. After each
presentation the listener was asked whether the signal was
experienced as uncomfortably loud. If so, this level was con-
sidered as the broadband UCL and the corresponding level in
each of the five 1/3-octave bands was taken as the new UCL
of that band. The broadband UCL was measured, because in
the second part of the experiment a broadband masking noise
was used, and since the relationship between narrow-band
and broadband UCLs varies across listeners~Walker et al.,
1984!.

2. Speech intelligibility

In the SRT tests, the level of the sentences was changed
according to an adaptive procedure~Plomp and Mimpen,
1979!. The first sentence of a list was repeated, each time at
a 4-dB higher level, until the listener could correctly repro-
duce the sentence. The subsequent 12 sentences were pre-
sented only once, using an up–down procedure with a step
size of 2 dB.

TABLE I. Mean pure-tone air-conduction thresholds at octave frequencies
in the ear under test of the 34 hearing-impaired listeners. Also given are the
standard deviation and the range of thresholds at each frequency.

Threshold
~dB HL!

Frequency~Hz!

250 500 1000 2000 4000 8000

Mean 29 35 43 49 65 82
s.d. 19 20 17 16 17 22
Minimum 0 25 0 5 15 15
Maximum 75 75 70 75 100 120
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The SRTq was defined as the average A-weighted
sound-pressure level of sentences 5 to 14. Sentence 14 was
not actually presented, but its ‘‘would-be’’ level was in-
cluded in the calculation of the SRT, to use the information
provided by the response to sentence 13. The SRTn and
SRTa were defined as the average signal-to-noise ratio~in
dB! for sentences 5 to 14.

In the SRBT test, the first sentence in a list was pre-
sented at a 600-Hz bandwidth, much narrower than the band-
width required for a 50% intelligibility score. This sentence
was repeated each time with the bandwidth multiplied by
(1.37)2 ~a double step!, until the listener correctly repro-
duced the sentence. The other sentences in the list were pre-
sented only once. When a sentence was repeated correctly,
the bandwidth~in Hz! for the next sentence was divided by
1.37. When the repeated sentence was incorrect, the band-
width ~in Hz! for the next sentence was multiplied by 1.37.
This implies that the step size in the SRBT procedure was
constant on a logarithmic frequency axis. The SRBT was
defined as the geometric mean of the bandwidth of sentences
5 to 14.

Prior to the speech intelligibility experiment, two lists of
13 sentences were presented, to familiarize the listeners with
the procedure. With these lists, an SRTq test and an SRTn
test were performed.

II. SII CALCULATIONS

As a consequence of our effort to keep the full dynamic
range of the speech audible, presentation levels were differ-
ent for each listener. This, in turn, may cause differences in
audibility, for example because at a higher level the bandstop
noise in the SRBT experiment produces more spectral spread
of masking. The effect of level on audibility is evaluated
with the speech intelligibility index~SII!.

The SII for a given condition is calculated from the
speech and noise spectra, and the hearing threshold~ANSI,
1997!. The SII is defined by

SII5(
i 51

n

I iAi , ~1!

wheren is the number of frequency bands used in the calcu-
lations. The band-importance functionI i reflects the impor-
tance of frequency bandi for speech intelligibility. The
band-audibility functionAi is the effective proportion of the
dynamic range of speech within bandi that contributes to
intelligibility. In quiet, a speech sample in bandi contributes
to intelligibility, when its level is higher than the level of an
imaginary internal noise in the ear of the listener. This inter-
nal noise is calculated so that, if it were an external noise, it
would lead to the pure-tone threshold of the listener. In
noise, a speech sample in bandi contributes to intelligibility
when its level is higher than the level of the masking noise
and the imaginary noise. Furthermore, the band-audibility
functionAi includes the effects on audibility of self-masking
in speech, upward spread of masking, and level distortion
~i.e., the decrease of speech intelligibility at high presenta-
tion levels!.

In the present study, the SII was calculated following the
1/3-octave band procedure of ANSI~1997!, using the band-
importance function for speech material of average redun-
dancy~Pavlovic, 1987!. One modification to the standard SII
model was introduced. In the standard SII model, the slope
for the upward spread of masking in dB/octave (Ci) due to
frequency bandi is given by

Ci528010.6•BLi , ~2!

where BLi is the level of the masker~in dB SPL! in fre-
quency bandi. In our modified SII model, shallower slopes
of the masking curves were used for frequencies below 500
Hz, because previous calculations have shown that the stan-
dard SII model underestimates the upward spread of masking
produced by the low-frequency noise in the SRBT experi-
ment ~Noordhoeket al., 1999!. For 1/3-octave bands with
masker frequencies below 500 Hz~i.e., i ,6), the slope of
the masking curve was calculated according to1

Ci5@120.08•~62 i !#•@28010.6•BLi #. ~3!

The level of speech and noise was measured in 1/3-
octave bands with the headphone on a Bru¨el & Kjær type
4152 artificial ear with a flat-plate coupler. For the SII pro-
cedure, these levels were transformed to equivalent free-field
levels, using the ‘‘artificial-ear-to-free-field transfer func-
tion’’ as derived in Noordhoeket al. ~1999!. Next, the free-
field levels of speech and noise were converted to spectrum
levels, as is required by the SII procedure.

The spectrum level of the imaginary internal noise is

X5Q2R, ~4!

whereQ is the observed pure-tone threshold, measured with
a psychoacoustical procedure compatible with those used for
obtaining the ISO~1961! threshold, andR is the critical ratio
in dB ~Pavlovic, 1987!. The 1/3-octave band-noise threshold
is virtually identical to the pure-tone threshold~Berger,
1981; Cox and McDaniel, 1986!. Therefore, the spectrum
level of the internal noise was calculated as the observed
1/3-octave band-noise threshold~transformed to free-field
level! minus the critical ratio in dB.

All measured SRT and SRBT values were subjected to
SII calculations. The SII for listeners with a sensorineural
hearing loss was calculated in the same way as that for
normal-hearing listeners. For listeners with a mixed hearing
loss, the conductive part of the hearing loss was subtracted
from the level of speech, external noise, and internal noise.
This means that the conductive part of the hearing loss is
considered an attenuation in the transmission system, as sug-
gested by Fletcher~1952!.

III. RESULTS

A. Dynamic range

For the normal-hearing listeners, the difference between
hearing threshold and narrow-band UCL was on average 98
dB @standard deviation~s.d.! 11 dB#. The individual narrow-
band UCLs of the normal-hearing listeners had to be attenu-
ated by 15 dB~s.d. 9 dB! on average to obtain the broadband
UCL.
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The narrow-band dynamic range of the hearing-impaired
listeners ranged from about 30 to 100 dB at each frequency.
On average, their narrow-band dynamic range decreased
from 70 dB at 250 Hz, to 50 dB at 4 kHz. The attenuation of
the narrow-band UCLs needed to obtain the broadband UCL
ranged from 10 to 40 dB, with a mean of 25 dB.

B. Speech intelligibility

For the normal-hearing listeners, the average SRTq was
24.0 dBA ~s.d. 1.3 dBA!. For the hearing-impaired listeners,
the SRTq ranged from 23.5 to 84.5 dBA, with a mean of
58.8 dBA. The mean standard error~test–retest! of an indi-
vidual SRTq was 2.2 dBA.

The level of the masking noise in the subsequent SRTn
test was 20 dB above the individually measured SRTq. For
one hearing-impaired listener, the resulting level of the
masking noise was above the uncomfortable loudness level.
For this listener, the level of the masking noise was set at 5
dB above the SRTq.

For the normal-hearing listeners, the average SRTn was
23.6 dB~s.d. 1.1 dB!. For the hearing-impaired listeners, the
SRTn ranged from23.4 to 15.8 dB, with a mean of10.8
dB. The average SRTa was24.5 dB ~s.d. 1.0 dB! for the
normal-hearing listeners. For the hearing-impaired listeners,
the SRTa ranged from25.0 to 15.8 dB, with a mean of
21.0 dB. The mean standard error~test–retest! of an indi-
vidual SRTn and SRTa was 0.96 and 0.85 dB, respectively.

The average SRBT of the normal-hearing listeners was
1.44 octave~s.d. 0.13 octave!. The SRBT of the hearing-
impaired listeners ranged from 1.29 to 4.02 octave, with a
mean of 2.14 octave. The standard error~test–retest! of an
individual SRBT was 0.18 octave.

IV. DISCUSSION

A. Relationship between narrow-band and broadband
UCLs

In our study, the average narrow-band UCLs~trans-
formed to free-field levels! of the normal-hearing listeners
approximately follow the equal loudness contour pattern~see
also Walkeret al., 1984!. The loudness summation formula
of Stevens~1956! predicts that the narrow-band UCLs must
be attenuated by 14 dB to obtain the broadband UCL. This
agrees well with the average attenuation of 15 dB found for
the normal-hearing listeners in our study.

Loudness summation is often reduced in hearing-
impaired listeners~Moore, 1995!. Therefore, an attenuation
less than 14 dB would be expected for the broadband UCL of
hearing-impaired listeners. However, the average attenuation
for the hearing-impaired listeners was significantly higher
than for the normal-hearing listeners (p,0.05). Therefore, it
seems that the broadband UCL can be predicted from the
narrow-band UCL on the basis of loudness summation for
the average normal-hearing listener, but not for the average
hearing-impaired listener. For both groups of listeners, the
relationship between narrow-band and broadband UCLs was
highly variable, consistent with the findings of Walkeret al.
~1984!.

B. SRTa versus SRTn

Figure 1 shows the SRT in noise for speech with an
adapted spectrum~SRTa! ~i.e., a spectrum halfway the dy-
namic range! as a function of the SRT in noise for speech
with the original spectrum~SRTn! for 10 normal-hearing
listeners and 34 hearing-impaired listeners. The upper limit
of the one-tailed 95% confidence interval of the SRT of
normal-hearing listeners is chosen as the boundary between
normal and elevated SRT. The separation between normal
and elevated SRTn is indicated with a vertical line at21.5
dB @i.e., 23.6 dB1t0.05(9)31.1 dB]. Using this criterion, 7
hearing-impaired listeners had a normal SRTn, whereas 27
hearing-impaired listeners had an elevated SRTn. The
boundary between a normal and an elevated SRTa lies at
22.6 dB. The SRTa was elevated for 24 of the 34 hearing-
impaired listeners.

The solid diagonal line in Fig. 1 shows where SRTn is
equal to SRTa. A two-tailedt test, using the mean standard
error ~test–retest! of individual SRT values, showed that for
an individual listener the difference between SRTa and
SRTn is significant if it exceeds 2.5 dB (p,0.05). Thus, for
the data points that lie between the dashed lines, the SRTa
does not differ significantly from the SRTn. For ten hearing-
impaired listeners the SRTa was significantly lower than the
SRTn. In other words, for these listeners, speech intelligibil-
ity in noise improved when the stimuli were shaped to fit in
their dynamic range.

Five listeners with an elevated SRTn had a normal SRTa
~see Fig. 1!. These listeners probably performed worse than
normal-hearing listeners on the SRTn test only because part
of the relevant dynamic range of the speech was presented
below the hearing threshold. However, for 22 of the hearing-
impaired listeners, adapting the spectrum did not bring the
SRT in noise back to normal. A possible explanation is that
these listeners suffered from excessive spread of masking
due to higher presentation levels. Another possibility is that,

FIG. 1. Speech-reception threshold in noise for speech with an adapted
spectrum~SRTa! versus the standard speech-reception threshold in noise
~SRTn! for normal-hearing listeners~open circles! and hearing-impaired lis-
teners~filled circles!. Solid horizontal and vertical lines represent the one-
tailed 95% confidence limit for the data of the normal-hearing listeners. For
data points between the dashed lines, SRTa and SRTn are not significantly
different (p,0.05).

1689 1689J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Noordhoek et al.: Speech-reception bandwidth threshold. II



although many efforts were made, parts of the speech spec-
trum were still below absolute threshold. These possibilities
were investigated with the SII model.

C. Results in relation to the SII

The speech intelligibility index is a physical measure
designed to be a good predictor for speech intelligibility. It
may be interpreted as the proportion of the total speech in-
formation available to the listener. For normal-hearing listen-
ers, all conditions of equal intelligibility should result in the
same SII. Thus, when the measured SRT and SRBT are ex-
pressed in SII values, and the SII model is consistent with
the results of the normal-hearing listeners in this study, the
model will yield identical SII values for the various tests.
Then, an elevated SII at 50% intelligibility for a hearing-
impaired listener can be considered an indication of deterio-
rated suprathreshold speech processing, because a listener
with a higher-than-normal SII needs more speech informa-
tion than normal-hearing listeners to reach the 50% intelligi-
bility score.

1. Average SII

The upper two rows of Table II show the average SII
values~and standard deviation! for the normal-hearing listen-
ers ~NH! and the hearing-impaired listeners~HI!. For the
normal-hearing listeners, the average SII for the SRTq is
0.22, and the average SII values for the SRTn, SRTa, and
SRBT are equal: 0.31. Pairedt tests show that the SII for the
SRTq is significantly lower than the SII for the other condi-
tions ~Bonferroni test,p,0.05; Keren and Lewis, 1993!.

Theoretically, a possible cause for the lower SII for the
SRTq is an order or list effect, because the sentence lists and
conditions were presented in a fixed order. However, for
each speech-intelligibility test, the first measurement did not
differ significantly from the second measurement~t tests for
matched samples,p,0.05). This suggests that no significant
order effect is present. Versfeldet al. ~submitted! did not
find large list effects in the speech material of Smoorenburg
~1992! used in this study: the standard deviation between
lists was 0.6 dB. Therefore, it seems unlikely that the ob-
served difference in SII in our study is a result of an order or
list effect.

In quiet, the SII is very sensitive to the level of the
imaginary internal noise, calculated from the hearing thresh-
old @Eq. ~4!#. Most likely the SII for the SRTq is too low,
because the procedure for the determination of the hearing
threshold in the present study using Be´késy tracking resulted
in thresholds that were systematically a few dB higher than
would have been measured using the method of constant
stimuli or the method of limits, on which the ISO~1961!
threshold is based. The SII for the SRTq becomes equal to
the SII in the other conditions when the SII is recalculated
with the internal noise level lowered by 3.6 dB.

Rows 3 and 4 of Table II present the SII values calcu-
lated with the adapted internal noise level. Note that the ad-
aptation of the internal noise level hardly influences the SII
values for conditions other than the SRTq. For the hearing-
impaired listeners, the average SII for the SRTq and SRTn is
similar to the SII for normal-hearing listeners, but for the
SRTa and SRBT, the average SII is significantly higher~t
test for unequal variances,p,0.05). Thus, for the average
hearing-impaired listener, the SII corresponding to the SRTq
and to the SRTn appears to be ‘‘normal’’~i.e., equal to the
SII of the normal-hearing listeners!, suggesting the absence
of the effect of suprathreshold deficits. This is consistent
with the idea, mentioned in the Introduction, that the diffi-
culty with understanding speech in background noise is only
caused by part of the speech spectrum being below absolute
threshold ~Zurek and Delhorne, 1987; Lee and Humes,
1993!. However, the mean SII for the SRTa and SRBT is
higher. Therefore, in these conditions the effects of suprath-
reshold deficitsdo seem to influence speech intelligibility.
This agrees with the notion that suprathreshold deficits may
affect intelligibility ~Glasberg and Moore, 1989; Dreschler
and Plomp, 1985!.

For the hearing-impaired listeners, the mean SII for the
SRTa ishigher than for the SRTn, although their mean SRTa
~21.0 dB! was 1.8 dBlower than their mean SRTn~10.8
dB!. This means that by adapting the spectrum, the SRT in
noise did not decrease as much as predicted from audibility.
The SII model would predict an equal SII for SRTn and
SRTa. Thus, the SRTa can be predicted for each listener
from the SII for the measured SRTn. On average, the pre-
dicted SRTa for the hearing-impaired listeners is22.9 dB.
Hence, when adapting the spectra the SII model predicts a

TABLE II. Average speech intelligibility index with standard deviation in parentheses for the normal-hearing
listeners~NH! and the hearing-impaired listeners~HI!, for four intelligibility tests. The SII was calculated
according to different procedures. Modifications with respect to the standard SII procedure~ANSI, 1997! are
given in the second column. ‘‘Slopes.’’ Shallower slopes of the masking curves are used below 500 Hz~see
Sec. II!. ‘‘Noise.’’ The internal noise level is lowered by 3.6 dB~see Sec. IV C!. ‘‘Desensitization.’’ The speech
desensitization factor~Pavlovicet al., 1986! is included in the model~see Sec. IV D!. Results for the hearing-
impaired listeners that differ significantly (p,0.05) from the corresponding result for the normal-hearing
listeners are indicated with an asterisk.

Modifications SII SRTq SRTn SRTa SRBT

NH slopes 0.22~0.07! 0.31~0.04! 0.31~0.03! 0.31~0.03!

HI slopes 0.26~0.11! 0.31~0.05! 0.36* ~0.05! 0.40* ~0.10!

NH slopes, noise 0.31~0.08! 0.32~0.04! 0.31~0.03! 0.31~0.03!

HI slopes, noise 0.30~0.12! 0.32~0.05! 0.37* ~0.05! 0.41* ~0.09!

HI slopes, noise, desensitization 0.24* ~0.08! 0.24* ~0.05! 0.26* ~0.05! 0.30~0.06!
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decrease in the mean SRT in noise of 3.7 dB, instead of the
observed 1.8 dB.

The mean SII for the SRBT is significantly higher than
for the SRTa (p,0.05) for the hearing-impaired listeners.
Thus, for the average hearing-impaired listener in the present
study, the effect of suprathreshold deficits is most obvious
for the SRBT condition ~narrow-band speech in bandstop
noise!, and to a lesser extent also for SRTa~spectrally
adapted broadband speech in broadband noise!, but entirely
absent for the standard conditions SRTn and SRTq.

One possibility that may explain why the SII varies
across condition is that the suprathreshold deficit is fre-
quency dependent. For example, in the frequency regions
where the hearing loss is greater, the suprathreshold deficit
may be larger@Pavlovic et al. ~1986!#. Different frequency
regions are involved in the different conditions. In the stan-
dard conditions, the listeners must use the frequency region
where the original speech spectrum is above their hearing
threshold. In the SRTa condition, the entire frequency range
from 250 to 4000 Hz should contribute. The suprathreshold
deficit may be present in the frequency region that is below
threshold in the standard conditions, but above threshold in
the SRTa condition. This may explain the elevated SII for
the SRTa. However, it seems improbable that a frequency-
dependent deficit can explain the elevated SII for the SRBT,
because the frequency range around 1 kHz that is important
in the SRBT test is also important in the other tests.

Another possible cause for the dependence of the effect
of suprathreshold deficits on condition can be found in the

different spectra of speech and noise among conditions. For
instance, when a hearing-impaired listener experiences ex-
cessive upward or downward spread of masking, the degree
to which this influences speech intelligibility in a specific
condition will depend on the specific spectra of speech and
noise.

2. Individual SII

Table II shows that the interindividual spread in SII for
the hearing-impaired listeners is substantially larger than the
spread in SII for normal-hearing listeners. Therefore, the SII
of individual listeners~after the correction of23.6 dB of the
internal noise levels! is considered. In Fig. 2, the SII is plot-
ted as a function of SRT or SRBT obtained for the individual
normal-hearing listeners~open circles! and hearing-impaired
listeners~filled circles!. The upper limit of the one-tailed
95% confidence interval of the SII of normal-hearing listen-
ers is chosen as the separation between normal and higher-
than-normal SII~horizontal lines!. The separation between
normal and abnormal SRT or SRBT is indicated with a ver-
tical line. The dashed lines in Fig. 2 represent the hypotheti-
cally maximum SII given the SRTn, SRTa, and SRBT, i.e.,
the SII that would have been calculated if the audibility of
the speech had not been influenced by the known effects of
hearing threshold, upward spread of masking, and level dis-
tortion. To calculate this hypothetically maximum SII, the
full 30-dB dynamic range of the speech was assumed to be
audible for all frequency bands in which the speech was not

FIG. 2. Speech intelligibility index
versus the thresholds on the four intel-
ligibility tests ~SRTq, SRTn, SRTa,
SRBT) for normal-hearing listeners
~open circles! and hearing-impaired
listeners ~filled circles!. Solid lines
represent the one-tailed 95% confi-
dence limit for the data of the normal-
hearing listeners. Dashed lines repre-
sent the maximum possible SII as a
function of SRT or SRBT, i.e., the SII
that would have been calculated if the
audibility of the speech had not been
influenced by the hearing threshold,
upward spread of masking, and level
distortion.
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masked by noise in the same frequency band. Thus, the ver-
tical distance from each data point to the dashed line repre-
sents the combined influence of hearing threshold, upward
spread of masking, and level distortion.

The horizontal and vertical lines divide the graphs of
Fig. 2 in four quadrants. No data points fall in the upper-left
quadrant. Data points in the lower-left quadrant correspond
to a normal threshold. Data points in the lower-right quad-
rant correspond to an elevated SRT or a broader-than-normal
SRBT, but this abnormal threshold can be explained on basis
of audibility by the SII model. Finally, data points in the
upper-right quadrant correspond to an abnormal threshold
that cannot be explained by the SII model. The higher a data
point lies above the horizontal line, the larger the speech
processing deficit.

a. SRTq. Figure 2 shows that for all but three hearing-
impaired listeners the SII for the SRTq is not higher than
normal. The most important factor affecting the audibility of
the speech in quiet is the hearing threshold. The effect of
level distortion is negligible. Indeed, stepwise multiple re-
gression shows that the SRTq~in dBA! can be predicted
quite accurately (R250.92) from the hearing threshold

SRTq522.210.60•HL0.510.32•HL2, ~5!

where HL0.5 and HL2 are the hearing threshold in dB HL at
0.5 and 2 kHz, respectively.

b. SRTn. The results on the SRTn test also yield a rather
constant SII. Only six of the listeners performed~slightly!
worse than predicted on the basis of audibility. The hearing
threshold is the most important factor that causes the differ-
ence between the individual SII and the dashed line. The SII
calculations show that a part of the speech signal~the high
frequencies! is still below the hearing threshold, even for the
normal-hearing listeners. Audibility of the speech is also af-
fected by upward spread of masking.

c. SRTa. In contrast to most of the elevated thresholds in
noise for theoriginal spectrum~SRTn!, most of the elevated
thresholds for anadaptedspectrum~SRTa! cannot be ex-
plained by the SII model. For the normal-hearing listeners,
the difference between the obtained SII and maximal pos-
sible SII ~dashed line! for the SRTa is only caused by up-
ward spread of masking. Upward spread of masking, some
level distortion, and the hearing threshold reduce audibility
for the hearing-impaired listeners. Thus, the hearing thresh-
old still affects audibility, although speech and noise spectra
were spectrally shaped to fit in the dynamic range of indi-
vidual listeners from 250 to 4000 Hz. The reason is that
below 250 Hz and above 4000 Hz, the frequency response of
the filter was flat. For most hearing-impaired listeners, the
hearing threshold at 8000 Hz was much higher than at 4000
Hz. Therefore, part of the relevant dynamic range of the
speech was below the hearing threshold in the frequency
region between 4000 and 8000 Hz.

d. SRBT.The SRBT was broader than normal for 24 of
the 34 hearing-impaired listeners. For 21 hearing-impaired
listeners, the broader SRBT cannot be accounted for by the
SII model. Therefore, also in this condition, additional su-
prathreshold factors must have affected intelligibility. The
difference between the obtained SII and the maximal pos-

sible SII ~dashed line! is caused by the hearing threshold,
upward spread of masking, and some level distortion. Figure
2 shows that for the listener with an SRBT of 3.6 octaves,
the difference between the actual SII and the dashed line is
very large. The reason is that a large part of the relevant
dynamic range of the speech was presented below the hear-
ing threshold, due to the extremely narrow dynamic range of
this listener.

3. SII across tests

For a convenient discussion of the SII of the hearing-
impaired listeners across tests, the listeners are categorized
into groups, based on their normal or elevated SII. A mea-
surement error is associated with each result, and this error
may cause an SII to fall just on one side of a separation
between normal and elevated SII. Therefore, the categoriza-
tion into groups should not be viewed too absolutely, but
only as a means to simplify the discussion of the individual
SII across tests. The SII for the SRTq is not used for this
categorization, because the SII of only three hearing-
impaired listeners is distinct from the SII of normal-hearing
listeners.

Considering the SII for the SRTn, SRTa, and SRBT, the
SII patterns of all but three hearing-impaired listeners can be
subdivided into only four groups. Figure 3 shows the average
proportion of the speech dynamic range~hatched area!
needed for a 50% intelligibility score in the three conditions,
for normal-hearing listeners~NH! and the four hearing-
impaired groups. The group-averaged SII is shown in the
upper-right corner. Double frames contain an elevated SII.
Figure 3 displays no large differences in hearing threshold
~dashed curves! or in the midline of the dynamic range~thick
curves in the middle panels! across the four hearing-impaired
groups. Thus, the differences across the groups do not seem
related to major differences in hearing threshold or in the
presented spectra. Each group of hearing-impaired listeners
is discussed below.

a. Group I. Eleven hearing-impaired listeners have a
normal SII for thresholds on all three tests. These listeners
seem to process suprathreshold speech equally well as
normal-hearing listeners. The four listeners with a mixed
hearing loss all belong to this group.

b. Group II. Four listeners have an elevated SII for the
SRBT, but a normal SII for both SRT tests in noise. The
speech-understanding problems of these listeners seem to be
caused primarily by the specific spectral configuration of the
stimulus in the SRBT experiment. A possible cause is an
increased susceptibility to spread of masking.

c. Group III. Twelve listeners have an elevated SII for
both the SRBT and the SRTa, but a normal SII for the SRTn.
Like the listeners of group II, the elevated SII for the SRBT
could be related to increased spread of masking. The el-
evated SII for the SRTa may be caused by a frequency-
dependent deficit. Figure 3 shows that the high-frequency
part of the spectra of speech and noise is lifted above the
hearing threshold in the SRTa condition. It appears that, al-
though the high-frequency part of the speech spectrum is
presented to the hearing-impaired listeners of this group,
they cannot use it as effectively as normal-hearing listeners.
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The performance of these listeners is consistent with the
finding of Chinget al. ~1998! and Hogan and Turner~1998!
that the contribution of audibility to intelligibility is much
reduced at high frequencies, where the hearing loss is severe.

d. Group IV. Four listeners have an elevated SII for the
SRTn, the SRTa, and the SRBT. Two of these listeners also

have an elevated SII for the SRTq. The SII for the SRTq of
the other two listeners is also high: 0.41 and 0.43. Therefore,
the suprathreshold deficit of these listeners does not seem to
depend strongly on condition.

Overall, it seems that a normal SII for the SRTn does
not imply a normal SII for the SRTa and the SRBT ~groups

FIG. 3. Average proportion of the speech dynamic range~hatched regions! required for a 50% intelligibility score in three conditions~SRTn, SRTa, and
SRBT) for normal-hearing listeners~panel set NH! and four groups of hearing-impaired listeners~panel sets I through IV!. The 30-dB speech dynamic range
is enclosed by the two thin lines. Thick lines are the masker spectra~including upward spread of masking! for the noise. Dashed lines indicate the spectrum
level of the imaginary internal noise leading to the average absolute threshold. The group-averaged SII is shown in the upper-right corner. Double frames
contain an elevated SII.
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II and III!. However, a normal SII for the SRBT appears to
imply a normal SII for both SRT tests in noise~group I!.

D. Modifying the SII model to include suprathreshold
deficits

1. Proficiency factor

In the literature, various attempts have been made to
modify the articulation index or SII to account for the dete-
rioration in processing of suprathreshold speech, due to the
sensorineural hearing loss. Fletcher~1952! proposed using
the listener-dependent proficiency factorP for this purpose.
Equation~1! then changes to

SII5P(
i 51

n

I iAi . ~6!

The proficiency factor depends only on the listener, and not
on the listening condition. However, the SII for the listeners
of groups II, III, and IV clearly depends on the listening
condition ~Fig. 3!. Therefore, the proficiency factor cannot
account for the performance of the listeners from these
groups.

2. Speech desensitization factor

Pavlovicet al. ~1986! proposed using a ‘‘speech desen-
sitization factor’’ to account for the deterioration in speech
processing of listeners with a sensorineural hearing impair-
ment

SII5(
i 51

n

Di I iAi . ~7!

The desensitization factorD is specified as a function of the
hearing loss in each frequency band. It decreases linearly
from 1, for hearing losses less than 15 dB HL, to 0, for
hearing losses exceeding 95 dB HL. With Eq.~7! the SII
values are recalculated. Rows 4 and 5 of Table II show the
average SII of the hearing-impaired listeners with and with-
out the desensitization factor. An SII indicated with an aster-
isk differs significantly from the corresponding SII of the
normal-hearing listeners~row 3!. At the SRBT, the SII of the
hearing-impaired listeners becomes equal to the SII of
normal-hearing listeners, when the desensitization factor is
used. However, at the SRTq, SRTn, and SRTa, the SII of the
hearing-impaired listeners becomes lower than the SII of
normal-hearing listeners. In these three conditions, the
speech desensitization factor seems to overestimate the dete-
rioration in speech processing. It was verified that it is not
possible to make the SII values of the hearing-impaired lis-
teners equal to those of the normal-hearing listeners by
choosing another linear relation between the desensitization
factor D and the hearing loss. Thus, the hearing-loss-
dependent speech desensitization factor cannot explain our
results.

3. Upward spread of masking

Ludvigsen~1987! modified the articulation index by in-
cluding a model of auditory masking in cochlearly hearing-

impaired listeners. In his model, upward spread of masking
increases proportionately with the hearing loss at the fre-
quency being masked. Increased upward spread of masking
decreases the SII for the SRTn, the SRTa, and the SRBT. It
was found to have a larger effect on the SII for the SRTn
than on the SII for the SRBT. Therefore, increased upward
spread of masking also cannot explain why the average SII
for the SRBT is higher than the average SII for the SRTn.

4. Downward spread of masking

The spectral configuration of the stimulus in the SRBT
experiment is not only sensitive to the effect of upward
spread of masking, but also for the effect ofdownward
spread of masking. Increased downward spread of masking
may explain the results. The noise spectrum level in the
SRTn condition decreases with frequency~Fig. 3!. There-
fore, the level of downward spread of masking will be neg-
ligible compared with the level of the noise that is already
physically present in the SRTn condition. Downward spread
of masking will have a larger influence on the SII for the
SRBT, because downward spread of masking from the high-
frequency part of the bandstop noise will mask the~physi-
cally unmasked! bandpass-filtered speech.

For normal-hearing listeners, the slope of downward
spread of masking is very steep, about 100 dB/octave
~Zwicker, 1963!, and independent of sound-pressure level.
Abnormal downward spread of masking for hearing-
impaired listeners has been observed by some authors. Glas-
berg and Moore~1986! measured auditory-filter shapes at
three center frequencies~0.5, 1.0, and 2.0 kHz! for five lis-
teners, and at one center frequency~1.0 kHz! for seven lis-
teners with cochlear impairments. The slope of the high-
frequency skirt of the filter, which reflects the amount of
downward spread of masking, ranged from about 4 to 100
dB/octave. For four listeners, the filter shape could not even
be determined at one or two center frequencies, because the
filter had too little frequency selectivity. Hearing loss and
high-frequency slope were not significantly correlated. Nel-
son ~1991! obtained forward-masked psychophysical tuning
curves for 21 listeners with cochlear hearing losses. Ten lis-
teners showed abnormal downward spread of masking when
equivalent masker levels were compared. Conversely, none
of these listeners showed abnormal upward spread of mask-
ing. The high-frequency slopes of their tuning curves ranged
from 10 to 87 dB/octave. Abnormal downward spread of
masking was only observed in listeners with hearing losses
exceeding 40 dB HL. However, not all listeners with a hear-
ing loss greater than 40 dB HL showed abnormal downward
spread of masking.

The two above-mentioned studies show that hearing-
impaired listeners may experience increased downward
spread of masking. The slope of the downward spread of
masking varies considerably across the listeners, and cannot
be predicted from the hearing loss. Further experiments are
required to investigate if, for the individual listener, in-
creased downward spread of masking is indeed related to an
elevated SII for the threshold on these intelligibility tests.
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E. SII and hearing loss

As mentioned in the Introduction, Moore~1996! argued
that factors other than audibility contribute to the difficulties
in speech perception for listeners with a cochlear hearing
loss greater than about 45 dB. To investigate the relation
between SII and hearing loss for the present results, the SII
for the SRTn, SRTa, and SRBT is plotted as a function of
sensorineural hearing loss averaged over the frequencies 0.5,
1 and 2 kHz~Fig. 4!. The horizontal line is the 95% confi-
dence limit of the SII of the normal-hearing listeners. Figure
4 shows that only for average hearing losses less than 25 dB,
all results can be explained on the basis of audibility by the
SII model. For losses greater than 25 dB, suprathreshold fac-
tors already seem to influence speech perception for some
listeners and intelligibility tests. However, high losses may
still be associated with ‘‘normal’’ SII values.

V. SUMMARY AND CONCLUSIONS

The speech-understanding ability of 34 hearing-impaired
listeners and a reference group of 10 normal-hearing listeners
was measured with the SRT test in quiet, the standard SRT
test in noise, and an SRT test in noise in which the speech
and noise spectra were shaped to fit in the dynamic range of
each listener. Furthermore, the threshold for speech reception
was measured with the new SRBT test ~Noordhoeket al.,
1999!. The SRBT is defined as the bandwidth of speech
around 1 kHz required for a 50% intelligibility score.

All individual data were converted to SII values, with
the assumption that the SII reflects the effect of audibility,
and that a higher-than-normal SII value required for a 50%
intelligibility score indicates a deterioration in speech pro-
cessing by factors not included in the SII model. For the
normal-hearing listeners, the SII model accounts for the re-
sults obtained for all four tests~SII of typically 0.31 for all
SRT and SRBT values!.

For the normal-hearing listeners, the mean SRT in quiet
was 24.0 dBA. For the hearing-impaired listeners, the mean
SRT in quiet was 58.8 dBA. The mean standard SRT in
noise was23.6 dB for the normal-hearing listeners and11.0
dB for the hearing-impaired listeners. An elevated SRT in
quiet or an elevated standard SRT in noise could be ex-
plained on the basis of audibility by the SII model for the
great majority of hearing-impaired listeners.

When the speech and noise spectra were adapted to fit in
each listener’s dynamic range, the SRT in noise improved on
average by 0.9 dB for the normal-hearing listeners and 1.8
dB for the hearing-impaired listeners. Yet, the improvement
for the hearing-impaired listeners is less than predicted on
the basis of audibility by the SII model. For about half of the
hearing-impaired listeners, the SRTa corresponds to signifi-
cantly higher SII values.

On average, the SRBT of the normal-hearing listeners
was 1.4 octave. The SRBT of the hearing-impaired listeners
ranged from 1.3 to 4.0 octave. Compared with the normal-
hearing reference group, 10 hearing-impaired listeners had a
normal SRBT, whereas 24 hearing-impaired listeners had a
broader-than-normal SRBT. Only for three hearing-impaired
listeners could the broader-than-normal SRBT be explained
on the basis of audibility by the SII model.

Eleven of the hearing-impaired listeners performed on
all four tests as predicted by the SII model. The data of 23
hearing-impaired listeners on one or more of the intelligibil-
ity tests could not be explained by this model. This points to
a deterioration in speech processing. The effect of such a
speech-processing deficit appeared to depend strongly on the
test condition for hearing-impaired listeners. However, a nor-
mal SII for the SRBT appears to imply a normal SII for both
SRTn and SRTa. Thus, it seems that the SRBT test is most
sensitive for speech-processing deficits. Increased downward
spread of masking may be the reason for the elevated SII for
the threshold on these three intelligibility tests.

Predicting the elevation of the SII from the hearing loss
does not seem possible: for hearing losses greater than 25
dB, elevated SII values were found for some listeners, but for
other listeners SII values were still considered normal.
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This paper introduces theTilt intonational model and describes how this model can be used to
automatically analyze and synthesize intonation. In the model, intonation is represented as a linear
sequence of events, which can be pitch accents or boundary tones. Each event is characterized by
continuous parameters representing amplitude, duration, and tilt~a measure of the shape of the
event!. The paper describes an event detector, in effect an intonational recognition system, which
produces a transcription of an utterance’s intonation. The features and parameters of the event
detector are discussed and performance figures are shown on a variety of read and spontaneous
speaker independent conversational speech databases. Given the event locations, algorithms are
described which produce an automatic analysis of each event in terms of the Tilt parameters.
Synthesis algorithms are also presented which generateF0 contours from Tilt representations. The
accuracy of these is shown by comparing syntheticF0 contours to realF0 contours. The paper
concludes with an extensive discussion on linguistic representations of intonation and gives
evidence that the Tilt model goes a long way to satisfying the desired goals of such a representation
in that it has the right number of degrees of freedom to be able to describe and synthesize intonation
accurately. ©2000 Acoustical Society of America.@S0001-4966~00!01802-6#

PACS numbers: 43.72.Ar, 43.72.Ja, 43.72.Ne@JLH#

INTRODUCTION

A. Robust intonational models for speech technology
applications

This paper presents a phonetic model of intonation de-
signed specifically to facilitate robust computational analysis
and synthesis. While intonational models of various types
have been used in text-to-speech~TTS! synthesis for some
time, intonation is still typically ignored completely in auto-
matic speech recognition~ASR! systems. Some studies have
shown uses for intonation and prosody in ASR systems~Lea,
1980; Waibel, 1986!, but these components rarely make up
part of state of the art large vocabulary ASR systems. The
two most commonly cited reasons~Granstrom, 1997! for the
absence of intonation in ASR systems are:

~1! Intonation is not a mature field and much more basic
research is needed studying the phonetics and linguistics
of intonation before we can apply this knowledge. Spe-
cifically, we need to discover a sophisticated and univer-
sal intonation model before applications that use such a
model can be built.

~2! Intonation has many functions in language, such as help-
ing syntactic disambiguation, distinguishing new/given
information, signifying word emphasis, identifying
speech acts, etc. None of these alone is significant
enough to merit the redesign of an ASR system. In other
words, it would take a lot of effort to include a specific
intonational component in a recognizer and not much
benefit would ensue from its inclusion.

While more basic research will certainly help the devel-
opment of intonation applications, we do not think this is the
main reason for the absence of intonation components in
speech recognizers. In a typical contemporary ASR system

~e.g., Woodlandet al., 1995!, the phonetics are modeled by
hidden Markov models~HMMs! and the grammar is mod-
eled by a n-gram language model. Neither HMMs nor
n-grams are a particularly ‘‘good’’ model of phonetics or
grammar and it is known that there are many phenomena in
the respective domains that neither can model. Furthermore,
the use of HMMs andn-grams has not arisen through
phonetic/linguistic studies which have advocated their suit-
ability: HMMs and n-grams are used because they provide
simple and robust techniques for modeling their domains.
Crucially they are amenable to automatic training and be-
cause of their statistical nature allow principled ways of
smoothing, interpolation, merging, analysis, etc. It is our be-
lief that the main reason preventing intonation being used in
ASR systems is the lack of an equivalent model for the in-
tonational domain. In other words we disagree with state-
ment ~1! above, and argue that instead of fundamental re-
search holding back the application of intonation, it is the
lack of a suitable model which is robust, easily trainable, and
amenable to statistical interpretation.

The response to the second point stems from the re-
sponse to the first. For the sake of argument, let us suppose
that a 5% relative decrease in word error rate could be
achieved if ways were found to use the above cited functions
of intonation in an ASR system. If an ASR system builder
had to adopt a separate approach for each of these, the addi-
tion in complexity to the overall system would probably be
deemed to be too great a cost for the potential increase in
performance. If, on the other hand, a single robust intonation
model could provide the basic information needed to harness
all these functions, it would reduce the cost and might swing
the balance in favor of using the intonational information.

While other speech technology applications such as TTS
have long made use of more traditional intonational models,
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we believe that these applications can also benefit from the
provision of a robust intonational model. In the past, TTS
systems typically had just a single ‘‘voice.’’ Recently much
attention has been given to the notion of having large num-
bers of voices in synthesis systems~Hunt and Black, 1996!.
A logistic requirement of this is that the speech on which
these voices are modeled should be acquired quickly which
implies automatic transcription techniques for all compo-
nents including intonation. Hence we need some way to au-
tomatically analyze and parameterize data so that the intona-
tional characteristics of a speaker can be captured.

B. Requirements of an intonational model

The basic aim of intonation models is to provide a sys-
tem of intonational description that is linguistically meaning-
ful in such a way that representations in this system can be
automatically derived from the relevant parts of an utter-
ance’s acoustics, and that the acoustics can be automatically
synthesized from the representation.

By ‘‘linguistically meaningful’’ we mean a representa-
tion which contains information which is significant to the
linguistic interpretation of an utterance’s intonation. This ex-
cludes effects which are purely redundant, or phenomena
which affect theF0 contour but which are not important in
this sense~e.g., segmental perturbations!. We do include
phenomena that affect intonation on the syntactic, semantic,
pragmatic levels, and also what has traditionally been de-
scribed as ‘‘paralinguistic,’’ but an explanation of how these
levels relate to the phonetic Tilt model is outside the scope of
this paper.

Existing linguistic representations range from relatively
low-level phonetic descriptions such as the Fujisaki model
~Fujisaki and Ohno, 1997!, the Hirst model~Hirst, 1992!,
and the RFC model~Taylor, 1995!, to higher-level systems
such as the IPO model~t’Hart and Collier, 1975!, to phono-
logical systems such as Pierrehumbert’s~Pierrehumbert,
1980!, Ladd’s ~Ladd, 1996!, and ToBI ~Silverman et al.,
1992!. A full discussion of the issue of linguistic representa-
tion is given in Sec. IV, but we will now give the main
desired properties of such a representation:

~1! Constrained. The representation should be as compact as
possible having few degrees of freedom. Specifically, re-
dundancy should be absent so that one part of the repre-
sentation cannot be derived from another.

~2! Wide coverage. The representation should cover as
many intonational phenomena as possible and should be
capable of expressing distinctions in utterances which
are perceptually different.

~3! Linguistically meaningful. The form of the representa-
tion should be such that its parameters can be interpreted
and generated by higher-level components.

It is clear that these properties have a tradeoff: an un-
constrained system with many degrees of freedom will have
wider coverage than a system with few. The notion of pro-
viding constrained, compact models is common throughout
linguistics and it is a general rule of thumb that a compact
representation system with low redundancy and an orthogo-
nal description space is a better linguistic representation than

one without these properties. Furthermore the properties of
the linguistic representation interact with the two further
goals:

Automatic synthesis. The model should have an auto-
matic mechanism for generatingF0 contours from the lin-
guistic representation.

Automatic analysis. It should be possible to derive the
linguistic representation automatically from an utterance’s
acoustics.

It is fairly easy to design a representation which is a ame-
nable to automatic analysis and synthesis if one is not wor-
ried about the linguistic relevance of the representation.

Given the interaction between these desires, we have
developed a model of intonation that tackles these problems
together in an attempt to provide a reasonable balance be-
tween them. TheTilt modelprovides a linguistic representa-
tion which is compact, has wide coverage, and is linguisti-
cally meaningful. Importantly, the model has been
specifically designed to facilitate automatic analysis and syn-
thesis. The following sections now describe the representa-
tion system and the analysis and synthesis systems which
allow mappings between the representation and theF0 con-
tour.

I. OVERVIEW OF THE MODEL

The basic unit in the Tilt model is theintonational event.
Events occur as instants with nothing between them, as op-
posed to segmental based phenomena where units occur in a
contiguous sequence. The basic types of intonational event
are pitch accentsand ~following the popular terminology!
boundary tones. Pitch accents~denoted by the lettera! are
F0 excursions associated with syllables which are used by
the speaker to give some degree of emphasis to a particular
word or syllable. In the Tilt model, boundary tones~b! are
rising F0 excursions which occur at the edges of intonational
phrases and as well as giving the hearer a cue as to the end of
the phrase, can also signal effects such as continuation and
questioning. A combination eventab occurs when a pitch
accent and boundary tone occur so close to one another that
only a single pitch movement is observed. There are differ-
ent kinds of pitch accents and boundary tones: the choice of
pitch accent and boundary tone allows the speaker to pro-
duce different global intonational tunes which can indicate
questions, statements, moods, etc., to the hearer.

The Tilt model can be regarded as aphoneticmodel of
intonation in that it describes the intonational phenomena
observable in anF0 contour. This contrasts with aphono-
logical model which is concerned with the underlying struc-
ture of the intonation. It is only in a few practical cases that
this distinction actually matters much, for example, with the
treatment of ‘‘level accents.’’ These are pitch accents which
have no observableF0 behavior and hence should be present
in a phonological transcription but not a phonetic one.

The sequence of events in an utterance is called anin-
tonational stream. A full intonational description is obtained
by joining the intonational stream to thesegmental stream
~the sequence of phones! for the utterance. Bidirectional
links can exist between units in one stream and units in the
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other stream, with the restriction that links cannot cross.
Events are linked to syllabic nuclei~usually vowels!, as
shown in Fig. 1. In this way the intonation stream and the
segment stream can be analyzed separately and one can still
find out whether a particular intonational unit is linked to a
particular segment or syllable. In generative phonology such
descriptions are calledautosegmentaldiagrams consisting of
tiers ~streams! and association lines~Goldsmith, 1989!.
Viewing intonation in this way is useful in that one can
decouple the intonation part from the segmental part and thus
compare intonation descriptions independently of the actual
text they are associated with. There is no loss of descriptive
power in this; one can still ask whether a syllable or segment
is ‘‘accented’’ or not.

Unlike traditional intonational phonology schemes~Pier-
rehumbert, 1980; Silvermanet al., 1992! which impose a
categorical classification on events, we use a set of continu-
ous parameters. These parameters, collectively known asTilt
parameters, are determined from examination of the local
shape of the event’sF0 contour. A previous paper~Taylor,
1995! presented the rise/fall/connection~RFC! model. In this
model, each event is fully described by a rise shape, a fall
shape, or a rise shape followed by a fall shape. Each event is
parameterized by measuring the amplitudes and durations of
the rises and falls which can be done by hand or by the curve
fitting algorithm described in Sec. IV A. For a rise–fall
shape, three points are defined which correspond to the start
of the event, the peak~the highest point!, and the end of the
event. The rise duration is the distance in time from the start
of the event to the peak, and the fall duration is the distance
from the peak to the end; likewise, the rise amplitude is the
difference inF0 between theF0 value at the peak and at the
start, and the fall amplitude is theF0 distance from the end
to the peak.~Hence rise amplitudes are always positive and
fall amplitudes are always negative.! In this way each event
is characterized by four parameters: rise amplitude, rise du-
ration, fall amplitude, and fall duration. If an event has only
a rise component, its fall amplitude and duration are set to 0.
Likewise when an accent only has a fall. These four param-
eters are ‘‘local’’ to the event—a fifth parameterposition is
used to specify the alignment of the event to the syllable and
is usually measured as the distance from the start of the
vowel. The sections of contour between events are called

connections~denotedc! and are also described by an ampli-
tude and duration.~The connection is described further in
Sec. IV C!.

While the RFC model can accurately describeF0 con-
tours, the mechanism is not ideal in that the RFC parameters
for each contour are not as easy to interpret and manipulate
as one might like. For instance there are two amplitude pa-
rameters for each event, when it would make sense to have
only one. TheTilt representation helps solve these problems
by transforming the four RFC parameters into three Tilt pa-
rameters, namelyduration, amplitude, and tilt itself. Dura-
tion is simply the sum of the rise and fall durations. Ampli-
tude is the sum of the magnitudes of the rise and fall
amplitudes. The tilt parameter is a dimensionless number
which expresses the overallshapeof the event, independent
of its amplitude or duration. It is calculated by taking the
ratio of the differences and sums of the rise and fall ampli-
tudes and durations, as explained in Sec. IV B. The RFC
position parameter is kept unchanged in the Tilt representa-
tion. The Tilt representation is superior to the RFC represen-
tation in that it has fewer parameters without significant loss
of accuracy. Importantly, it can be argued~see Sec. VI! that
the Tilt parameters are more linguistically meaningful.

Sections III and IV explain how the boundaries of events
can be located from an utterance’s acoustics and how auto-
matic RFC and Tilt analysis is performed. Section V de-
scribes howF0 contours can be synthesized from Tilt rep-
resentations, and the paper concludes with a discussion on
the concept of linguistic meaningfulness in intonation and its
implications for the Tilt and other models.

II. DATA

The three databases used in the experiments are briefly
described below. Further technical details about the corpora
and their availability can be found in Appendix B.

A. DCIEM maptask

This is a corpus of 216 dialogues collected by Canada’s
Defense and Civil Institute of Environmental Medicine
~DCIEM! ~Bard et al., 1995!. Each dialogue consists of re-
cordings of two participants playing a game called the
maptask, where one participant describes a route on a map to
the other participant. The maps are designed to be confusing,
with the aim of eliciting interesting dialogue structures from
the participants. The speech is fully spontaneous and con-
tains many disfluencies. The database has a particularly rich
variety of types of utterance, e.g., it contains many questions,
instructions, statements, confirmations, back-channels, etc. A
subset of 25 dialogues~about 2 h of speech! was used here.
Two partitions of the corpus were used. The first is a speaker
independent set and comprised 20 dialogues for training and
5 for testing with none of the speakers in the training set
being in the test set. All the results reported in Secs. IV E and
V are on the test set from this partition. One of the speakers
in the corpus set appeared in several dialogues and a speaker
dependent partition containing just his speech was also used.

FIG. 1. Schematic representation ofF0, intonational event stream and seg-
ment stream in the Tilt model. The linguistically relevant parts of theF0
contour, which correspond to intonational events, are circled. The events,
labeleda for pitch accent andb for boundary are linked to the syllable
nuclei of the syllable stream. Note that every event is linked to a syllable,
but some syllables do not have events.
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B. Boston radio news corpus

This is a corpus of news stories read by professional
news reader, collected at Boston University~Ostendorfet al.,
1995!. A subset of 34 stories of about 48 min from one
speaker was used for experiments here.

C. Switchboard

Switchboard is a corpus of about 2000 spontaneous
speech dialogues collected live over the US telephone net-
work ~Godfrey et al., 1992!. Experiments reported here are
based on a 1-h subset, chosen~by researchers at ICSI, Ber-
keley! to achieve maximum acoustic and phonetic variability
across the corpus. Within this hour there are about 100 dif-
ferent speakers from all parts of the United States. Fifty min-
utes were used for training and 10 for testing.

D. Hand labeling

The databases were hand labeled to produce intonational
transcriptions. The transcriptions were produced by using an
interactive speech analysis tool which displayed the wave-
form andF0 contour, and allowed the labelers to listen to the
speech. The labelers were instructed to locate pitch accents
and boundaries within each utterance, in accordance with the
intonational event model described above. A few extra fea-
tures were added to make the labeling easier from a human
point of view and to help in the error analysis of the auto-
matic system:

d Level accents give the perception of accentuation but have
no discernibleF0 movement associated with them. Al-
though we previously said that these should not be part of
a phonetic description of intonation, these were marked in
the database as normal pitch accents with anl diacritic.
The diacritic making allows these to be ignored at a later
stage if desired.

d One of the biggest problems in hand labeling intonation is
that there are a large number of cases, especially in pre-
nuclear position, where there is a ‘‘hint’’ of a pitch accent,
but it is difficult to tell with certainty whether it is actually
there or not. Often this is because a syllable is clearly
perceived as being stressed, but there is only a littleF0
movement observable in theF0 contour. Labelers marked
these as being accented and gave them a separate diacritic
indicating they were ‘‘minor’’ accents.

d In the Tilt model, only rising boundaries are classed as
events. Falling boundaries are the default case and are not
classified as true events. However, when labeling the cor-
pus it was decided to give the labelsrb to rising bound-
aries andfb to falling boundaries, again with the idea that
the fb labels could be ignored later if desired. Normal
well-formed utterances always end in one of these two
labels. In spontaneous speech, however, many utterances
are abandoned and hence it is possible for utterances to
end with no boundary event.

d Silence was labeledsil.

E. Labeling consistency

In assessing any labeling scheme it is important to give
consistency figures. As well as demonstrating the inherent
reliability of the task they also serve to set an upper measur-
able limit of performance for an automatic system~it is con-
ceivable that the system could beat a human labeler, but we
would not be able to tell!. As the automatic event detector
described below is tested against human transcriptions, it is
important to know how many errors in the human transcrip-
tions we can expect.

Five labelers were used, all of whom were Edinburgh
University Ph. D. students studying various intonation topics.
For comparison purposes, each of the labelers transcribed the
same DCIEM dialogue. Their transcriptions were compared
using a modified form of the dynamic programming scoring
algorithm that is standard in the speech recognition field~see
Young et al., 1996 for an explanation!. This scoring algo-
rithm produces two figures, % correct which gives the total
number of events correctly identified and % accuracy which
is % correct minus the percentage of false insertions. The
standard algorithm is modified to penalize situations where
the correct label sequence is present but the timings are
wrong. In intonation transcriptions, because of the small
number of labels, there is a quite high probability that two
label sequences will match by chance. To ensure that this is
not taken as correct, a further constraint is enforced whereby
labels have to have a temporal overlap of 50% to be consid-
ered the same.

The pairwise scores for all the labelers were 81.6% cor-
rect with 60.4% accuracy. When ignoring the accents
marked with the minor diacritic, the agreement is 88.6% cor-
rect with 74.8% accuracy, showing that a large number of
errors were caused by minor accents. Looking at the types of
events separately, the agreement for pitch accents is 81.6%
correct, 58.1% accuracy and the agreement for boundaries is
83.3% correct and 64.1% accuracy. There are very few other
studies published on inter-labeling accuracy, but Pitrelli
et al. ~1994! cite an accuracy figure of 80.6%. We feel their
higher figure is mostly due to their comparison data having
more read speech, as the accent location task is virtually
identical to ours.

III. AUTOMATIC DETECTION OF EVENTS

This section describes the first stage of the automatic
analysis process, namely determining the approximate event
start and end positions as mentioned in Sec. IV A. The sec-
ond stage, whereby events are assigned Tilt parameters, is
discussed in Sec. IV.

A. Detection versus classification

This section describes anintonational event detector
which locates intonational events from the acoustic informa-
tion alone. It is important to note the distinction between this
type of system and anintonational classifierwhich uses a
linguistic segmentation of the utterance to perform intona-
tional analysis. An intonational event detector is analogous
to a speech recogniser in that it determines a sequence of
linguistic units ~words or phones in the case of a speech
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recognizer, pitch accents, and boundaries for intonational
events! from the acoustic input alone. An intonational clas-
sifier, on the other hand, starts with a linguistic segmentation
~for purposes of discussion we will assume these are syl-
lables, but words and phones are also possible! and performs
a classification to determine which one ofN intonational
categories~including unaccented! a linguistic unit has. Each
approach has strengths and weaknesses which we will now
briefly discuss.

Intonational classifiers have an easier task in some sense
because once given a linguistic segmentation, much of the
work has already been done. However, in a fully automatic
system the linguistic segmentation must be done automati-
cally also, and in certain situations~e.g., when recognizing
Switchboard data! the linguistic segmentations can be very
error prone. This may weaken classification performance
considerably. The systems also differ with respect to align-
ment and association. The temporal relationship between a
pitch accent and its associated syllable is not simple. Experi-
ments with the Tilt model have shown that only about 50%
of accents have their peak within the boundaries of the asso-
ciated syllable: the remainder have either late or early peaks
which are actually closer to adjacent syllables. Event detec-
tors show the precise location of events in time but do not~in
the first instance! show which syllable or word is accented.
Conversely, classifiers show that a certain syllable is ac-
cented or unaccented, but do not say where in relation to the
syllable the accent is to be found.

The choice of which approach to take is based on what
the intonational analysis system is to be used for. Specifi-
cally, it depends on whether it is reasonable to assume that a
linguistic segmentation is actually available, and which is
more important for the particular application: knowing the
precise location of the accent or knowing which syllables are
accented. Here we report an automatic intonational event de-
tector; work by others has already been performed on into-
national classifiers~e.g., Ross and Ostendorf, 1995!. The Tilt
model itself can work with either approach; all it needs is the
approximate location of the events, which both approaches
can provide.

A final point concerns accuracy measurements of the
systems. It is important to note that it is not possible to
meaningfully compare accuracy figures for the two types of
system. The accuracy figures for classification systems can
always be expected to be considerably higher for two rea-
sons. First, for reasons of system development, the linguistic
segmentation is normally assumed to be perfect and so some
degradation is to be expected when used with a fully auto-
matic system. Second, and more importantly, classification
results normally report how well the system identified unac-
cented syllables. As these may typically account for 70%–
80% of the syllables in the test set, it is important to see the
baseline accuracy for such systems as being this figure. In
event detection, there is no such baseline and because of
insertion errors, figures may even be worse than 0%.

B. Event detector overview

The automatic event detector uses continuous density
hidden Markov models to perform a segmentation of the

input utterance. A number of units are defined and an HMM
is trained on examples of that kind from a pre-labeled train-
ing corpus using the Baum–Welch algorithm~Baum, 1972!.
Each utterance in the corpus is acoustically processed so that
it can be represented by a sequence of evenly spaced frames.
Each frame is a multi-component vector representing the
acoustic information for the time interval centered around
the frame.

Recognition is performed by forming a network com-
prising the HMMs for each unit in conjunction with an
n-gram language model which gives the prior probability of
a sequence ofn units occurring. To perform recognition on
an utterance, the network is searched using the standard Vit-
erbi algorithm to find the most likely path through the net-
work given the input sequence of acoustic vectors.

Using the HTK toolkit~Young et al., 1996!, a series of
experiments was performed, each following the same experi-
mental procedure. First an HMM set is defined, with each
HMM representing one intonational unit~such asa or c!.
Each HMM has three states, each of which initially has a
single Gaussian which gives the probability density function
for the acoustic data. The HMM parameters are initialized
using the Viterbi algorithm to provide starting estimates for
the model parameters. Training proper is performed using
the Baum–Welch algorithm. A number of training iterations
are performed until convergence is reached. The single
Gaussian is then split into two Gaussian components to form
a Gaussian mixture for that state and the Baum–Welch algo-
rithm is run again. This process is repeated for models of 2,
3, 4, 5, 6, 7, 8, 10, 12, 14, 16, 20, 24, and 28 components. All
the experiments used the nonembedded form of the Baum–
Welch algorithm. In this style of training each HMM is
trained on frames of speech lying within the boundaries of its
own units only, as opposed to embedded style training where
only the sequence of units is given and it is up to the training
algorithm to assign frames appropriately. Experiments
showed that this style of training consistently produced bet-
ter results than embedded training.

Testing is performed by running the trained system over
test data and comparing the transcriptions to those produced
by a hand labeler using the procedure outlined in Sec. III E.
This technique simply decides if an event in the automatic
transcription corresponds to an event in the reference tran-
scription. In most of the results reported below, all events are
treated as the same category, so a pitch accent in the test
transcription can be successfully matched to either a pitch
accent or boundary tone in the reference transcription. Sec-
tion III D gives individual scores for pitch accents and
boundary tones. The comparison procedure gives %correct
and %accuracy for the standard case and for the case where
minor accents are ignored. In all cases, the %accuracy for the
standard case is taken to be the most important measure, and
is the one used for determining the highest scoring system.

Sections III C and III D report experiments on different
feature and label configuration for the DCIEM test data. Sec-
tion III E compares these with results for the Boston Radio
News Corpus and Switchboard. It should be noted that none
of this data was used in the development of the RFC and Tilt
models. The HMM event detector was developed on a train-
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ing and development test set which are now included in the
DCIEM training set, and the test sets for the corpora can
properly be considered unseen evaluation data.

C. Features

The super-resolution pitch detection algorithm~Medan
et al., 1991! was used to extractF0 contours from wave-
forms for the DCIEM database. This algorithm has been
shown to be one of the most accurateF0 detection algo-
rithms currently available~Bagshawet al., 1993!, but con-
tours extracted from any state-of-the-art algorithm should be
adequate for use in the model. The integrated pitch tracking
algorithm ~Secrest and Doddington, 1983! was used for
Switchboard because it gave better results on telephone
speech~which is often missing the fundamental!. Rms en-
ergy was calculated in the standard way. TheF0 and rms
values were combined to give a feature representation at
10-ms frame intervals.

Table I gives the results for four experiments on differ-
ent acoustic feature sets. ExperimentF1 used plainF0 and
rms energy. ExperimentF2 used a simple form of speaker
and channel normalization, whereby the mean and standard
deviation of each speaker’sF0 and energy was calculated
and used to normalize all the data for that speaker.

It has been shown before~e.g., Taylor, 1995! that the
changein F0 is a particularly salient cue to the presence of
a pitch accent, and so the normalizedF0 and energy mea-
sures were supplemented by their delta coefficients. Deltas
were calculated in the standard way by taking an estimate of
the first derivative of a value over a period of four frames. It
is also possible to calculate a second order delta which gives
the rate of change of the normal delta coefficients. Experi-
mentF3 gives the results for the normalized and delta coef-
ficients and experimentF4 gives the results for the normal-

ized, delta and delta–delta coefficients. As feature setF4
gave the best results, its feature combination was used for all
the subsequent experiments.

D. Labels

As far as the Tilt model is concerned, there are only five
intonation labels, namelya, b, ab, c, andsil. However, for
the reasons described in Sec. II D, a richer label set was used
for hand labeling which differentiated rising and falling
boundaries, and had diacritics for level and minor accents. A
series of experiments were performed to see which label set
was the optimal for the HMM event detector. These experi-
ments investigated whether level accents, minor accents, and
falling boundaries should be included in the label set.

Four label sets, shown in Table II, were defined to in-
vestigate the various issues just outlined. Label setL1 is the
simplest possible set, where pitch accent and boundary labels
are mapped to a single labele, representing all events. In sets
L2 andL3, rising boundaries are labeledb, falling bound-
aries are ignored~i.e., they are labeledc!, and pitch accents
are labeleda. In setL2, level, minor, and normal pitch ac-
cents are grouped into a single accent categorya, while in set
L3, only normal accents are labeleda, level and minor ac-
cents are ignored~labeledc!. In set L4, all variations are
given their own label, so that level accents are labeledl,
minor accentsm, and the combined accent and boundary
labels for each~ab for normal accents! are also marked sepa-
rately.

A separate recognition experiment was performed for
each set of labels. In testing, as before, the identities of the
event labels were treated as equivalent, allowing direct com-
parison across label sets. It is clear from the results given in
Table III that the sets with finer event distinctions out per-
form the sets where different types of events are grouped
together. The best performing set isL4, where each possible
type of event has its own HMM. Hence this label set was
adopted as the standard set in the event detector and used for
all the other experiments, including those previously re-
ported on feature usage.

In all the results reported here, events of one label
matching events of another are considered correct. To show

TABLE II. Description of different label sets.

Name Labels Description

L1 sil, c, ande Major pitch accents and rising
boundaries aree. Fallingboundaries,
minor and level pitch accents arec

L2 sil, c, a, ab, b Major, minor and level pitch accents are
a; all rising boundaries areb, falling
boundaries arec

L3 sil, c, a, ab, b Normal pitch accents area; rising
boundaries areb; minorand level pitch
accents and falling boundaries arec

L4 sil, c, a, fb, rb, afb,
arb, m, mfb, mrb ,
l, lrb, lfb

full label set

TABLE I. Performance in terms of % correct and % accuracy for different feature sets.

Features % corr % acc % major corr % major acc

F1 F0 and energy 57.7 26.6 69.6 46.3
F2 NormalizedF0 and energy 61.7 33.6 73.0 51.7
F3 NormalizedF0 and energy1deltas 65.6 43.8 76.7 56.1
F4 NormalizedF0 and energy1deltas1acc 72.7 47.7 81.9 60.7

TABLE III. Performance in terms of % correct and % accuracy for different
label sets.

Labels % corr % acc % major corr % major acc

L1 60.2 43.8 73.4 56.9
L2 70.5 46.9 80.4 56.9
L3 67.6 44.1 77.9 54.4
L4 72.7 47.7 81.9 60.7
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individual labeling accuracy, however, a set of comparisons
were performed where labels had to match their own type to
be considered correct. Table IV shows that labels often do
not match themselves very well, for instance whena accents
are compared toa accents in the reference transcription the
accuracy is only 25.9%. As expected, minor and level ac-
cents are extremely difficult to detect and have very low
accuracy~224.2% and252.4%!. However, whena, l, and
m accents are allowed to match with each other, the perfor-
mance is substantially higher. The accuracy for boundary
event detection is relatively low at 19.2%. The further results
for boundary detection show that the source of errors is al-
most entirely due to falling boundariesfb being missed
~225.9%!, the score for rising boundary detection is substan-
tially higher at 34.8% accuracy. These figures tell us two
things. First, events which are not distinct acoustically are
detected with much lower accuracy than those which have
prominent acoustic features. In acoustic termsfb is often just
a section of flatF0 contour, whereasrb often has a promi-
nent risingF0. Second, although discrimination between the
three accent types is poor, collectively they actually produce
better accent recognition than when a single model is trained
for a, l, and m ~label setL2 gives 73.1% correct 40.5%
accuracy for accents!.

E. Datasets

The above results give event detection performance on
the speaker independent DCIEM test set~SI-DCIEM!. Fur-
ther experiments were performed on a single speaker subset
of this ~SD-DCIEM!, the Boston University Radio News
Corpus~RN! and Switchboard~SWB!, all using theF4 fea-
ture set. Results are shown in Table V. The results for the
SI-DCIEM corpus are the same as those in Tables I and III.
The SD-DCIEM corpus contains about 30 min from a single
speaker, and this was used to examine the differences be-
tween a speaker independent and speaker dependent event

detector. There is a clear improvement in performance from
the speaker independent to the speaker dependent test.

The three different results of the Radio News corpus
correspond to different labeling situations, RN1 corresponds
to the L4 label set as used in the other experiments, while
RN2 and RN3 correspond to transcriptions which have auto-
matically been converted from ToBI transcriptions. The RN
corpus had been previously labeled at Boston University us-
ing the ToBI scheme and we investigated whether a database
already labeled with the ToBI scheme could be converted
into the Tilt model scheme. The mapping, which is quite
complex, is described in Appendix A. There are two vari-
ants. In RN2 all ToBI boundary tones are labeled asb, and in
RN3 H% tones are labeled asrb , andL% tones are labeled
asfb. The RN corpus is from a single speaker only and so it
is somewhat surprising that the results, although better than
SI-DCIEM, are not as good as SD-DCIEM. This result led us
to further analysis of the SI-DCIEM where we examined the
errors attributed to each of the ten speakers in the test set
separately. We found there was quite a large variation in
performance, with the best speaker having 76.3% correct and
58.9% accuracy, and the worst 64.3% correct and 33.9%
accuracy. The difference in performance between SD-
DCIEM and RN lies within this range and hence the differ-
ences may be attributed to some speakers being naturally
more suited to the approach than others.

It is interesting to note that the best results for the ToBI
mapped labels~RN2 and RN3! are nearly the same as the
results for the Tilt labels~RN1!. This is an important result
because it means that the event detection technique described
here can be used on databases already labeled with the ToBI
scheme. However, although the performance of the RN1 and
RN3 is similar, the actual transcriptions they produce are
significantly different. The results in the table were obtained
by testing the RN1 trained event detector against the test set
labeled using RN1. Likewise the RN3 event detector was
tested against an RN3 labeled test set. When the RN1 event
detector is tested on the RN3 labeled test set, the perfor-
mance drops to 49.1% correct with 40.2% accuracy. The
biggest discernible difference in the two sets is that the Tilt
set~RN1! has many more accent labels than the ToBI~RN3!
set. Whether this is due to a fundamental difference in the
labeling schemes, or just a discrepancy between labelers is
difficult to say. In summary then, it is possible to map ToBI
labeled data into event labels and train an accurate event
detector, but one should not assume that the resulting label-
ing from this is the same as from a Tilt event detector.

The results for Switchboard are worse than for the other
datasets. Accurate word transcription of Switchboard has
proved a notoriously difficult task for speech recognition
systems, which often perform much worse on this task than
others. Many reasons are given for Switchboard’s difficulty
including disfluencies, ‘‘poor’’ pronunciations~i.e., substan-
tially different from citation forms! and low acoustic quality.
As regards the performance of the event detector we can
probably rule out the spontaneous nature of the speech as
being the source of the poorer performance. Although the
task is different, the DCIEM corpus is fully spontaneous also
and contains highly diffluent speech. The DCIEM corpus is

TABLE IV. Individual performance in terms of % correct and % accuracy
for different labels.

Reference label Test label % correct % accuracy

a a 71.9 25.9
m m 3.4 224.2
l l 9.8 252.4
alm alm 70.9 44.2
fb rb fb rb 58.0 19.2
rb rb 55.0 34.8
fb fb 49.1 225.9

TABLE V. Performance in terms of % correct and % accuracy for different
data sets.

Dataset % corr % acc % major corr % major acc

SI-DCIEM 72.7 47.7 81.9 60.7
SD-DCIEM 82.1 63.1 88.1 70.2
Radio News 3 69.4 49.7 79.4 59.3
Radio News 1 68.9 49.2 n/a n/a
Radio News 2 67.1 45.7 n/a n/a
Switchboard 60.7 35.1 71.5 47.4
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recorded from speakers of a fairly homogeneous regional
accent group, while Switchboard is from speakers from
across the entire United States and this may account for
some of the worse performance. However, in our opinion it
is the differences in acoustic quality which are probably the
most important factor. While DCIEM was recorded with
high quality close talking microphones in a quiet room,
Switchboard was recorded live over the US telephone net-
work. The acoustic quality of Switchboard is very bad in
places, with background noise, and telephone network arti-
facts. The poor acoustic quality affects feature extraction
with many more errors inF0 being present than with other
databases. However, given that Switchboard is such a diffi-
cult database, the figures of 60.7% correct and 35.1% accu-
rate may not be too bad.

IV. DERIVING TILT PARAMETERS FROM EVENT
BOUNDARIES AND F0 CONTOURS

The event detector produces a segmentation of the utter-
ance from which it is possible to derive the start and end
positions of the events. This information is used to delimit a
region of contour that is first turned into RFC parameters and
then Tilt parameters. Each of these processes is now de-
scribed in turn.

A. Automatic RFC analysis

Automatic RFC analysis involves determining the pre-
cise locations of the start, peak, and end positions and using
the values to calculate the rise amplitude, rise duration, fall
amplitude, and fall duration of the event. This process is
explained in more detail in Taylor~1995!; here we present a
summary.

RFC analysis operates only on sections ofF0 contour
which have been delimited by the event detection procedure.
Each of these sections is smoothed using a median smooth-
ing algorithm, and unvoiced regions are interpolated through.
This ensures that the RFC analysis sees only smooth fully
voiced contours. Smoothing serves a number of purposes.
First, median smoothing is useful for removing isolated spu-
riousF0 values produced by the errors in the extraction pro-
cess. Second, it helps remove the natural minor perturbations
in F0 periods which result from natural variations in the
speaker’s production. While these perturbations affect
speech quality, they are not important in intonation analysis
and synthesis and can be removed without distorting the in-
tonational content of the contour. A median filter with a win-
dow of about 7–11 points is sufficient to smooth the contour.

After smoothing, a peak-picking algorithm is used to
determine whether the event is a rise, fall, or combined rise–
fall. If a peak is found, then the event is classified as a com-
bined rise–fall. The peak position~if present! and the start
and end position as given by the event detector, are used to
definesearch regions. In the case of a single rise or fall event
~as shown in Fig. 2! the search regions are defined to be 20%
before and after the approximate event detector boundaries.
Typically this will correspond to ten 10-ms frames for the
start and ten frames at the end. Each start frame position in
combination with each end frame position is taken as a po-
tential start and end point, and aF0 curve is synthesized

~using the technique described in Sec. V! for each of these
start and end combinations~in our example this is 102

5100 curves!. Each of these curves is compared with the
values of the actualF0 contour at that point and the curve
with the lowest Euclidean distance is taken to be the best fit.
Compound rise–fall events are treated similarly, but in this
case two searches are performed. The first search~to find the
rise! defines its start search region as before, but the end
position is fixed as the peak. The second search~to find the
fall! has a fixed start position at the peak and has a variable
end search region as above. This procedure is continued until
all the precise start, peak, and end times have been located
for every event in the utterance.

B. Automatic tilt analysis

The Tilt representation is easily derived from the RFC
representation by application of the equations described be-
low. The tilt parameter itself is an abstract description of the
F0 shape of an event. Tilt is calculated by comparing the
relative sizes of the amplitudes and durations of the rises and
falls for an event. Amplitude tilt is given by

tilt amp5
uAriseu2uAfallu
uAriseu1uAfallu

~1!

and duration tilt is given by

tilt dur5
D rise2D fall

D rise1D fall
. ~2!

Empirical evidence has shown that these parameters are
highly correlated~see Sec. IV E! to the extent that a single
parameter can be used for both amplitude and durational tilt.
This single value is calculated from the averages of both:

tilt5
uAriseu2uAfallu

2~ uAriseu1uAfallu!
1

D rise2D fall

2~D rise1D fall!
. ~3!

The other two tilt parameters, amplitude and duration, are
calculated in terms of the sum of the magnitudes of the rises
and falls:

Aevent5uAriseu1uAfallu, ~4!

Devent5D rise1D fall . ~5!

FIG. 2. Search regions for fall accents.
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C. Segmental and event based views

So far events have been described using what amounts
to local information about their amplitude, duration, and
shape. There are a number of ways to describe further infor-
mation, specifically how events are located in time with re-
spect to the rest of the utterance.

There are two possible formally equivalent ways to do
this. The first makes use of the filler unitconnection, imply-
ing a segmentally based view in which all the information is
presented as a contiguous sequence of units, one ending
where the next starts. In this view, connections take dura-
tions such that the total duration of an intonational descrip-
tion can be calculated by summing the durations of the con-
nections and events. Connections also have amplitudes so
that the startingF0 value of an event following a connection
is given by the endF0 value of the previous event plus the
amplitude of the connection.

An alternative view, which does away with the need for
connections, is closer to the philosophy of the event based
formulation described in the overview. Connections can be
eliminated by explicitly attaching time and distance from
baseline parameters to the events. For theF0 value we des-
ignate a parameterstart-F0 which specifies the height in Hz
to the start of the event. The simplest way to specify the
position parameter is with respect to the start of the utter-
ance, for example, saying that the start of the event is 2.5 s
from the start of the utterance. An alternative is to measure
position with respect to the syllable with which the event is
associated. In practice we have to use a measure which gives
the distance from the start of the nucleus of the syllable
~usually the vowel! to the peak~the join between the rise and
fall! of the event. If the event is rise only the end of the rise
is used, if the event is fall only the start of the fall is used.
The start of the nucleus is used because it is easy to locate in
a segmented utterance and because the start of the syllable
itself ~that is, the boundary between the current syllable and
the previous one!, is often difficult to determine.

Measurement with respect to the start of the utterance
~absolute position! and with respect to the associated syllable
~syllabic position! each have their own advantages. Absolute
position is useful when the intonation stream is produced in
isolation and where the syllable stream is not present. Syl-
labic position is useful in that it behaves similarly to the
three proper Tilt parameters, and can be considered to be a
local parameter which carries intonational significance.

The information in all the formulations is exactly
equivalent and one can be mapped to another without loss of
information. The decision to use one rather than another is
often made on the basis of the practical application in which
the model is being used.

D. Interpretation of tilt parameters

Here we briefly describe the significance of each of the
Tilt parameters. Amplitude corresponds to the phonetic
prominence of an event. While the correspondence is often
complex and dependent on context as Gussenhoven and Ri-
etveld ~1988! have shown, in general, it is the case that the
bigger the amplitude of an event in a given location the more

prominence it will receive. Amplitude is measured using the
linear Hertz scale. This has the advantage of being easy to
interpret, but some additional processing is often required to
obtain a more linguistically representative prominence value.
For instance, pitch range often narrows toward the end of an
utterance and hence an accent excursion of sizex Hz at the
start of an utterance will be perceived as less prominent than
an accent ofx Hz at the end~Liberman and Pierrehumbert,
1984!.

Duration is measured in seconds. Compared with the
other Tilt parameters, duration does not contain much genu-
ine high-level intonational information. While it would in
principle be possible to collapse amplitude and duration into
a single quantity of intonationalsize, the correlation studies
~described in Sec. IV E! have shown that duration and am-
plitude are not highly correlated and their amalgamation
would result in a substantial loss of synthesis accuracy. The
variance in the duration parameter mainly arises because of
the interaction between the intonation and segmental
streams. Differences in duration are often a function of the
size of the voiced interval that an event can be realized
within: some syllables are longer than others and crucially
some have substantially more voicing. It is common to see
events associated with short syllables~e.g., ‘‘pot’’! to have
short durations, while events associated with longer syllables
~e.g., ‘‘strength’’! to have longer duration.

Tilt is a measure of event shape and represents the rela-
tive sizes of the rise and fall components of an event. A
value of 11.0 indicates a rise, a value of21.0 indicates a
fall, a value of20.5 indicates an accent with a rise but which
has a larger fall, and a value of 0.0 indicates an event with
equal sized rise and fall components. Values of 1.0 are often
found in boundary events~pure rises!, negative values
,20.3 are often found in down-stepped accents, while val-
ues around 0.0 often typify simple hat orH* style accents.
Figure 3 shows five different event shapes with their tilt val-
ues. Tilt is dimensionless and is not dependent on amplitude
or duration.

In addition to the three core Tilt parameters it is also
worth mentioning the significance of thesyllabic position
parameter. As Ladd~1996! points out, when discussing tem-
poral relations, it is important to distinguishassociationfrom
alignment. Association describes the structural relationship
between the intonation stream and the segment stream by
saying which units in one are linked to units in the other.
Alignment on the other hand describes the temporal relation-
ship between units, and can be important in distinguishing
pitch accent type. The syllabic position parameter is used to
represent alignment in the Tilt model. In rise–fall events,
syllabic position is the distance between the peak of the
event ~i.e., the boundary between the rise and fall! and the
start of the nucleus of the syllable that the event is associated
with ~the accented syllable!. In simple rise or fall events it is
the distance between the start of the event and the start of the
vowel of the accented syllable. An event which has the same
amplitude, duration, and tilt parameters can signal different
effects depending on its position. For instance, what are
known asH* and H1L* accents in the Pierrehumbert no-
tation can often be realized by a simple falling contour: the
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difference is that theH* occurs much later with respect to
the vowel than theH1L* . Further discussion of the position
parameter is given in Sec. VI D.

E. Modeling accuracy of the tilt and RFC models

The motivation behind mapping RFC parameters into
Tilt parameters is to produce a new representation which has
less redundancy and is more linguistically meaningful. An
assessment of the linguistic relevance of the Tilt model is left
to Sec. VI, but here we can give some evidence about the
redundancy in the RFC and Tilt representations.

A useful way to examine redundancy in a set of data is
to calculate its correlation matrix, which shows the correla-
tion of every parameter against every other parameter. Table
VI shows the correlation matrix for the RFC parameters as
measured on the DCIEM test set. We can see clearly from
the table that a number of parameters are correlated to some
extent, for instance, rise amplitude against fall amplitude and
rise duration against fall duration.

As explained above, the tilt parameter is calculated by
averaging amplitude tilt and duration tilt into a single param-
eter and it is this which allows the four RFC parameters to be
reduced to three Tilt parameters. Is this justified? By com-
bining the two tilt parameters in Eq.~3! we are effectively
saying that they are equal: taking the average of the two is
simply more robust than using either one alone. We can re-
arrange the equivalence Eq.~6! to give Eq.~7!

uAriseu2uAfallu
~ uAriseu1uAfallu!

5
D rise2D fall

~D rise1D fall!
, ~6!

uAriseu
D rise

5
uAfallu
D fall

, ~7!

which states that the magnitude of the gradient of the rise
part is equal to the magnitude to the gradient of the fall part.
When we actually measure the correlation of the rise and fall
gradients for our data we get a high correlation of 0.64,
which is higher that any shown in Table VI. The correlation
between the amplitude and duration tilt parameters them-
selves is 0.73. Hence collapsing the amplitude and duration
tilt parameters based on correlation is justifiable. Table VII
shows the correlation matrix of the tilt parameters for the
same data. There is a slight correlation between amplitude
and duration~0.17!, but virtually no correlation between tilt
and amplitude and tilt and duration.

In theory, it is easy to map a set ofn-dimensional pa-
rameters to a set ofn21 dimensional parameters using stan-
dard techniques such as principal component analysis. What
is more difficult is to achieve parameter reduction without
significant loss of information. While the correlation figures
just quoted prove that the Tilt system provides a compact set
of intonational control parameters which are independent of
one another, it is important to prove that little information
has been lost in the process. The next section explains how
RFC and Tilt representations can be converted back intoF0
contours and examines the accuracy of this process. Cru-
cially, we show that the reduction of the four RFC param-
eters to the three Tilt parameters is achieved without signifi-
cant information loss.

V. TILT SYNTHESIS

The synthesis process of converting Tilt representations
into F0 contours involves two steps: converting Tilt repre-
sentations into RFC representations and then converting
these intoF0 contours. Given the Tilt parameters for an
event, the RFC parameters can be calculated by equations
formed by rearranging Eqs.~3!, ~4!, and~5!:

Arise5
Aevent~11tilt !

2
, ~8!

FIG. 3. Examples of five events with varying values of tilt.

TABLE VI. Correlation matrix for RFC parameters. Values near 1.0 indi-
cate positive correlation, values near21.0 indicate negative correlation and
values near 0.0 indicate little correlation. Note that the matrix is symmetric
and hence only the bottom left corner is shown for clarity.

Rise
amplitude

Rise
duration

Fall
amplitude

Fall
duration

Rise amplitude 1.0
Rise duration 0.33 1.0
Fall amplitude 20.48 20.04 1.0
Fall duration 20.18 20.46 0.025 1.0

TABLE VII. Correlation matrix for Tilt parameters.

Amplitude Duration Tilt

Amplitude 1.0
Duration 0.17 1.0
Tilt 0.06 20.09 1.0
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Afall5
Aevent~12tilt !

2
, ~9!

D rise5
Devent~11tilt !

2
, ~10!

D fall5
Devent~12tilt !

2
. ~11!

The conversion process first involves converting event
style descriptions into segmental style descriptions~that is
start F0 andpositionparameters are converted into connec-
tion information!. Next, Eqs.~8!–~11! are used to produce
the RFC parameters for the events. Each event is decom-
posed into its separate rise and fall components, each of
which is synthesized using the following equation:

f 0~ t !5Aabs1A22.A.~ t/D !2, 0,t,D/2,
~12!

f 0~ t !5Aabs12.A.~12t/D !2, D/2,t,D,

whereA is rise or fall amplitude,D is rise or fall duration,
and Aabs is the absoluteF0 value at the start of the rise or
fall, which is given by the end value of the previous event or
connection. Connections are synthesized using straight lines:

f 0~ t !5Aabs1A.~ t/D !, 0,t,D, ~13!

whereA is connection amplitude,D is connection duration,
andAabs is as before.

A. Synthesis accuracy

We now address the question of synthesis accuracy. This
is measured by taking a Tilt representation for an utterance
in the data, synthesizing anF0 contour from this and mea-
suring the difference between the synthesized and real con-
tours.

It is well known that listeners are more sensitive to some
parts ofF0 contours then others, for instance, listeners can
perceive differences in peak height more readily than val-
leys. Unfortunately there is no known comparison technique
that can mimic this behavior and so we are forced to use a
cruder approach whereby all parts of the contour are treated
equally. To measureF0 contour similarity we use root-
mean-squared error and correlation, which are somewhat
standard in the literature~e.g., Dusterhoff and Black, 1997;
Fujisaki and Ohno, 1997; Ross and Ostendorf, 1994!. With
root mean squared error, it is not possible to say that one
system is better than another if it only has a slightly lower
error, but in general the measure is accurate enough to allow
confident conclusions to be made about systems with large
differences in error.~For example, we cannot really conclude
that an error of 14.6 is definitely better than an error of
15.11, but we can state more confidently that a system with
an error of 6.94 is better than a system with an error of
15.11.!

Accuracy experiments were conducted on the 1061 ut-
terances in the DCIEM test set. To obtain the Tilt and RFC
representations for testing, we used the automatic analysis
procedure described in Sec. IV A. This analysis was per-
formed on the events derived from the hand transcriptions
and on the events found by the automatic event detection

process. For each utterance, the original raw and smoothed
F0 contours were compared with the contours generated
from the RFC and Tilt representations. Table VIII shows the
rms error and correlation~r! for the comparisons.

Two clear patterns emerge from the table. First, looking
at the first two rows of the table, we see that the artificial
contours match the smoothed contours much better than the
raw contours. The smoothing technique eliminatesF0 track-
ing errors and segmental perturbations, so it can be argued
that the smoothed contours are a more meaningful represen-
tation to measure against than the raw contours. In a simple
attempt to focus on the relevant parts of the contour, theF0
regions within the event boundaries were subjected to the
same analysis. Rows 3 and 4 show the results. There are
slight improvements in rms error and slight reductions in
correlation, but the overall pattern is the same as the errors
for the complete contour. Rows 5 and 6 show the results for
the contours synthesized from automatically detected events.
The correlations are about the same and the rms errors are
slightly worse than for the hand detected events.

The second pattern we find is that although RFC con-
tours are closer to originals than Tilt contours are to origi-
nals, the difference is very small and often insignificant. In
other words, the advantage in being able to convert RFC
representations into Tilt representations is not at the expense
of much synthesis accuracy. To demonstrate this point fur-
ther, a comparison was conducted between the synthetic
RFC contours and the synthetic Tilt contours. The rms error
on hand detected events was 0.975 and the correlation was
0.992, on automatically detected events the rms error was
1.26 and the correlation 0.98. To all intents the contours are
identical. From the comparison of synthesis accuracy of the
Tilt and RFC we can conclude that there is very little infor-
mation lost in the RFC to Tilt mapping process. While Sec.
IV E showed that the three parameters in the Tilt representa-
tion are quite independent, the synthesis result shows that the
dimension reduction in RFC to Tilt does not throw away
much information.

In the Introduction we described one of the goals of an
intonation model as being ‘‘wide coverage.’’ In fact the test
as to whether or not a model has wide coverage can be for-
mulated in terms of a synthesis test. Taken independently
from the other two goals, all ‘‘wide coverage’’ actually
means is that the representation being used, in conjunction
with its analysis and synthesis processes, is powerful enough
to describe the data under examination. By ‘‘describe’’ we
mean having the ability to code the original data without
information loss. So to check the coverage capability of a

TABLE VIII. Accuracy figures for RFC and Tilt synthesis.

Representation
Raw

F0 rmse
Raw
F0 r

Smooth
F0 rmse

r Smooth
F0

Complete RFC 14.60 0.651 6.94 0.837
Complete Tilt 14.58 0.647 7.14 0.829
Event only RFC 12.86 0.630 6.82 0.798
Event only Tilt 13.13 0.620 7.15 0.786
Automatic RFC 15.11 0.651 7.16 0.841
Automatic Tilt 15.25 0.644 7.51 0.833
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representation, all we have to do is analyze it in terms of the
representation, synthesize the data from this, and compare to
the original. Representations giving low errors have wide
coverage. Of course, it is relatively easy to produce an arbi-
trary coding scheme which can do this if one does not pay
attention to the other goals. But so far wehaveshown that
the Tilt modelhassatisfied goals 1, 4, and 5, namely that it
uses a constrained representation, and is capable of auto-
matic synthesis and analysis. We now turn to a discussion of
the model’s fulfilment of the final goal, namely linguistic
meaningfulness.

VI. LINGUISTIC MEANING

The most frequent criticism that has been made about
the RFC and Tilt models is they are ‘‘only a coding of the
F0 contour, and are not linguistically meaningful.’’ A strict
definition of the term linguistically meaningful has been
avoided until now, because it is a complex issue and requires
discussion in the light of the results reported above. It is
difficult to come up with firm~i.e., experimental! evidence
for the model’s linguistic meaningfulness as there are no
simple measures of this, in contrast to the fairly straightfor-
ward methods used to demonstrate the Tilt model’s success
at the other stated goals. However, when we look at this
issue more thoroughly, it is clear that it is very difficult to
justify the linguistic relevance ofany existing model of in-
tonation. The following sections discuss various aspects of
this issue.

A. Applications

We have stated that the Tilt model has been designed to
facilitate intonational processing for speech technology ap-
plications, and hence in the first instance we should address
the concept of ‘‘linguistically meaningful’’ in this sense. For
applications, the main requirement is that the Tilt represen-
tation is ‘‘usable.’’ In a speech analysis environment~e.g., a
speech recognition system!, this means that Tilt representa-
tions should be interpretable by other system components
which need to use intonational information. In a synthesis
environment~e.g., a text-to-speech system! the requirement
is that high-level modules in the system can generate Tilt
parameters from other linguistic representations.

The model has been used as the last component in sev-
eral TTS intonation models. In Taylor and Black~1994! nor-
malized ~speaker independent! Tilt parameters were gener-
ated from rule based feature descriptions. Speaker specific
parameters were then used to produce normal Tilt represen-
tations from which F0 contours were generated. Black
~1997! describes a method for learning Tilt parameters auto-
matically from data and then generating them at synthesis
run time. In an extension of this work, Dusterhoff and Black
~1997! describe a method for using CART to generateF0
contours from high-level information in a text-to-speech sys-
tem. They do this by training the decision trees to produce
Tilt parameters. This study is particularly interesting in that
they perform a direct comparison between the Tilt represen-
tation and a ToBI labeling of the same data. The Tilt repre-
sentation gave slightly better performance, showing that at
least in this setup it is a useful representation.

The Tilt model has also been successfully applied to
speech recognition. Wright and Taylor~1997! describe a sys-
tem for automatically recognizing the dialogue act of an ut-
terance from an analysis of its intonation. Each utterance is
automatically analyzed using the Tilt model and an HMM
classifier is used to assign it to one of 12 dialogue act types
~such as acknowledgement, yes–no question!. This classifier
has been used as a component in a speech recognition system
and has been shown to help reduce word error rate~Taylor
et al., 1998!.

While the automatic analysis component has been
shown to produce Tilt representations that are useful in sys-
tems such as speech recognizers, it is clear that the use of the
model in other potential applications is still some way off.
For instance, it would be helpful if the analysis system could
automatically transcribe data for use for experimental data-
base analysis. Such a use is not recommended, however, as
the considerable number of errors produced may have an
adverse affect on further analysis.

B. The bias against continuous representations

The Tilt representation uses continuous variables to de-
scribe pitch accents, unlike more traditional representations
which use discrete categories. Here we take some time to
argue that continuous variables can legitimately form part of
a linguistic intonational description.

It is traditional in linguistics to deal with categorical
~i.e., discrete! representations alone, to such an extent that
continuous representations are often deemed unlinguistic in
some sense. This has led to properties of intonation that are
clearly continuous, such as pitch range and prominence, be-
ing largely ignored, and study concentrating on categorical
issues only, such as pitch accent type. Despite virtually over-
whelming evidence that prominence and pitch range follow
regular patterns and have an important linguistic function
~Gussenhoven and Rietveld, 1988; Terken, 1991; Ladd,
1996, 1994!, these parts of intonation are often called ‘‘para-
linguistic’’ and omitted from intonational representations
simply because of their continuous nature. The bias toward
purely discrete representations in linguistics is a hang-over
from traditional linguistics and has often been justified be-
cause such representations are seen as being properly ‘‘cog-
nitive’’ ~Pierrehumbert, 1990!. Massaro~1998! questions the
whole basis of categorical perception in linguistics, explain-
ing that the dominance of this idea arises from equating dis-
crimination with identification, an equivalence which does
not really hold. In recent years there has been a growing
acceptance of continuous representations in linguistics,
partly through the acceptance of connectionist models as le-
gitimate cognitive science. As such, the corollary that only
discrete phenomena can be considered cognitive does not
hold.

The proponents of what Ladd~1996! terms the
Autosegmental-Metrical~AM ! school of intonation~Pierre-
humbert, 1980; Liberman, 1975; Bruce, 1977! have argued
strongly that intonation has a phonological level of represen-
tation, in the same way as segmental phonology/phonetics
does, and that the sound patterns of intonation are best de-
scribed with such representations. Much of the evidence for
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the phonological level has stemmed from showing that this
solved many problems with previous approaches because
with a phonology, sound patterns can be described in ab-
stract ways, without having to deal with pitch values directly.
This allows meaningful comparison of intonation across
speakers who have different pitch ranges, for instance. While
we believe that this is one of the major contributions to mod-
ern intonation research, we believe the success of this ap-
proach is due to the adoption of anabstract level of repre-
sentation in the broad sense, rather than a necessarily
phonologicalone in the traditional discrete sense. Just be-
cause abstract representations have proved useful, and be-
cause they share many similarities with the structures of seg-
mental phonology, it does not follow that abstract
intonational representations are necessarily phonologicalin
the same way.

A crucial property of segmental phonology is that the
connection between the semantic and phonological proper-
ties of a lexical item is arbitrary. This is proved by showing
that two words ~for example, ‘‘pill’’ and ‘‘bill’’ ! which
sound similar do not necessarily mean similar things. Cru-
cially, we can prove that the segmental phonological space is
discrete by showing that is impossible toperceivea sound
which is half way between a /b/ or a /p/. It has been shown in
synthesis experiments that if listeners are played a pattern of
words such as ‘‘pill,’’ each time with more voicing in the
initial stop, at some stage they will start to perceive the word
‘‘bill.’’ At no point, however, although the sound pattern is
half-way between a normal /p/ and /b/, will the listeners con-
jure up a half-way semantic image of an entity which is a bit
‘‘bill’’-like and a bit ‘‘pill’’-like. Thus although there might
be an acoustic continuum, there is a sharp perceptual bound-
ary which prohibits interim semantic representations.

There is no evidence that intonation behaves in such a
way. It is clear that different acoustic intonation patterns can
give rise to different semantic interpretations, but the crucial
point is that the connection between intonational sound and
meaning is not arbitrary in the same way, and that if intona-
tional soundSA gives rise to meaningMA and soundSB

gives rise to meaningMB , then a sound half-way between
SA and SB can certainly give rise to a meaning somewhere
betweenMA and MB . In other words, there has been no
evidence to show that there are strict boundaries between
intonational units which signal abrupt changes in meaning.
Some studies have shown~Kohler, 1991b, 1991a; Pierrehu-
mbert and Steele, 1989! that subjects do assign distinct se-
mantic categories to certain pitch accent patterns. These
studies lend support, however, to the idea that the mapping
from the acoustic to semantic space is complex and nonlin-
ear, but do not prove the key point with regard to categories,
i.e., that there is a sharp semantic boundary occurring within
a continuous acoustic range.

Ladd ~1996! in fact uses just this argument as support
for there being proper, discrete phonological categories in
intonation. In linguistics~including the phonological part of
intonation! he claims that ‘‘close similarity of phonetic form
is generally of no relevance for meaning’’ and states that in
contrast ‘‘semantic continua are matched by phonetic ones’’
in paralinguistics. Crucially, he does not state theactual de-

fining properties of a categorical system, namely that there
should be strict and identifiable boundaries between the cat-
egories.

Further evidence for problems with categorical intona-
tional classification come from consideration of how one
would actually go about producing a phonological inventory
for a new accent or language. In segmental linguistics, the
classical way to determine the phonological units of a lan-
guage is via the use of minimal pairs. This is how one can
find out whether, for instance,@r# and@l# are distinct phono-
logical units~as in English! or whether they are allophonic
~as in Japanese!. By knowing that the words ‘‘crown’’ and
‘‘clown’’ have clearly different meanings, we know that in
English @r# and @l# are phonologically distinct units. No one
has yet produced an equivalent test for intonational units.

Traditionally the argument about categorization in into-
nation has revolved about a false dichotomy, namely that the
relationship between sound and meaning can either be as in
segmental phonology, where the relationship is completely
arbitrary, or as in paralanguage, where the relationship is a
simple linear one. In fact this is an inappropriate application
of the law of the excluded middle and one does not have to
choose either of these positions: a third position is that into-
nation is continuous with regard to both sound and meaning,
but that the relationship between the two is highly complex
and nonlinear. Adopting such a position can explain why
simple attempts to prove direct correspondence between
sound and meaning in intonation have failed, but also why it
is so hard to produce evidence for categorical boundaries. In
this view pitch accents occupy positions in a multi-
dimensional sound space, and in effect whatH* and L* ,
etc., represent are points of particular importance in this
space. One can think of this as somewhat analogous to how
people describe the temperature of an object when they are
touching it. Physically, temperature is a continuum with no
distinct categories, but it is helpful to have terms such as hot
and cold which describe certain temperature situations. This
is not troublesome as long as we accept this as just a con-
vention, and we do not insist that underlying temperature is
categorical. It is pointless to go further and try to define strict
boundaries on what is underlyingly a continuous phenom-
enon. While there will be a lot of agreement as to what hot
and cold represent under these conditions, there will always
be temperatures between the two which are impossible to
categorize either way. Going back to intonation, it is clear
that a typicalH* accent is different from a typicalL* accent,
the point is that there are accents in between which could be
described as either. We again re-iterate the point that proof
of the existence of categories depends on the proof of the
existence of category boundaries.

C. Phonetics and phonology in the Tilt model

The Tilt representation as described here can be termed
phoneticbecause its purpose is to describe observable lin-
guistic sound phenomena. Although the focus of our paper is
on this representation and its relationship with the acoustics,
it is useful to informally discuss the relationship between the
phonetic Tilt representation and higher-level, phonological
representations. The parameters used to describe events in
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the Tilt representation are quite literal with respect to mea-
surable acoustic quantities, and hence we have duration and
position measure in seconds, and amplitude in Hertz. We
advocate that a phonological representation in the Tilt model
should have the same parameters as the phonetic representa-
tion ~with the possible exception of duration, see below!, but
that theirscalesshould be modified so as to represent higher
level phenomena more appropriately.

For instance, the amplitude parameter should reflect
genuine perceptual prominence, rather than simple acoustic
magnitude. Different speakers have different pitch ranges
and these differences should be accounted for in a phono-
logical representation. It has been widely shown~Cohen
et al., 1982; Pierrehumbert, 1980; Liberman and Pierrehum-
bert, 1984; Ladd, 1984! that pitch range narrows toward the
end of an utterance. This means that a pitch accent at the
start of an utterance needs a biggerF0 amplitude than an
accent at the end to produce an effect of equal prominence in
a listener. Hence it would be desirable for phonological Tilt
amplitude to be normalized with respect to pitch range and
that amplitude should be a measure of perceived prominence.

As stated in Sec. IV D, the duration and position param-
eters are dependent on the local segmental content of the
utterance which is undesirable from a phonological point of
view. In fact it is possible that the duration parameter is
wholly dependent on segmental content and carries no pho-
nological information at all. If this were the case, then the
number of parameters in the phonological Tilt representation
could be reduced. The position parameter, which certainly
does contain high-level information, should be normalized
with respect to the segmental content.

The tilt parameter itself is dimensionless and so is inde-
pendent of amplitude and time scales. Hence it is possible
that this is already as abstract as it needs to be and does not
require modification.

It light of our previous discussion we think it is entirely
appropriate for the phonological representation to have con-
tinuous parameters. The key point about the scales of pho-
nological representation is that events which are perceived as
being the same should have the same values in the Tilt rep-
resentation.

The difference between phonetic and phonological rep-
resentations in the Tilt model can also be versed in terms of
speaker dependence. All speakers of the same accent and
language should produce the same phonological representa-
tion for say a common neutral fall type of accent. However,
the phonetic Tilt parameters of these speakers would be ex-
pected to differ, due to speaking style and physiology. Hence
a phonetics-phonology component of the model would be
responsible for modeling speaker differences.

D. Comparison with the AM ÕToBI models

We now discuss the similarities between the Tilt model
and the AM/ToBI models. In many respects the models are
very similar. Both adopt the same approach to intonational
primitives, namely that the intonational representation of an
utterance should be a linear sequence of event based intona-
tional entities, associated with syllables/segments in an auto-
segmental structure. Following from this, both agree that

downdrift in intonation can be accounted for by a combina-
tion of pitch accent downstepping and gradual falls in pitch
range, and hence that downdrift should not be modeled by
global phrase patterns. While the phonetic aspects of the AM
are often ignored, both models agree that intonation can be
described using a high level abstract sound representation,
i.e., a phonology.

Some differences arise from the phonetics/phonology
mismatch of the models. Phrase tones~H- andL-! are used in
the AM model as a mechanism to differentiate four types of
post-nuclear intonation. Phrase tones are purely phonological
units, having no directF0 realization and hence there is no
equivalent for these in the Tilt model. In a similar way, there
is no equivalent for the low boundary tone~L%!. Falling post
nuclear intonation is usually modeled by a single connection,
and only rising boundaries have an event. The observed
variation in post nuclear intonation is modeled by using dif-
ferent parameters for the connections and rising events.
Level accents may legitimately be part of a phonological
representation but are absent from the phonetic one because
they have no observableF0 behavior. If deemed desirable,
such accents could be accommodated in the Tilt model as
entities with zero amplitude, duration, and tilt, and hence the
issue as to whether or not level accents should be represented
may not be of great consequence.

Accepting that Tilt duration is probably a purely pho-
netic phenomena, we now discuss the relationship of the
more phonological Tilt parameters~amplitude, tilt, and posi-
tion! with respect to the AM model. To simplify the discus-
sion, we assume that these three parameters have been nor-
malized and are represented on phonological scales in the
way described in Sec. VI C. Some varieties of the AM
model, for example the original Pierrehumbert system~Pier-
rehumbert, 1980; Ladd, 1987!, actually have an amplitude
parameter very similar to the type we propose for the pho-
nological Tilt model. Because of the paralinguistic argument,
this is often treated separately from the system used to de-
scribe accent type. Having accounted for duration and am-
plitude, we now turn to showing how the the position and tilt
parameters relate to the tonal accent classification system of
the AM model. Figure 4 shows typical tilt and position pa-
rameters for some accent and boundary tone combinations.
Figure 5 is an impressionistic plot, with one axis represent-
ing tilt and the other position. This plot maps the space of
possible pitch accents and shows how tilt and position reflect

FIG. 4. Examples of Tilt and AM representations for various common types
of utterance. The dashed boxes delimit the events, while the dotted vertical
lines show the boundaries of the accented vowel.
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the natural variation in pitch accent types. The relevant AM
accents and boundary tones have been marked to show how
each relates to the tilt parameters.

As should be clear by now, the main area in where the
models disagree is that the Tilt representation uses continu-
ous parameters to model events whereas the AM model uses
discrete classes. Although we think that it is an important
point in its own right to demonstrate the tenuous nature of
categorical descriptions in intonation, we further argue that
the adoption of such description mechanisms is actually
harmful in that it does not provide a satisfactory means to
describe intonational events. The first problem is that be-
cause of the difficulty in defining class boundaries, it is very
difficult for machines and humans to label naturally occur-
ring speech using the AM system. While it is simple enough
for experts to produce canonical examples of different pitch
accents and get agreement when labeling these, the situation
is very different in natural speech. Leaving the distribution
problem aside~see below!, it has been our experience that
even linguists trained in intonation find it difficult to decide
which class a particular accent belongs to. As human labelers
must provide the data on which automatic systems are to be
trained and tested, badly labeled data cannot be expected to
facilitate accurate automatic systems. The second problem is
that in naturally occurring speech, the distribution of AM
pitch accent types is extremely uneven. In the RN corpus
about 79% of all accents in the corpus fall into theH* cat-
egory, and 15% into theL1H* category. From an informa-
tion theoretic point of view, any classification system which
lumps the vast majority of tokens into a single type is not
very useful because it does not actually provide tell us much
about the tokens. Importantly, within the vastH* class, there
actually is a substantial amount of variation which is linguis-
tically meaningful and this information is lost.

These problems of labeling difficulty and unevenness of
distribution are not present in the Tilt model as the continu-
ous parameters express the differences in pitch accents natu-

rally without having to resort to a forced classification.

E. Comparison with the Fujisaki and other models

The Fujisaki model~Fujisaki and Ohno, 1997! has many
similarities to the Tilt model. It is a fully formal and quanti-
tative phonetic model and hence has a defined synthesis al-
gorithm. It too models accents as events, with no categorical
accent types built in to the model and it uses an amplitude
and a duration parameter for event parameterization.

However, the models differ in significant ways. First, the
Tilt model allows the gradients of the rise and fall parts of
events to vary. While some gradient variation in the rises and
falls of the Fujisaki models accents is possible, this is minor
and indirect and due to the gradient of the underlying phrase
component. From our study of rise and fall pitch accent gra-
dients in our database, it is clear that substantial variation is
possible, and that any model which advocates fixed gradients
will have substantially worse synthesis accuracy that the Tilt
model. Second, the Fujisaki model makes use of a phrase
component, which dictates the global shape of theF0 con-
tour over the length of a phrase. The shape of this is shown
in Fig. 6. Again, we think this is too constrained and cannot
account for the wide range of observed long term contour
shapes in English. For example, in the contour shown in Fig.
7, the intonation is slowly and steadily rising after the first
event. Fujisaki~personal communication! has suggested that
this can be modeled by stacking several phrase components
on top of each other in short intervals. While such a solution
could recreate the shape shown in the contour, it is has a
severe price, in that all reference between the position of the
phrase component and its linguistic meaningfulness has been
lost.

In summary, it seems the Fujisaki model does not have
enough degrees of freedom to synthesize English intonation
and still keep some sense of linguistic relevance.

FIG. 5. Two dimensional schematic representation of intonational space.
The letters in brackets refer to the example contours in Fig. 4. It is clear
from this digram that many AM accents have large overlapping distribu-
tions, while there are also substantial areas of this space that are not covered
by any AM accent type.

FIG. 6. Fujisaki phrase component.

FIG. 7. Contour with slowly rising intonation.
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A number of other intonation models have been pro-
posed in more recent years including~Strom, 1995; Portele
and Heuft, 1998; Sproat, 1998; Mo¨hler and Conkle, 1998!.
All of these models have been designed for mainly speech
technology purposes and it is striking that they modelF0
contours with continuous parameters. Some~Portele and
Heuft, 1998; Möhler and Conkie, 1998! in particular bear a
strong resemblance to the RFC model providing support for
the idea that the parameters of the RFC model~and the Tilt
model derived from it! are not purely arbitrary.

VII. CONCLUSION

We conclude with an examination of how well the Tilt
model has fulfilled the five goals described in the Introduc-
tion. The issues ofconstraintandwide coveragego hand in
hand as they are essentially concerned with thedegrees of
freedomof a model. Put simply, a model with too many
degrees of freedom will be able to model the data well but
will have a large amount of redundancy in its representation.
A model with too few degrees of freedom will have a com-
pact representation but will not be able to synthesize the data
accurately nor differentiate certain phenomena. The results in
Table VII show that the Tilt representation is compact and
has low redundancy, while still producing wide coverage, as
shown by the synthesis accuracy results in Table VIII. We
therefore conclude that an appropriate balance has been
found between constraint and wide coverage. We have stated
that the duration parameter may be purely phonetic in nature,
and that only amplitude, position, and tilt should be consid-
ered as parameters with a phonological correspondence.

The proof of any representation’s linguistic meaningful-
ness is difficult, but we hope that the discussion of this issue
in Sec. VI has at least shown that continuous parameters can
form the basis of a high-level intonational representation and
that, furthermore, the tilt and position parameters map the
intonational space elegantly. In the end we take a pragmatic
approach to the issue of deciding whether one representation
system is better than another. If the bias against continuous
representations is removed, we think that the Tilt model
compares well against the AM model in that it provides a
simple representation which solves many of the problems
that categorical representations impose.

A long raging argument in the field has been whether
intonation should be regarded as a tonal or contour~shape!
phenomenon~see Ladd, 1996!. While this may be an inter-
esting theoretical question, for the computational goals pre-
sented here, it is somewhat beside the point. For practical
purposes, a more important goal than discovering the nature
of intonational primitives is to assess a model in terms of the
criteria explained in the Introduction. A model with good
coverage, accuracy, and linguistic meaningfulness is better
than a model without these, regardless of which one is tonal
or contour.

It is in the area of automatic analysis that perhaps most
future improvement could be made. Spontaneous speaker in-
dependent conversational speech is one of the most challeng-
ing types of speech for any system, and hence it is a solid
achievement that the event detector can achieve the level of
success that it does on this task. However, with performance

figures on the DCIEM data of 72.7% correct, 47.7% accu-
racy for all accents and 81.9% and 60.7% for nonminor ac-
cents there is obviously room for improvement. It should be
pointed out that it is not necessary to use this particular event
detection algorithm with the Tilt model: any system that can
locate events and give their boundaries can be used. As ex-
plained in Sec. III A our system is an eventdetectorbut there
is nothing to stop an eventclassifier~e.g., Ross and Osten-
dorf, 1995! being used in conjunction with the model. The
choice of a classifier or detector essentially depends on
whether a phonetic segmentation is available in the applica-
tion.

Table VIII shows that the Tilt model can synthesizeF0
contours with a high degree of accuracy. Given that the just
noticeable difference forF0 in natural speech has been esti-
mated at about 4 Hz~Hess, 1983!, the figures for the com-
parison between the synthesized and smoothed contours
show that the synthetic contours are nearly identical to the
smoothed ones. Raw contours differ from smoothed ones
mainly due to the presence of segmental glitches and pertur-
bations. The Tilt synthesis procedure has not attempted to
model these in any way, and hence the errors for the syn-
thetic versus raw comparison are worse.

In summary, we have shown that the Tilt model has
been fairly successful at fulfilling our original goals. We
have tested the model rigorously on read speech and sponta-
neous dialogue speech from a number of different speakers
in different situations. We think the success of the model has
been to find a suitable balance between the conflicting goals,
so that the model facilitates automatic analysis and synthesis
and provides a useful and elegant linguistic representation of
intonation.

ACKNOWLEDGMENTS

The author wishes to acknowledge the support of the
U.K. Engineering and Physical Science Research Council,
who funded much of the work on automatic analysis and
recognition ~Grant No. GR J55106!. Steve Isard and Bob
Ladd both offered detailed comments on all the work re-
ported. The many discussions with them lead to useful in-
sights into how best to explain this work. Thanks also to the
two reviewers who offered a considerable amount of advice
on how to improve this article. Some of the Tilt theory was
developed during my stay at ATR Interpreting Telecommu-
nications labs, and I am grateful to everyone there for their
support during that period.

APPENDIX A: MAPPING FROM ToBI TO TILT LABELS

Despite the statement in Sec. VI A that the Tilt and AM
models are both based on intonational events, there are im-
portant technical differences in the way that AM~i.e., ToBI!
and Tilt label files are actually constructed. In Sec. III E we
described experiments where a Tilt transcription of the Bos-
ton University Radio News~RN! corpus was derived by
from the original ToBI transcriptions. We briefly explain
how this was done.

The RN corpus was labeled using the guidelines in
Beckman and Ayers~1993! and the transcriptions are format-
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ted in xwaves xlabel files. Xwaves files contain a list of
elements, one per line, where each line contains a label name
and a time, normally representing the end of the label. In the
ToBI files, the time in each line represents the notionalcen-
ter of the pitch accent, e.g., the time of anH* is marked at
its peak. As the Tilt event detector is trained on events whose
start and end times are marked, the ToBI transcriptions need
to be realigned so as accent start and end times rather than
accent middles are marked. There is no single ‘‘right’’ way,
but we estimate the start and stop times by assuming that the
time given is the literal middle of the event, and then mark-
ing the start and end times as beingd/2 before and after this
whered is the average duration of an event in another data-
base (d5210 ms in the DCIEM corpus!. Connections are
inserted between non-contiguous events and phrase tones
and low boundary tones are deleted.

APPENDIX B: SOFTWARE AND CORPORA
AVAILABILITY

The HTK toolkit was used in the event detection experi-
ments. It is available under licence from Cambridge Entropic
Labs, U.K.~Young et al., 1996!.

All the other software, including the super resolution
pitch detection algorithm, Tilt analysis, Tilt synthesis and
transcription comparison code is included in the Edinburgh
Speech Tools, a publicly available speech software
toolkit available from http://www.cstr.ed.ac.uk/projects/
speech–tools.html.

The CART basedF0 generation algorithm~Dusterhoff
and Black, 1997! which uses the Tilt model is implemented
in the Festival speech synthesis system, available from the
above address.

The original DCIEM, Boston University Radio News
and Switchboard databases can be licenced from the Linguis-
tic Data Consortium, http://www.ldc.upenn.edu. These data-
bases contain the original waveforms and transcriptions.

Derived F0 and energy contours, and the Tilt model
labelings for all the experiments reported here are available
from http://www.cstr.ed.ac.uk/projects/intonation.

Bagshaw, P. C., Hiller, S. M., and Jack, M. A.~1993!. ‘‘Enhanced pitch
tracking and the processing off 0 contours for computer aided intonation
teaching,’’ in Proc. Eurospeech ’93, Berlin, pp. 1003–1006.

Bard, E. G., Sotillo, C., Anderson, A. H., and Taylor, M. M.~1995!. ‘‘The
DCIEM map task corpus: Spontaneous dialogues under sleep deprivation
and drug treatment,’’ in Proc. of the ESCA-NATO Tutorial and Workshop
on Speech under Stress, Lisbon, pp. 25–28.

Baum, L. E.~1972!. ‘‘An inequality and associated maximization technique
in statistical estimation for probabilistic functions of a Markov process,’’
Inequalities3, 1–8.

Beckman, M. E., and Ayers, G. M.~1993!. Guidlines for ToBI labelling,
Technical Report Version 1.5, Ohio State University.

Black, A. W. ~1997!. ‘‘Predicting the intonation of discourse segments from
examples in dialogue speech,’’ inComputing Prosody, edited by Y. Sag-
isaka, N. Campbell, and N. Higuchi~Springer, New York!, pp. 117–128.

Bruce, G.~1977!. ‘‘Swedish Word Accents in Sentence Perspective,’’ Ph. D.
thesis, University of Lund.

Cohen, A., Collier, R., and t’Hart, J.~1982!. ‘‘Declination: Construct or
intrinsic feature of speech pitch,’’ Phonetica39, 254–73.

Dusterhoff, K., and Black, A.~1997!. ‘‘Generating intonation contours for
speech synthesis using the tilt intonation theory,’’ in Proc. ESCA work-
shop on Intonation: Theory Models and Applications, Athens, pp. 107–
110.

Fujisaki, H., and Ohno, S.~1997!. ‘‘Comparison and assessment of models
in the study of fundamental frequency contours of speech,’’ in Proc.
ESCA workshop on Intonation: Theory Models and Applications, Athens,
pp. 131–134.

Godfrey, J., Holliman, E., and McDaniel, J.~1992!. ‘‘SWITCHBOARD:
Telephone speech corpus for research and development,’’ in Proc.
ICASSP ’92, San Fransisco, pp. 517–520.

Goldsmith, J.~1989!. Autosegmental and Metrical Phonology~Blackwell
Scientific, New York!.

Granstrom, B.~1997!. ‘‘Applications of intonation—An overview,’’ in Proc.
ESCA workshop on Intonation: Theory Models and Applications, Athens,
pp. 21–24.

Gussenhoven, C., and Rietveld, T.~1988!. ‘‘Fundamental frequency decli-
nation in Dutch: Testing three hypotheses,’’ J. Phonetics16, 355–369.

Hess, W.~1983!. Pitch Determination of Speech Signals~Springer-Verlag,
New York!.

Hirst, D. ~1992!. ‘‘Prediction of prosody: An overview,’’ inTalking Ma-
chines, edited by G. Bailley and C. Benoit~North Holland, New York!,
pp. 199–204.

Hunt, A. J., and Black, A. W.~1996!. ‘‘Unit selection in a concatenative
speech synthesis system using a large speech database,’’ inProc. ICASSP
’96, Atlanta ~IEEE, Bellingham!, pp. 373–376.

Kohler, K. J.~1991a!. ‘‘The perception of accents: Peak height versus peak
position,’’ in Studies in German Intonation, edited by K. J. Kohler~Uni-
versität Kiel, Kiel!, pp. 72–96.

Kohler, K. J.~1991b!. ‘‘Terminal intonation patterns in single-accent utter-
ances of German: Phonetics, phonology and semantics,’’ inStudies in
German Intonation, edited by K. J. Kohler~Universität Kiel, Kiel!, pp.
53–71.

Ladd, D. R.~1984!. ‘‘Declination: A review and some hypotheses,’’ Phon-
logy Yearbook1, 53–74.

Ladd, D. R. ~1987!. ‘‘A model of intonational phonology for use with
speech synthesis by rule,’’ in Proc. European Conference on Speech Tech-
nology, Edinburgh, pp. 21–24.

Ladd, D. R.~1994!. ‘‘Constraints on the gradient variability of pitch range,’’
Papers in Laboratory Phonology3, 43–63.

Ladd, D. R.~1996!. Intonational Phonology, Cambridge Studies in Linguis-
tics ~Cambridge University Press, Cambridge!.

Lea, W. A. ~1980!. Prosodic Aids to Speech Recognition~Prentice Hall,
Englewood Cliffs, NJ!.

Liberman, M.~1975!. ‘‘The Intonational System of English,’’ Ph.D. thesis,
MIT. Published by Indiana University Linguistics Club.

Liberman, M., and Pierrehumbert, J.~1984!. ‘‘Intonational invariance under
changes in pitch range and length,’’ inLanguage Sound Structure, edited
by M. Aronoff and R. T. Oehrle~MIT Press, Boston!, pp. 157–233.

Massaro, D. W.~1998!. ‘‘Categorical perception: Important phenomena or
lasting myth,’’ in Proc. ICSLP ’98, Sydney, pp. 2275–2278.

Medan, Y., Yair, E., and Chazan, D.~1991!. ‘‘Super resolution pitch deter-
mination of speech signals,’’ IEEE Trans. Signal Process.39, 40–48.
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Shear-induced disruption of reversible aggregates or clusters in a concentrated suspension is
investigated by ultrasound backscattering in the low shear regime. Fractal aggregates are considered
as non-Brownian scatterers much smaller than the wavelength with acoustic properties close to
those of the surrounding liquid, so that the attenuation of the coherent field is weak and multiple
scattering can be neglected. The concept of variance in local particle volume fraction is used to
deduce a first-order expression of the ultrasound scattering cross section per unit volume for
Rayleigh scatterers in a dense suspension. On the basis of a scaling law for the shear-induced
disruption of aggregates, the shear stress dependence of the ultrasonic scattered intensity from a
dense suspension of clusters is derived. In a second part, the shear breakup of hardened red blood
cell aggregates is investigated in plane–plane flow geometry by ultrasound scattering.
Rheo-acoustical experiments are analyzed within the framework of the self-consistent field
approximation and the scaling laws currently used in microrheological models. Finally, the ability
of ultrasonic, light reflectometry and viscometry methods to provide quantitative information about
red blood cell aggregation and membrane adhesiveness is discussed. ©2000 Acoustical Society of
America.@S0001-4966~00!01203-0#

PACS numbers: 43.80.Gx, 43.80.Ev, 43.35.Bf@FD#

INTRODUCTION

Characterization of biological tissues with ultrasound
has been a subject of wide interest for at least two decades in
the medical field. In general, specific acoustic characteristics
such as tissue attenuation or wave phase velocity were be-
lieved to be capable of delineating tissues and perhaps dis-
ease states from one another.1 However, the scattering be-
havior of tissues like liver, heart, kidney or blood is complex
and depends on several factors such as the acoustic imped-
ance or compressibility of the scatterers and the surrounding
medium, as well as the space distribution and the length
scale of scattering inhomogeneities.2 The interest of using
ultrasonic scattering to detect red blood cell aggregationin
vitro3–6 as well asin vivo7–9 has been demonstrated for more
than 20 years. For example, the fact that blood can be im-
aged ultrasonically could have significant clinical relevance.
Experimental investigations were aimed at elucidating fac-
tors affecting the backscattered power of red blood cell ag-
gregates at rest10,11 and under flowing conditions.12–16 It is

now well established that the echogenicity of blood depends
on the shear stress, the hematocrit, the ultrasound frequency
and the concentration of macromolecules responsible for red
cell aggregation. Among these factors, the shear stress is the
most important parameter affecting the blood scattering
power under flowing conditions.

The ultrasound scattering technique is well suited for
investigating rheological properties of suspensions and par-
ticularly the aggregation processes of red blood cells since
the aggregates are usually much smaller than the ultrasound
wavelength and thus the scattered power from a single ag-
gregate varies as the square of the cluster volume~Rayleigh
scattering regime!.17 However, both the internal structure of
porous aggregates and coherence effects may influence scat-
tering from suspensions.18–21 Most of the recent contribu-
tions about ultrasound scattering from suspensions concern
the Doppler instrumentation22 and were focused on under-
standing the relationship between the ultrasonic scattered
power and particle volume fraction under different flow
conditions.15,23,24Little attention has been paid to the ultra-
sound scattering from a dense distribution of aggregates and
most experimental works remain empirical12,15,22since mul-
tiple hydrodynamic interactions in a concentrated suspension
influence the dynamical size of aggregates.25
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Non-Newtonian behavior of weakly flocculated suspen-
sions such as blood results from the rupture of aggregates
when increasing the shear stress. Several authors have re-
cently proposed microrheological models to describe the rhe-
ology of concentrated suspensions of fractal clusters and vis-
coelastic particles.26–32Severe difficulties arising from many
body interactions have been roughly resolved by making hy-
drodynamic assumptions. The microrheological models de-
veloped by one of the authors30–32 is based on a self-
consistent field approximation assuming that the viscosity of
the effective medium surrounding an aggregate is the viscos-
ity of the suspension. Computer simulations further suggest a
power law for the shear stress dependence of the equilibrium
radius of aggregates in a shear field.33 However, little is
known about the exact form of the scaling law which de-
pends both on flow type and the reversibility of cluster de-
formation under the action of external stresses.

In the present paper, shear breakup of aggregates is in-
vestigated by ultrasound backscattering in the low shear re-
gime. We consider non-Brownian particles or aggregates
smaller than the wavelength and scatterers with acoustic
properties close to those of the surrounding liquid so that the
attenuation of the coherent incident wave remains negligible
and multiple scattering can be ignored. From these assump-
tions, hydrodynamic effects dominate over Brownian motion
and the Rayleigh scattering theory can be used to estimate
the single scattered incoherent intensity from a dilute random
suspension. In the concentrated regime, particles or aggre-
gates can no longer be considered as independent and corre-
lation effects influence the ultrasonic scattered power be-
cause of wavelet interference in a dense distribution of
scatterers.19 The scattered power can be considered as the
result of imperfect wave destruction either associated with a
packing factor20,34 or with the variance in local scatterer
concentration.35,36

The first section concerns ultrasound scattering from a
dense suspension of fractal aggregates small compared to the
wavelength. A first-order expression of the ultrasound scat-
tering cross section per unit volume for a dense suspension
of Rayleigh aggregates is derived from the concept of vari-
ance in local particle concentration. The fractal scattering
regime for aggregates larger than the ultrasound wavelength
is further discussed.

In the second section, a scaling law for the dynamical
equilibrium size of aggregates in a shear flow is used to
describe the shear stress dependence of the ultrasonic back-
scattered power from a dense suspension of reversible aggre-
gates.

In the third section, ultrasound scattering from a suspen-
sion of hardened red blood cell aggregates is investigated
experimentally as a function of particle volume fraction and
shear rate in plane–plane flow geometry. The experimental
results are discussed on the basis of the Rayleigh scattering
theory and scaling laws proposed in the second section.

Light scattering is in many aspects analogous to ultra-
sound scattering and also provides a way to investigate the
shear breakup of red cell aggregates in concentrated
suspensions.25 The viscosity behavior of aggregated suspen-
sions is further strongly influenced by the shear-induced dis-

ruption of aggregates.30,31 The ability of ultrasonic, light re-
flectometry and viscometry methods to give quantitative
information about red blood cell aggregation and membrane
adhesiveness is finally discussed.

I. ULTRASONIC SCATTERING FROM A SUSPENSION

Under consideration is a homogeneous distribution of
particles of characteristic sizea and volume fractionf dis-
persed in a liquid and probed by an ultrasound wave nor-
mally incident upon the half-space of scatterers. Weakly
scattering particles small compared to the ultrasound wave-
length l ~Rayleigh scattering regime, i.e., low-frequency
scattering regime! with acoustic properties~density and com-
pressibility! close to those of the surrounding liquid are con-
sidered. The last condition ensures a negligible attenuation of
the incident plane wave propagating through the slab. The
shear wave propagation and wave mode conversion effects
can be ignored since the shear and bulk viscosities of the
suspension are relatively small. Therefore, the attenuation of
the incident ultrasound wave due to viscous losses is negli-
gible and ultrasound scattering mainly results from the mis-
matches in the mechanical properties of continuous and par-
ticle phases. Theoretical models of ultrasound scattering are
based either on the particle approach20,21,34or the continuum
approach.35,36 The continuum approach recognizes that par-
ticles separated by less thanl/2 cannot be resolved by the
transducer and therefore the suspension can be modeled as a
continuum medium in which local fluctuations in density and
compressibility give rise to the scattered waves.35,36 In con-
trast, the particle approach tracks the position of every par-
ticle in the insonified volume and sums the wavelets scat-
tered from individual particles.20,21 Recently, Mo and
Cobbold36 introduced a new hybrid approach which sums the
wavelets from elemental volumes or voxels of size 1/k
'l/2p small enough so that the incident wave arrives with
the same phase at every particle located within it. In the
Rayleigh scattering regime (ka!1),the hybrid model pre-
dicts a somewhat isotropic scattered power scaling as the
variance of the particle number in a voxel. The ultrasound
power scattered from a suspension of Rayleigh aggregates is
then sensitive to cluster size and fluctuations of the local
particle number in a voxel. In the fractal scattering regime
(ka.1), the aggregates are larger than a voxel and the scat-
tered power becomes strongly anisotropic and influenced by
particle correlation within the clusters.

A. Uncorrelated particles

For a random distribution of particles in space, each par-
ticle scatters the incident wave unaffected by the presence of
the other particles. The addition of intensity scattered by
each particle then gives the incoherent scattered intensity
from a weakly scattering suspension.18,20 The directional
scattering coefficientx(k,s) defined as the power scattered
per unit solid angle from a unit volume for an incident plane
wave of unit amplitude then scales as the average numbern
of scatterers per unit volume:10

x~k,s!5ns~k,s!, ~1!
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wherek and s are the incident and scattered wave number
vectors ands(k,s) the differential scattering cross-sectional
area of a single particle. Ultrasound scattering from particles
arises from the different modes of vibrations~radial pulsa-
tions or back and forth oscillations! in relation with either
compressibility or density mismatches. Viscous dissipation
effects weakly influence the low-frequency scattering of
acoustic waves. The Green’s function approach gives the dif-
ferential scattering cross sections(k,s) of a weak Rayleigh
scatterer of volumeV and arbitrary shape:37

s~k,s!5p2n4V2~koro!2F S kp2ko

ko
D1S rp2ro

rp
D k"s

ksG2

,

~2!

wherekp ,ko andrp ,ro are the compressibilities and densi-
ties of scatterer and suspending medium, respectively,n is
the ultrasonic frequency andco52pn/k5(koro)21/2 is the
phase velocity of the incident ultrasound wave in the sus-
pending medium. In the Rayleigh regime, the scattering is
nearly isotropic and depends on the fourth power of the ul-
trasound frequency.

B. Correlated particles

Departure from independent scattering occurs in densely
packed systems where the increase in correlation among par-
ticles induces interference of the far-field scattered
waves.18,24 The scattering cross sectionx(k,s) can be evalu-
ated by defining the packing factorW(k,s) of the pair-
correlated particles that accounts for the coherent addition of
the scattered waves:19,20

x~k,s!5ns~k,s!W~k,s!. ~3!

The packing factorW(k,s) describes the orderliness in
the spatial arrangement of particles and can be expressed in
terms of the statistical pair-correlation functiong(R):19

W~k,s!511nE @g~R!21#ei (kÀs)"RdR, ~4!

whereR is the separation distance between the particles. If
the average separation of the scatterers is much smaller than
the wavelength, the above relation reduces to

W511nE @g~R!21#dR. ~5!

The application of this model is contingent on the selec-
tion of an appropriate pair-correlation functiong(R) which
mainly depends on particle volume fraction and flow
conditions.38,39 Assuming Rayleigh scatterers and no shear
dependence of the pair function in the low shear regime, then
the packing factorW(f) derived from the Percus–Yevick
approximation only depends on the particle volume
fraction:38,40

W~f!5
~12f!4

~112f!2
. ~6!

The packing factor viewpoint involves complex statisti-
cal mechanics and provides unclear physical insight. In the
Rayleigh scattering regime, an alternative view-point based

on a continuum approach was first proposed by Angelsen35

to estimate the packing factor from the variance in local par-
ticle volume fraction. Mo and Cobbold36 recently developed
a hybrid model which combines both the particle and con-
tinuum approaches. In this model, the scattered power is split
into a part arising from a crystalline phase, which gives no
net contribution because of destructive wave interference,
and the other, representing contributions from independent
fluctuations in the particle numberv within elemental voxels
of volumeV and size'1/k. The scattering cross section per
unit volume for a suspension of Rayleigh clusters then scales
as the variance var(v)5v22v̄2 of the particle numberv
averaged over the insonified region:36

x~k,s!5ns~k,s!
var~v!

v̄
~7!

with n5v̄/V. Alternatively, one can define the space aver-
age variancevar(v)5v̄Wf)5VfW(f)/V of particles in a
voxel as a function of the packing factorW(f) which unifies
Eqs.~3! and ~7!.

C. Correlated fractal aggregates

Several models of random cluster growth developed in
the last decade and supported by experiments lead to tenuous
self-similar aggregates with radius of gyrationR(N) obeying
the scaling relationship:41

R'aN1/D, ~8!

whereN is the number of particles in the cluster,a is the
characteristic size of elementary particles andD is called the
fractal dimension or Hausdorf–Besicovitch dimension. A
fractal dimension less than the Euclidean dimensiond corre-
sponds to tenuous structures with porosity increasing with
size. The reaction limited aggregation model~RLA! devel-
oped by Kolb and Jullien42 and Weitz and Huang43 covers
reversible flocculation and introduces a sticking probability
when two clusters collide. The RLA model produces self-
similar clusters with a fractal dimensionD'2 for d53.

Ultrasound scattering by a Rayleigh cluster (Rk!1) is
completely coherent and the differential scattering cross-
sectional areasa(k,s) of an aggregate of arbitrary shape
scales as the square of the particle numberN:44

sa~k,s!5N2s~k,s! for kaN1/D!1. ~9!

From Eq.~7! relevant to the hybrid approach, the direc-
tional scattering cross sectionxa(k,s) from a distribution of
Rayleigh aggregates is given by

xa~k,s!5nasa~k,s!
vara~v!

v
, ~10!

wherevara(v) is the space average variance of the particle
number in a voxel,na5n/N̄ is the average number of aggre-
gates per unit volume andN̄ is the mean particle number in
a cluster. Cluster growth increases the variance in particle
number because each voxel can gain or lose a larger number
of elementary particles. As a first approximation, the vari-
ancevara(v) increases linearly with the volume fractionfa
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of aggregates. Therefore, the variance can be roughly ap-
proximated by the first-order scaling relation:

vara~v!5
fa

f
var~v! for N!~ka!2D. ~11!

Substituting for the average variance in Eqs.~9! and~10!
gives

xa~k,s!5na N2
fa

f
s~k,s!

var~v!

v
. ~12!

We further define the dimensionless normalized scatter-
ing coefficientx r5xa(k,s)/x(k,s). Using Eqs.~7! and~12!,
the dimensionless scattering coefficientx r in the Rayleigh
scattering regime becomes

x r5
xa~k,s!

x~k,s!
5

na

n

fa

f
N25

N2

N̄

fa

f
, ~13!

wherefa /f5(naV̄a)/(nV)5V̄a /(NV) and Va is the aver-
age volume of aggregates. In a dense suspension, multiple
hydrodynamic interactions strongly reduce the spread of the
aggregate size distribution. For a weak standard deviation of
the aggregate size distribution (N2'N̄2), then the scattering
cross section per unit volume scales as the average volume
Va of clusters without dependence on particle volume frac-
tion and fractal dimension of aggregates because the trans-
ducer cannot resolve the internal structure of clusters smaller
than voxels:

x r'
Vā

V
'S R

a D 3

for N!~ka!2D. ~14!

Far field coherence effects are responsible for the aggre-
gate volume dependence of the scattering coefficientx r

which would scale as (na /n) (sa /s)'N'RD when ne-
glecting the variance terms in Eqs.~7! and ~10!. One can
indeed expect no influence of the fractal dimension of aggre-
gates upon the scattering coefficientx r because the trans-
ducer cannot resolve the internal structure of clusters smaller
than voxels. As a consequence, the dimensionless scattering
coefficientx r scales as the volume of aggregates and can be
interpreted as an aggregation index in the Rayleigh scattering
regime (kR!1).

D. Fractal scattering regime

For aggregates of dimension larger than a voxel (kR
@1), the hybrid theory is no longer valid and ultrasound
scattering becomes strongly anisotropic because of angle-
dependent destructive interferences. Considering the scatter-
ing wave numberq5s2k, the choice of a scattering angleu
sets a length scale 1/q5@2k sin (u/2)#21 under which scat-
tering remains coherent.44 Therefore, one may decompose an
aggregate into smaller subunits of size 1/q with an average
numberNb'(qa)2D of elementary particles. One subunit
scatters coherently a power scaling asNb

2 . In contrast, the
scattered waves from different subunits add incoherently and
the differential scattering cross-sectional areasa(k,s) of an
arbitrary shape aggregate scales as the average numberN/Nb

of subunits in the cluster:

sa~k,s!'
N

Nb
Nb

2s~k,s!'N2S~qR!s~k,s!, ~15!

whereS(qR)'Nb /N'(qR)2D is commonly referred to as
the structure factor in coherent optics44 and describes spatial
correlations between particles in fractal structures. The
fourth-order frequency law characterizing the Rayleigh scat-
tering regime no longer applies for an aggregate larger than a
voxel (sa'a6R2DlD24). The crossover from the small2q
scattering behavior to the fractal regime is much broader and
a more accurate expression of the structure factorS(qR) was
proposed by Fisher and Burford.45 In the case of large aggre-
gates (qR@1), the directional scattering cross section
xa(k,s)5nasa(k,s) per unit volume then mainly depends on
the scattering angle and the fractal dimension:

xa~k,s!'
f

V
~qa!2Ds~k,s!. ~16!

In the fractal scattering regime (kR@1), the dimensionless
scattering coefficientx r5xa /x'(qa)2D/W(f) can no
longer characterize the aggregation state of a suspension
since the scattered power mainly involves the fractal dimen-
sion of aggregates and becomes insensitive to cluster size.
Indeed, light scattering from a suspension of large aggregates
is weakly dependent upon the cluster size because the for-
mation of contact points between aggregated rigid particles
induces no significant changes in the scattering area per unit
volume.30,31 However, the formation of a large contact area
during the aggregation process of deformable particles may
significantly lower the scattering area and thus light scatter-
ing phenomena become more sensitive to the growth of large
clusters.25,31

II. RHEO-ACOUSTICAL MODEL

Our purpose in this section is to present a rheo-
acoustical model and estimate both the average dynamical
size of aggregates in a shear flow and the ultrasound scat-
tered power from a weakly aggregated suspension. The pro-
posed scaling laws only involves physical parameters~fractal
dimension, particle adhesive energy, cluster deformability!
in contrast to numerous approaches which introduce phe-
nomenological parameters.

Above a critical yield stress, the shear thinning behavior
of weakly flocculated suspensions results from the rupture of
the spanning network and finite-sized aggregates when in-
creasing the shear stress.26–32,46The concept of fractal aggre-
gation was recently introduced in microrheological models to
estimate the average size of reversible aggregates in concen-
trated suspensions.26–32

A. Average size of aggregates in a dense suspension
at rest

In the diluted regime, the suspension only consists of
isolated particles and finite-sized aggregates~Fig. 1!. By in-
creasing the particle volume fraction, clusters cannot grow
indefinitely without interpenetration. Above the percolation
concentrationfg, fractal structures then reach a maximum
average sizeR̂ ~Fig. 1!. In a concentrated suspension, the
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infinite network can be considered as a collection of fractal
aggregates of mean densityf̂ and characteristic dimensionR̂
packed with a volume fractionf* .26,28,30 The condition
f5f̂f* then gives the maximum average sizeR̂ of fractal
aggregates at rest:30

R̂~f!

a
5S f

f*
D 1/D23

with f̂'
R̂3

N̂a3
and N̂'~R̂/a!D,

~17!

whereN̂ is the mean particle number in a fractal cluster of
size R̂.

B. Shear breakup of aggregates

Above the yield stressto , the filling space aggregates of
average sizeR̂(f) are broken into smaller subunits of size
R,R̂ corresponding to a dynamical equilibrium between
formation and shear breakup of the aggregates. As shown by
experimental investigations47 and computer simulations,33,48

the shear stress dependence of the equilibrium radiusR(t) of
an isolated fractal aggregate obeys the general power law:

R~t!

a
'S t*

t D m

, ~18!

where the critical shear stresst* 'G/a for breaking a bond
is related to the surface adhesive energyG ~adhesive energy
per unit contact area! and the characteristic radiusa of el-
ementary particles. The exponentm mainly depends on the
reversibility of cluster deformation under the action of exter-
nal stresses.33,46 Rigid aggregates are broken into secondary
clusters of approximately equal parts~large-scale fragmenta-
tion process! since elastic deformations are transmitted over
the whole structure. On the other hand, soft aggregates are
irreversibly deformed by external stresses and split into in-
dividual particles and small clusters one by one~surface ero-
sion process!.30,33

We may introduce a correlation lengthj under which
elastic stresses are transmitted and consider the aggregate as
a soft assembly of rigid subunits of sizej.30 A three-
dimensional aggregate of fractal dimensionD>2 strongly
interacts with the surrounding fluid and roughly behaves hy-
drodynamically like an unpermeable compact sphere with a
hydrodynamic radius close to the radius of gyration.46

In the low shear regime, an unpermeable aggregate of
radiusR experiences a viscous forceF'tR2 wheret is the
viscous stress. The shear forceF exerts a bending moment
M'Fj on the rigid branches of sizej located on the outer
surface of the aggregate. A bending moment higher than the
critical momentM* 't* a3'Ga2 for breaking a bond leads
to the rupture of rigid subunits. The breaking criterionFj
'Ga2 then yields the equilibrium sizeR(t) of unpermeable
aggregates in a shear flow:30

R~t!'S Ga2

tj D 1/2

. ~19!

For soft aggregates, outer chains of sizez'a are stretched
and broken one by one until the cluster reaches a stable size
R(t):

R~t!

a
'S t*

t D 1/2

with t* 'G/a. ~20!

In the case of rigid aggregates, the correlation length is
the whole size of the aggregate (j'R), and the equilibrium
size derived from Eq.~19! then takes the form

R~t!

a
'S t*

t D 1/3

with t* 'G/a. ~21!

Equations~20! and ~21! for soft and rigid aggregates
give the upper and lower bounds of the exponentm in the
general scaling law~18!. Recent computer simulations of the
shear-induced disruption of three-dimensional soft aggre-
gates givem5 1

2.
33 On the other hand, the lower value

m5 1
3 agrees with experimental data from Torreset al.48 for

rigid aggregates.
In the general case of Rayleigh aggregates (kR!1), the

dimensionless scattering coefficientx r(t) is derived from
Eqs.~14! and ~18!:

x r~t!5S R~t!

a D 3

'11S t*

t D 3m

with
1

3
< m<

1

2
,

~22!

where particle adhesiveness and cluster deformability respec-
tively determine the critical shear stresst* and the exponent
m. The fractal dimension and the average particle volume
fraction within the aggregates apparently have no influence
on the average size of clusters and the scattering behavior.
However, the internal structure of aggregates and the amount
of fluid trapped within the aggregates determine both the
suspension viscosity and the average shear stress experi-
enced by interacting clusters.30

III. ULTRASONIC SCATTERING FROM HARDENED
RED BLOOD CELL AGGREGATES

In this section, rheo-acoustical experiments are reported
for hardened red blood cells suspended in dextran saline so-
lutions. An 8-MHz piezoelectric ceramic element emits
acoustic bursts and detects the backscattered waves from red
blood cell aggregates in a shear flow. Human red cells of
volume-averaged radius'2.8mm ~average volumeV587
mm3) can be considered as Rayleigh scatterers when probed
with an 8-MHz ultrasound wave~wavelength l'cs /n

FIG. 1. Structure of an aggregated suspension at rest@f,fg : finite sized
aggregates,f5fg: an infinite spanning cluster and some isolated aggre-
gates,f.fg: packing of fractal aggregates of maximum sizeR̂(f)].
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'200 mm wherecs'1570 m/s is the sound velocity in di-
luted red cell suspensions!. For human red cells, the fourth-
order frequency law was indeed confirmed by Shunget al.49

in the ultrasound frequency range from 5 to 15 MHz. Fur-
thermore, ultrasound scattering from red cell suspensions is
weak since the acoustic properties of erythrocytes such as
density rp'1092 kg/m3 and compressibility kp'34.1
310211 m2/N ~Ref. 34! are close to those of physiological
saline solution (ro'1005 kg/m3, ko'44.3310211 m2/N).
Based on the above acoustic properties, the Rayleigh formula
~2! predicts a backscattering cross-sectional areas(k,2k)
'6310214 cm2 for a single red blood cell in saline solu-
tion.

In the following, the effect of shear rate and particle
volume fraction on the ultrasound scattered power from a
suspension of hardened red cell aggregates is investigated
and examined within the framework of the rheo-acoustical
model.

A. Rheo-acoustical method

The measurement cell consists of a polymethacrylate
cylinder ~diameter 94 mm! divided into two compartments
by a polymethacrylate plate perpendicular to the vertical axis
of a plane–plane flow device~Fig. 2!. The flow field is gen-
erated in the upper compartment between the stationary plate
and an upper rotating polymethacrylate plane disk driven by
a stepper motor. In the lower compartment, filled with water
to ensure good ultrasonic coupling, a transmitter receiver cir-
cular transducer~Vermon, France! ~incident beam diameter
d'5 mm) is driven by a pulse function generator which
sends 8-MHz frequency electrical pulses~resonant frequency
of the transducer! with a repetition rate of 200 Hz. The pi-
ezoelectric nonfocused transducer connected to the poly-
methacrylate plate by an acoustic window filled with water
emits short ultrasonic bursts in the direction perpendicular to
the plane–plane flow device. The distancez'41mm from
the piezoelectric ceramic to the insonified volume between
the plates was chosen to be in the far field of the transducer
~the transition point from near-field zone to far-field zone is
located at the distancezo'd2/4l'32 mm!. The pulsewidth
dt50.4 ms of the ultrasonic bursts was determined from the

time analysis of the ultrasound wave reflected from the poly-
methacrylate plate. As a consequence, the axial resolution
dz5dtcs/2'0.3 mm (cs'1570 m/s is the sound velocity in
the suspension! is much less than the gap width 2 mm,h
,3 mm between the plates. The thicknesse53 mm of the
polymethacrylate plate is enough that pulse ringing can be
further neglected and the scattered signal can be separated
from multiple reflections between the plates. The far-field
pattern of the transducer has a 5-degree-wide central lobe so
that the lateral resolutiondx is of the order of 5 mm.

The water temperature in the lower compartment was
maintained to 25 °C and controlled with60.5 °C accuracy.
The average distancer 530 mm from the axis of the trans-
ducer to the axis of the plane–plane flow device and the
angular velocity of the rotating disk (831025 rd s21

,du/dt,80 rd s21) determine the average local shear rate
g'r (du/dt)/h experienced by the insonified region across
the gap width h between the plates (1023 s21,g
,103 s21 for h52.5 mm!.

The ultrasound wave either reflected by the wall sur-
faces or scattered from the suspension is detected by the
same transducer. The radio frequency signal delivered by the
transducer was sampled and amplified using a Tektronix 520
digitizer. The digitized signals were downloaded to a micro-
computer~Macintosh Centris 650! where gating and power
calculations were performed. Time gating of the digitized
signal provides a way to measure the rms powerPr and Ps

of the echo corresponding either to specular reflections at
wall/suspension interfaces~considered as a reference acous-
tic reflector! or scattering from a specified volume between
the plates. The backscattering coefficientx(k,2k) is derived
from the relation:6

FIG. 3. Ultrasonic backscattering coefficientx versus timet for normal (s)
and hardened (d) red blood cells in 3g% dextran 70-PBS from the flow
setting (g50.6 s21 for t.0) and the establishment of a dynamical equilib-
rium to flow stoppage (f50.15,T525 °C andI 5150 mM!. The suspension
is previously dispersed in an intense flow (g5128 s21 for t,0) before
imposing the relevant shear rateg50.6 s21.

FIG. 2. Schematic representation of the ultrasonic technique to investigate
the ultrasound backscattering from a flocculated suspension in a plane–
plane flow device.
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x~k,2k!5S rwcw2rscs

rwcw1rscs
D 2 z2

Adz

Ps

Pr
, ~23!

whererw and rs are the densities of the polymethacrylate
wall and the suspension,cw andcs are the sound velocities
in the two media,z is the distance between the front face of
the transducer and the insonified region,A is the cross-
sectional area of the ultrasound beam anddz the axial reso-
lution of the transducer. Equation~23! neglects the attenua-
tion compensation of the incident wave. For red cell
aggregates in dextran saline solution and particle volume
fraction f,0.3, viscous losses are indeed weak and the ex-
tinction of the incident ultrasound wave remains negligible
since the scattering mean free path 1/xa ranges from 10 up to
100 m depending on cell aggregation extent~Fig. 5!.

The shear viscosity of suspensions was determined at
25 °C in a Couette viscometer~RCHAIX-MCCA, France!
and calculated with63% accuracy from the steady-state
torque reading. The sample was previously sheared at high
shear rate before imposing the relevant shear rate. The pres-
hearing period eliminates any memory effects due to induced
restructuration processes of aggregates in the low shear
regime31 and viscosity measurements no longer depend upon
the rheological history of the suspension.

B. Red cell suspensions

Normal human red blood cells are biconcave disks of 8
mm mean diameter and 2mm thickness when suspended in
an isotonic phosphate buffered saline solution~PBS! ~osmo-
larity 300 mOsmol, ionic strength 150 mM and pH57.4!.
Blood was obtained from healthy human donors and used on
the day of withdrawal. After centrifugation and removal of
the plasma and the white-cell–platelet layer, red blood cells
were washed twice in PBS~10 mn at 3000 rpm!.

Cross-linking of the skeleton proteins in a glutaralde-
hyde solution produces hardened red cells. The glutaralde-
hyde treatment has no significant influence on red cell elec-
trophoretic mobility and thus hardly alters the outer surface
of the cell.50 Glutararaldehyde fixed red cells were prepared
by suspending one volume of washed cells in 10 volumes of
2% glutaraldehyde saline solution for 60 min at room tem-

perature. Hardened red cells were then washed twice in PBS
and finally suspended in dextran 70-PBS solutions~molecu-
lar weight 73104).

Above a molecular weight of about 43104, dextran
polymer induces aggregation of human red cells.51,52 The
extent of red blood cell aggregation increases with dextran
molecular weight and polymer concentration. However, high
dextran concentrations (w.325g%) enhance the repulsive
interaction forces and induce suspension restabilization. Re-
versible red cell aggregation is usually attributed to macro-
molecular bridging between cell surfaces.53 However, the na-
ture of red cell interaction in polymer solution remains
controversial up to the present time. Indeed, there is good
evidence that red cell aggregation in dextran solutions results
from polymer depletion, the disaggregation stage at high
polymer concentrations arising from the penetration of
chains within the cell surface coat.53

The fractal dimension of two-dimensional normal or
hardened red cell aggregates was determined by one of the
authors30 from optical imaging of clusters between two glass
plates after previous dispersion of the suspension. The par-
ticle number dependence of the cluster size yields a fractal
dimensionD51.5960.03 andD51.5660.04, respectively,
for normal of hardened red cells in 3g% dextran 80-PBS30 in
good agreement with the predictions of the RLA model
~D'1.55 for d52) representative of reversible floc-
culation.42,43

C. Experimental protocol

The ultrasonic backscattered power from red blood cells
suspended in dextran 70-PBS solution was measured in the
plane–plane flow device for shear rates in the range
0.1 s21,g,50 s21. The suspension was first dispersed in
an intense flow (g5128 s21) before imposing the relevant
shear rate at timet50 ~Fig. 3!. Particle flocculation results
in an increase of the ultrasound backscattered power which
reaches a stationary level after a delay time of about 2 min.
Since the shear flow can induce a stable orientation of de-
formable particles31 and an anisotropy of the suspension mi-
crostructure, the flow is quickly stopped to suppress any cell
orientation. The extrapolated ultrasonic backscattering coef-
ficient xa just after flow stoppage is representative of the
dynamical aggregation equilibrium for random particle ori-

FIG. 4. Ultrasonic backscattering coefficientxa versus the shear rateg for
normal red cells in 3g% dextran 70-PBS as a function of the gap widthh
between the plates@h52mm (d), h52.5 mm (s), h53 mm (h)#. Par-
ticle volume fraction f50.25, temperatureT525 °C, ionic strength
I 5150 mM and liquid viscositymo51.82 mPa.s.

FIG. 5. Ultrasonic backscattering coefficientxa versus the shear rateg for
normal red cells in 3g% dextran 70-PBS. Particle volume fractionf50.1
(s), f50.15 (h), f50.25 (d) andf50.3 ~j!.
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entation~Fig. 3!. For each red cell volume fraction and shear
rate, the average coefficientxa was determined with an ac-
curacy of about 5% from ten measurements of the rms power
backscattered from the suspension.

The steady-state backscattering coefficientxa decreases
when increasing the shear rate because of the shear breakup
of red cell clusters into smaller ones~Fig. 4!. Under defined
shear rate conditions, the backscattering coefficientxa(g) is
weakly dependent upon the gap width 2 mm<h<3 mm be-
tween the plates~Fig. 4!, which indicates both a linear ve-
locity profile ~constant shear rate across the gap! and a weak
influence of the marginal layers clear of particles near the
walls.

Figure 4 further shows an increased backscattering co-
efficient and a shear-induced restructuration of the infinite
network for deformable red cell aggregates subjected to low
shear rates ranging from 0.2 s21 up to 0.5 s21. Such a re-
structuration process preferentially occurs for strongly aggre-
gated deformable particles and results in hysteresis phenom-
ena in the rheology of flocculated suspensions.31 The
previous dispersion of the suspension in an intense flow can-
cels out any memory effects in the low shear regime. On the
other hand, no time-dependent restructuration effect is ob-
served for hardened red cell aggregates~Fig. 3!. Rigid par-
ticles only establish contact points during adhesion and the
low internal variation energy of the suspension associated
with particle aggregation then prevents shear-induced re-
structuration processes at short time scale.31

D. Shear break-up of hardened red cell aggregates

Figure 5 shows the shear rate dependence of the ultra-
sonic backscattering coefficientxa(g) upon the particle vol-
ume fractionf for hardened red cells suspended in 3g%
dextran 70-PBS (0.1<f<0.3). At high shear rates
g.20 s21, aggregates are broken into individual particles
and the backscattering coefficient takes the value
x'431025 cm21 in good agreement with the predictions
from Eqs.~3! and ~6! based on the Percus–Yevick approxi-
mation @x(k,2k)5fs(k,2k)W(f)/V'331025 cm21

with V'87mm3, f50.2 ands(k,2k)'6310214cm2 as
shown in Sec. III#. Particle volume fraction in the range from
0.1 up to 0.3 weakly influences the backscattering coefficient
x'431025 cm21 of nonaggregated particles~Fig. 5! since
the scattered power from pair-correlated red cells peaks at
f'0.2.49 The variance of particle number in a voxel scales
asfW(f) and indeed displays limited changes over the con-
centration range 0.1,f,0.3. Flow disturbances and turbu-
lence effects may further increase local fluctuations in par-
ticle concentration and enhance the ultrasound backscattered
power. However, no shear rate dependence was observed
below 200 s21 for the scattered power from nonaggregated
red cells suspensions in agreement with recent experiments
from Van Der Heidenet al.54

We consider now the dimensionless backscattering co-
efficient x r5xa /x and we define the critical disaggregation
shear rategc in terms of extrapolated intercept. For hardened
red cells in 3g% dextran 70-PBS, Fig. 6 shows a dependence
of the ultrasonic experimental data and the extrapolated
shear rategc upon the red cell volume fraction. Under de-

fined shear rate conditions, particle crowding increases the
viscosity of the suspension and the shear stress experienced
by aggregates resulting in a more efficient dispersion of clus-
ters and a lower backscattering coefficient. Raising the par-
ticle volume fraction then shifts the critical shear rategc(f)
for cell disaggregation towards lower values~Table I!. The
critical shear stresstc defined as the product of the critical
shear rategc and the shear viscositym(gc) no longer de-
pends on particle volume fraction~Table I!. The critical dis-
aggregation shear stresstc'0.45 N/m2 is representative of
the mechanical force required to disrupt a bond for red cells
in 3g% dextran 70-PBS. From the Derjaguin theory, the
force F'tca

2 required to break a bond between two aggre-
gated particles scales asGa (G is the surface adhesive en-
ergy!. For cells in 3g% dextran 70-PBS (tc'0.45 N/m2 and
a'4 mm), we then derive a surface adhesive energy
G'tea'1.831026 N/m in good agreement with earlier es-
timations based either on rheo-optical experiments
(G'231026 N/m for red blood cells in 2g% dextran 80!30,31

or the equilibrium shape of deformable red cell doublets.55

The effective medium approximation used in microrheo-
logical models states that interacting aggregates behave like
isolated clusters in a fluid of viscosity equal to the shear
viscositym(g) of the suspension and thus experience an ef-
fective shear stresst5m(g)g. Therefore, we have deter-
mined the shear viscositym(g) of aggregated red cell sus-
pensions~Fig. 7! and plotted the backscattering coefficient
x r against the shear stresst5m(g)g to account correctly for
the microrheological conditions around the clusters whatever
the particle concentration~Fig. 8!. The viscositym(g) of
hardened red cell suspensions was determined using a low
shear viscometer~LS40 Contraves! and the same experimen-
tal procedure. The experimental datax r(t) then lie on a
single curve since the local shear stress determines the dy-

FIG. 6. Dimensionless ultrasonic backscattering coefficientx r5xa /x ver-
sus the shear rateg for hardened red cells in 3g% dextran 70-PBS. Particle
volume fractionf50.15 (h), f50.25 (d) andf50.3 ~j!.

TABLE I. Experimental values of the critical disaggregation shear rategc ,
relative shear viscositym r(gc) and critical shear stresstc5m r(gc)mo gc for
hardened red cells suspended in 3g% dextran 70-PBS~liquid viscosity mo

51.82 mPa.s!.

f gc (s21) m r(gc) tc (N/m2)

0.15 12.9 1.92 0.45
0.25 7.3 3.4 0.452
0.30 5 4.93 0.449
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namical equilibrium size of interacting aggregates in a dense
suspension~effective medium approximation!. The master
curve x r(t) further indicates that correlation effects among
individual particles or aggregates only involve the average
particle volume fraction since the transducer cannot resolve
clusters smaller than a voxel.

Red cell aggregates can be considered as soft clusters
undergoing irreversible deformation under shear because of
the weak bonding energy and the biconcave shape of eryth-
rocytes which allow particles to roll at their contact points.
We may thus estimate the dimensionless scattering coeffi-
cient x r(t) from Eq. ~22! with m51

2 for soft clusters:

x r~t!5S R~t!

a D 3

'11S t*

t D 3/2

. ~24!

For a critical shear stresst* 50.25 N/m2 , the above relation
well describes the shear stress dependence of the experimen-
tal acoustic curvex r(t) ~Fig. 9!.

The present analysis based on the Rayleigh scattering
theory is valid as long as the aggregates remain smaller than
voxels. The maximum valuex r'30 of the backscattering
coefficient in the low shear regime corresponds to a mean
aggregate diameter 2ax r

1/3'25mm close to the characteristic
sizel/2p'30mm of voxels when the suspension is probed
with 8-MHz ultrasound waves. As a consequence, Rayleigh
scattering from blood is no longer valid at low shear rates
g,1 s21, especially when red cell aggregation is strong and

ultrasound frequency is high (kR52pnR/co.1). A fourth-
order frequency dependence of the backscattered power rep-
resentative of the Rayleigh scattering regime was indeed ob-
served by Yuan and Shung13 for aggregated whole blood
over an extended range from 3.5 to 12.5 MHz. In the fractal
scattering regime, the scattered power from a collection of
large structures (kR@1) becomes sensitive to the fractal di-
mension of aggregates and Eq.~16! predicts a frequency de-
pendence scaling asn42D. For most biological media with a
long-ranged structure such as liver, the frequency depen-
dence of the ultrasound scattered power indeed obeys the
power lawxa'n f with f '2 ~Refs. 56 and 57! which indi-
cates a fractal dimensionD542 f '2.

In the case of moderate ultrasound frequencies such that
the wavelength is much larger than clusters (kR!1), rheo-
ultrasonic experiments provide a way to estimate the charac-
teristic size of aggregates and the critical disaggregation
shear stress. For red cells in dextran 70-PBS, particle aggre-
gation occurs above the critical dextran concentration
w'1.5 g%~Fig. 10!. As dextran is added, the critical disag-
gregation shear rate rises and then decreases for polymer
concentration higher than 4g%~Fig. 10!. The disaggregation
behavior at high dextran polymer concentrationw.6 g% is
extremely sensitive to the structure of the outer polymeric
coat ~or glycocalyx! of biological membranes.58

FIG. 7. Relative shear viscositym r(g)5m(g)/mo versus the shear rateg
for hardened red cells suspended in 3g% dextran 70-PBS. Particle volume
fraction f50.15 (h), f50.25 (d) and f50.3 ~j!. Liquid viscosity
mo51.82 mPa.s.

FIG. 8. Dimensionless ultrasonic backscattering coefficientx r5xa /x ver-
sus the shear stresst5m(g)g for hardened red cells in 3g% dextran 70-
PBS. Particle volume fractionf50.15 (h), f50.25 (d) andf50.3 ~j!.

FIG. 9. Dimensionless ultrasonic backscattering coefficientx r5xa /x ver-
sus the shear stresst5m(g)g for hardened red cells suspended in 3g%
dextran 70-PBS. Particle volume fractionf50.15 (h), f50.25 (d) and

f50.3 ~j!. The solid curve is calculated from Eq.~22! with m5
1
2 and

t* 50.25 N/m2. The rheo-acoustical model predicts a power law scaling as
(t* /t)3m with an exponentm51/2 for soft clusters.

FIG. 10. Critical disaggregation shear stresstc versus polymer concentra-
tion w for red blood cells suspended in dextran 70-PBS~particle volume
fractionf50.25). The critical shear stresstc is determined from ultrasound
scattering experiments.
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E. Ultrasonic, light scattering and viscometry
methods

Light scattering is also well suited to study the aggrega-
tion of deformable red blood cells and determine the critical
disaggregation shear stress.30,31 The aggregation process of
deformable biological membranes leads to large contact ar-
eas between adjacent cell surfaces with a uniform gap across
which visible radiations are not scattered since the intercel-
lular distance of about 200 Å~Ref. 52! is lower than the light
wavelength. As a consequence, light scattering is sensitive to
the growth of deformable red cell aggregates much larger
than the light wavelength since the scattering cross section
per unit volume decreases with cluster size. In contrast to
ultrasound scattering in the Rayleigh regime, the diffuse re-
flectivity of the blood involves the fractal dimension of clus-
ters. When comparing results from rheo-ultrasonic and rheo-
optics experiments obtained with close molecular weight
dextran solutions~respectively 3g% dextran 70 and 3g%
dextran 80!, disaggregation shear stressest* differ by a fac-
tor 2 @t* 50.65 N/m2 with the light reflectometry method30

and t* 50.25 N/m2 with the ultrasonic method~Fig. 8!#.
One may indeed expect a somewhat higher disaggregation
shear stress from the rheo-optical method since the light re-
flectometric technique is sensitive to the contact area be-
tween aggregated particles while ultrasound Rayleigh scat-
tering involves the cluster volume.

Viscosity measurements also provide a way to estimate
the disaggregation shear stress of weakly flocculated suspen-
sions. A microrheological model proposed by Mills and
Snabre30 leads to a rheological Casson-like equation59 and
confirms that hardened red cell clusters can be considered as
soft aggregates of fractal dimensionD52.30 However, the
critical disaggregation shear stressest* determined from
rheo-ultrasonic and viscometry experiments are different by
a factor of 10 since particle aggregation dominates the rheo-
logical behavior in the low shear regime and the shear vis-
cosity is not very sensitive to the presence of small
aggregates.30 Viscosity measurements indeed become less
predictive in the high shear regime where the disaggregation
is almost complete. The restructuration of clusters in shear
flow may further influence the rheological behavior of a
weakly aggregated suspension.31 Particle deformability and
adhesiveness indeed favor a shear-induced restructuration of
aggregates and a contraction of the spanning network in the
low shear regime.31

IV. CONCLUSION

In the present paper, an approach for modeling ultra-
sound scattering from a dense suspension of Rayleigh clus-
ters has been proposed and applied to red blood cell aggre-
gates. In the Rayleigh scattering regime, it was shown that
the scattered power scales as the average volume of the ag-
gregates without dependence on the cluster volume fraction
or the fractal dimension of aggregates since the ultrasound
wave cannot resolve small structures. Conversely, the inter-
nal structure of aggregates larger than a voxel (kR.1) in-
fluences the scattering behavior.

Studies about ultrasound scattering from a flowing sus-
pension are usually performed in a tube.12,13,22,54In nonuni-
form flows, the space variation of the tangential shear stress
induces particle or cluster migration toward the center of the
channel.60 Recent experimental results by Kohet al.61 con-
cerning the flow of concentrated suspensions in a rectangular
channel indeed show particle concentrations close to the ran-
dom packing volume fractionf* 5 4

7 near the central region
of the channel and a strong blunting of the velocity profile.
As a result of cluster migration favored by particle floccula-
tion, strong correlations among scatterers would lower the
ultrasound backscattered power from the central region of a
parabolic flow. Such a mechanism likely explains the strik-
ing ‘‘black hole’’ phenomenon observed in cross-sectional
B-mode images of aggregating red cells in a channel flow
near the center region of the tube.62,63

In the present study, rheo-ultrasonic experiments were
performed in a plane–plane flow to investigate the shear
breakup of hardened red cell aggregates under well-defined
hydrodynamic conditions. The Rayleigh scattering model to-
gether with a fractal approach of cluster breakup describes
well the ultrasonic experiments. The shear stress dependence
of the backscattering coefficient indicates that hardened red
cell aggregates can be considered as soft clusters with a frac-
tal dimensionD'2. The flow-dependent changes of the ul-
trasound scattered power from red cell clusters further estab-
lish the validity of the effective medium approximation used
in microrheological models.

Light reflectometry and viscometry methods, as well as
ultrasound scattering, can give an estimate of the disaggre-
gation shear stress representative of the mechanical force re-
quired to disrupt the bonds between particles.30 However,
particle flocculation dominates the rheological behavior in
the low shear regime and, thus, the viscometry method likely
underestimates the critical disaggregation shear stress. Vis-
cosity measurements are further strongly dependent on both
shear-induced restructuration processes and the formation of
a marginal layer free of particles near the viscometer walls.
Therefore, scattering techniques sensitive to either cluster
volume ~ultrasound scattering! or contact area between par-
ticles ~light scattering! are better suited for determining the
critical disaggregation shear stress of red cell suspensions.
However, light scattering by red cell aggregates is dependent
both on the fractal dimension of clusters and the deformabil-
ity of particles. For Rayleigh scatterers, the ultrasound scat-
tering technique presents the main advantage to be only sen-
sitive to the characteristic volume of aggregates in
concentrated suspensions whatever the deformability of par-
ticles and the internal structure of clusters.

Therefore, ultrasound backscattering is a very promising
technique to estimate the particle adhesiveness in dense sus-
pensions and assessin vivo red blood cell aggregation. Con-
siderable research in ultrasonic scattering was indeed moti-
vated by the potential applications in hematology.22 The
present theoretical and experimental study clearly demon-
strates that quantitative information aboutin vivo red blood
cell aggregation can be obtained from the analysis of the
ultrasound backscattered power.
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Ultrasound sensitivity in the cricket, Eunemobius carolinus
(Gryllidae, Nemobiinae)
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Extracellular recordings from the cervical connectives in both long- and short-wingedE. carolinus
reveal auditory units that are sensitive to frequencies.15 kHz with best sensitivity at 35 kHz~79
dB SPL threshold!. Stimuli in this frequency range also elicit a startle response in long-winged
individuals flying on a tether. For single-pulse stimuli, startle and neck connective thresholds
decrease with increasing ultrasound duration, consistent with the operation of an exponential
integrator with a;32.5-ms time constant. There is evidence for adaptation to long duration pulses
~.20 ms! in the neck connectives, however, as it is more difficult to elicit responses to the later
stimuli of a series. For paired-pulse stimuli consisting of 1-ms pulses of 40 kHz, temporal
integration was demonstrated for pulse separations,5 ms. For longer pulse separations, startle
thresholds were elevated by 3 dB and appear to be optimally combined. Startle thresholds to 5 ms
frequency modulated~FM! sweeps~60–30 kHz! and pure tone pulses~40 kHz! did not differ. The
characteristics and sensitivity of this ultrasound-induced startle response did not differ between
males and females. As in some other tympanate insects, ultrasound sensitivity inE. carolinus
presumably functions in the context of predation from echolocating bats. ©2000 Acoustical
Society of America.@S0001-4966~90!05502-3#

PACS numbers: 43.80.Lb@WA#

INTRODUCTION

Numerous species in five different insect orders have
independently evolved sensitivity to ultrasound, presumably
as a consequence of the selective pressure from echolocating,
insectivorous bats~see Hoy, 1992 for review!. Although
much of the behavior and neurophysiological evidence for
sensitivity to ultrasound comes from experiments with tym-
panate moths~Roeder, 1967; Fullard, 1979!, sensitivity to
ultrasound in Orthopterans has been described in several
families ~e.g., Tettigoniidae, Libersat and Hoy, 1991; Acrid-
idae, Robert, 1989! including Gryllidae, the family which
represents the true crickets. Although this family is com-
posed of at least nine subfamilies~Walker and Mazaki,
1989!, most evidence of ultrasound sensitivity comes from
members of the subfamily, Gryllinae, commonly referred to
as field crickets. For example, Australian field crickets~Te-
leogryllus oceanicus! are sensitive to two spectral ranges: a
low-frequency band between 3 and 9 kHz~i.e., male calling
song spectrum! and a broad high-frequency band.15 kHz
~i.e., the frequency range of echolocating bats; Moiseffet al.,
1978!. When presented with ultrasound,T. oceanicusflying
on a tether perform short-latency~;35–55 ms; Nolen and
Hoy, 1986! negative phonotactic behaviors that consist in
part of the lateral extension of one of the metathoracic legs.
This response presumably functions to evade echolocating,
insectivorous bats. Using playback experiments in the field,
the repulsive effect of ultrasound was demonstrated for a
North American field cricket,Gryllus rubens. Farris et al.
~1998! showed that the simultaneous broadcast of batlike
ultrasound with a calling song decreases that calling song’s
attractiveness relative to a song broadcast without ultra-
sound.

Few studies, however, have examined auditory sensitiv-

ity in members of another subfamily, the Nemobiinae, com-
monly referred to as ground crickets. Like field crickets,
members of this subfamily produce species-specific calling
songs that function as sexual advertisement signals and at-
tract male and female conspecifics~Farriset al., 1997!. Sev-
eral species of nemobiines are polymorphic for hind wing
length such that individuals develop either long hind wings
that are capable of flight or short hind wings that are insuf-
ficient for flying ~see Harrison, 1980 for review!. Presum-
ably, nightly phonotactic flights by long-winged individuals
should put them at risk from echolocating bats. To determine
whether nemobiine crickets are also sensitive to ultrasound,
we used both electrophysiological and behavioral assays to
examine the auditory sensitivity ofEunemobius carolinus
~Gryllidae, Nemobiinae!, a species in which long-winged in-
dividuals perform nocturnal flight-phonotaxis to male calling
songs~Farris et al., 1997!. In particular, we examined the
effects of acoustic stimuli that vary in temporal and spectral
structure on the response of auditory units in the cervical
connectives. Furthermore, we used the hitherto undescribed
ultrasound-induced startle response in flyingE. carolinusas
a behavioral assay of cricket auditory sensitivity. We show
that like gryllines, the nemobiineE. carolinusis sensitive to
ultrasound and that the ultrasound-induced startle response in
flying E. carolinus is elicited by sounds similar to those
emitted by echolocating bats. Some of these results have
been previously reported in abstract form~Farris and Hoy,
1997, 1998!.

I. GENERAL METHODS

A. Subject animals

The colony, started from individuals sound-trapped in
Lafayette County, Mississippi~see Farriset al., 1997!, was
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reared under a 14 L/10 D hrs light schedule and fed ‘‘cricket
chow’’ ad libitem. Crickets were characterized as having one
of three different wing morphologies:~1! Long-winged, pos-
sessing fully developed hind wings and thus capable of fly-
ing; ~2! de-alates, long-winged crickets that have detached
their hind wings at the axillary sclerites of the dorsal met-
athorax and are no longer flight capable;~3! short-winged,
possessing undeveloped hind wings and thus never capable
of flying.

B. Acoustic stimuli

Stimuli were generated using Tucker Davis Technolo-
gies ~TDT! 16-bit, digital-to-analog converters and custom-
written software~8- or 5-ms sample period for pure tone and
frequency modulated stimuli, respectively!. Stimuli were
amplified using a Harman/Kardon HK6150 integrated ampli-
fier and broadcast from either a Radio Shack Super tweeter
~Cat. No. 40-1310b! or an ESS AMT-1 tweeter located 30
cm from the cricket preparation~note that the maximum out-
put frequency for each speaker was different!. For experi-
ments in which the carrier frequency was held constant at 40
kHz, the stimuli were broadcast through Panasonic 40-kHz
transducers. Stimulus amplitude was adjusted using TDT
PA4 programmable attenuators. The stimuli were calibrated
at the preparation using a Bruel and Kjaer~B&K ! 2608 mea-
suring amplifier~linear weighting, fast: 125-ms integration
time! with a ~B&K ! model 4138 1/8-inch microphone~90°
angle of incidence, experiment 1 only! or with a B&K 4135
1/4-inch microphone~0° angle of incidence!, B&K 2639
preamp, a B&K 5935 microphone power supply. The cali-
bration system was checked using a B&K 4220 pistonphone
calibrator. All sound-pressure levels~dB SPL! are referenced
to 20 mPa. Depending on the speaker used, the maximum
output level of the system was either 108 or 113 dB SPL. All
pulse onset and offset ramps are raised cosine. Pure tone
stimuli were calibrated using continuous tones, whereas the
calibration signal for FM stimuli was a continuous series of
5-ms FM pulses at 100 pulses/s~50% duty cycle!. The am-
plitude of a single FM pulse was thus corrected by 4.13 dB
~the effect of the 50% duty cycle and the 1-ms ramp! to
match that of the pure tone stimuli for a given SPL. This
calibration signal was used to maintain the temporal relation-
ship of the spectral components within the 5-ms FM sweep.
Spectral properties of the FM sweep were analyzed at the
position of the cricket preparation using a B&K 4135 1/4-
inch microphone~0° angle of incidence!, B&K 2639 preamp,
a B&K 5935 microphone power supply, and a Hewlett-
Packard 3562A signal analyzer.

C. Neurophysiological recordings

The experimental procedure used in this study is the
same as that used by Farriset al. ~1998!. Briefly, cold-
anesthetized, colony-reared crickets were mounted ventral
side up on a platform in a foam-lined Faraday cage that
reduced acoustic reflections and electrical noise. The protho-
racic legs of the crickets were extended laterally and the tarsi
were fixed to small bars using low melting point wax. The
acoustic stimuli were presented from loudspeakers 30 cm

from the preparation, positioned 0° normal to the longitudi-
nal axis of the cricket. Extracellular recordings were made
using a sharpened tungsten electrode inserted ventrally
through an opening in the cervical membrane and hooked
under the left or right cervical connection between the pro-
thoracic and subesophogeal ganglia. When recording ascend-
ing information only, the neck connectives were cut anterior
to the placement of the hook electrode. The electrode was
insulated using a mixture of mineral oil and Vaseline jelly
applied around the connective. The indifferent electrode was
inserted into the abdomen. Recordings from the cervical con-
nectives were amplified using a model 1700 AM Systems
differential amplifier and bandpass filtered between 10 and
10 000 Hz. The stimuli and neural responses were recorded
simultaneously onto tape using a 400-PCM recorder or digi-
tally captured using a TDT AD1 analog-to-digital converter
~sampling period: 40ms! for later analysis. We also moni-
tored the recordings visually using a Tektronix R5030 oscil-
loscope and aurally using an Archer amplified speaker.

The threshold for eliciting a response in the neck con-
nectives was determined as the minimum sound-pressure
level necessary to elicit at least three responses to a series of
five pulses. Stimuli were presented at 0.5 pulses/s. In addi-
tion to this 3/5 threshold criteria, for experiments that tested
the effects of stimulus duration on threshold, we used a
1-out-of-2-down, 0-out-of-2-up adaptive procedure. For this
adaptive rule, the amplitude of a single pulse was decreased
in 6-dB steps if a response was detected in one out of two
presentations. Stimulus step sizes were then changed to 3
and 1 dB for each reversal until a threshold was determined.
The minimum interstimulus interval in this procedure was
5 s.

D. Startle response

Long-wingedE. carolinuswere tethered dorsally at the
pronotum to a 14-cm-long piece of piano wire using low
melting point wax. Flight can easily be initiated by waving
the tethered cricket in the air or by giving it small puffs of
wind. Once flying, a tethered cricket was positioned in the
foam-lined Faraday cage 7 cm from the cage floor and 30 cm
from the speakers placed at 90° normal to the cricket. The
behavioral components of the startle response consist of an
abrupt cessation of flapping, folding of the hind wings, clo-
sure of the fore wings, anterior extension of the prothoracic
and mesothoracic legs, posterior extension of the metatho-
racic legs, and dorsal flexion of the head and antennae. Flight
usually resumed with the termination of the stimulus. Re-
starting flight became more difficult with increasing numbers
of startle responses in some subjects, however. Thus to help
ensure that most subjects would complete the test, we mea-
sured the startle threshold using the 1/2-down, 0/2-up adap-
tive procedure described above. Note that thresholds are sta-
tistical constructs and that this adaptive procedure converges
on the stimulus level that elicits a response in 30% of the
presentations~Levitt, 1971!. Without measurement of a sec-
ond point on each individual’s psychometric function~i.e.,
using a 2-down, 1-up method!, it is impossible to know the
function’s slope and thus extrapolate what change in stimu-
lus level will induce a certain change in the probability of
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response. Individuals were required to fly for at least 5 s
prior to stimulus presentation~i.e., minimum interstimulus
interval was 5 s!. This interval was chosen to reduce the
probability of any habituation or sensitization.

The hind wings of long-winged crickets were removed
for morphometric measurement following an experiment by
simply squeezing the wings with a pair of forceps and allow-
ing the cricket to reflexively detach the wings~de-alation!.
With each detached wing in its folded position, their
proximo-distal lengths~along the length of the costal vein!
were measured using vernier calipers~0.05-mm resolution!.
Wing size for an individual was then determined as the av-
erage wing length measured for both hind wings.

II. EXPERIMENTS

A. Frequency sensitivity

To determine the effect of stimulus carrier frequency on
responses in the neck connectives of long-winged individuals
(N57), we measured the threshold for eliciting a detectable
neural response to pure tone pulses of 18 frequencies ranging
from 2–55 kHz. Pulses were 5 ms in duration with 1-ms
ramps and presented at 0.5 pulses/s. The threshold for elic-
iting a startle response was determined by presenting indi-
vidual flying crickets (N58) a single 5-ms pulse with 1-ms
ramps for 20 frequencies ranging from 2–65 kHz and visu-
ally noting whether a startle response occurred. Stimulus fre-
quencies were presented in a pseudorandom order.

B. Wing morph and frequency sensitivity

The frequency responses~2–60 kHz! in the neck con-
nectives of flightless crickets~6 short-winged and 9 long-
winged de-alated individuals! were examined using the same
protocol as in experiment 1. Wing-morph was determined
after the prep was completed by examining the axillary scler-
ites of the dorsal metathorax for the presence of undeveloped
hind wings in short-winged individuals or ‘‘stumps’’ from
the de-alated wings.

C. Frequency sensitivity of ascending units

Following the measurement of the frequency sensitivity
in the neck connectives of six individuals~all de-alates!, we
examined the tuning of just the ascending units by cutting
both connectives anterior to the hook electrode and repeating
the measurements for frequencies ranging from 2–60 kHz.

D. Temporal integration: Single pulse

Startle response and neck connective thresholds were
measured for stimuli that varied in duration~i.e., duration
versus intensity paradigm!. A stimulus consisted of a single
pulse of 40 kHz with 1-ms ramps that varied in duration
from 2–80 ms. The threshold for eliciting a response in the
neck connectives was measured using both the 1/2-down,
0/2-up adaptive procedure (N510) and the 3/5-down criteria
(N510). Ten different individuals were used in each test.
The effect of duration on the startle response was measured
for 14 individuals using the 1/2-down, 0/2-up procedure
only.

E. Temporal integration: Multipulse

Two different experimental methods were used to assess
the temporal integration of multiple pulse stimuli. First, 5-ms
pulses consisting of a linear FM sweep from 60 to 30 kHz
~Fig. 1! were presented at varying pulse rates to flying crick-
ets to determine the effect of repetition rate~and pulse sepa-
ration! on startle threshold. The duration and spectral char-
acteristics of the pulses in these stimuli were chosen to
model the characteristic search phase pulses of some bats
~Simmons, 1987!. In trial 1 (N510), the total stimulus du-
ration was 1 s~pulse number varied!, whereas in trial 2 (N
512) only a pair of pulses was presented. Thresholds were
determined for pulse repetition rates ranging from 1 to 181
pulses/s. Each pulse had 1-ms ramps. To assess whether the
FM structure of the stimulus had an effect on startle thresh-
old relative to that for a pure tone stimulus, startle threshold
to a single 5-ms pulse of 40 kHz~1 ms raised cosine ramps!
was also measured for each individual in trial 1 and com-
pared to that for a single FM pulse using a pairedt-test~Zar,
1989!.

Second, the threshold for eliciting a startle response to a
pair of 1-ms pulses~0.1-ms ramps! of 40 kHz was measured
as a function of pulse separation (N520). For both the du-
ration versus intensity~i.e., single-pulse stimuli in Sec. II D!
and paired-pulse paradigms, the response functions were de-
scribed analytically using a least-squares fit to the means.

F. Effects of sex and wing length on startle threshold

A sample population across several experiments was
used to assess the effects of wing size and sex on startle
threshold. The threshold for eliciting a startle response to a
single 5-ms pulse of 40 kHz with 1-ms ramps was compared
between males and females using a Mann–Whitney test of
ranks~Zar, 1989!. This test was also used to compare male
wing length to female wing length~i.e., long-winged!. The
relationship between wing length and startle threshold was
analyzed using linear regression in which wing length and
startle threshold were the independent and dependent vari-
ables, respectively.

FIG. 1. Amplitude spectrum of a single pulse of the FM sweep used in Sec.
II E. Each pulse was 5 ms in duration with 1-ms ramps and consisted of a
60- to 30-kHz linear sweep.
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III. RESULTS

A. Frequency sensitivity

Extracellular recordings from the cervical connectives in
long-wingedE. carolinusshow recognizable auditory units
that are sensitive to frequencies higher than 15 kHz with best
sensitivity at 35 kHz~79 dB SPL threshold! ~Figs. 2 and 3!.
This range of frequencies also elicits a startle response in
individuals flying on a tether~Fig. 3!. The components of the
startle response inE. carolinus~see Sec. I! do not appear to
be directional, which is different from the ultrasound-
induced directional steering response in field crickets~Gryl-
linae! ~May and Hoy, 1990!.

B. Wing morph and frequency sensitivity

The frequency response curves of neural activity in the
neck connectives of both de-alate and short-winged individu-
als ~i.e., both flightless morphs! were similar to those of
long-winged individuals. Comparison of the audiograms of
the two short-winged groups to that for long-winged crickets
shows that best sensitivity occurs at frequencies.20 kHz
~Fig. 3!. Ultrasound sensitivity was not uniform across the
three wing-morphs, however, as long-winged individuals
were 5–7 dB more sensitive from 20–30 kHz and 5–7 dB
less sensitive above 45 kHz than the two short-winged mor-
phs.

C. Frequency sensitivity of ascending units

The exclusion of any descending information by cutting
the neck connective did not change the frequency response in
the neck connectives. Figure 4 shows the average tuning in
the same preparations prior to and after cutting the connec-
tive in six de-alates. Like those for experiments 1 and 2,
frequency sensitivity increased for frequencies above 15
kHz. One notable difference between the cut and intact volt-

age records was that the evoked potentials in the intact con-
nective showed a tri-phasic change in potential, whereas
those in the cut connective appeared to bi-phasic~Fig. 2!.

D. Temporal integration: Single pulse

Startle response thresholds to single 40-kHz pulses de-
crease exponentially with increasing pulse duration~Fig. 5!.
The individual data were normalized to their minima prior to
the analysis of the effect stimulus duration on threshold. The
dashed curve in each panel of Fig. 5 represents a least-
squares fit of the following equation proposed by Plomp and
Bouman~1959! for the change in threshold as a function of
stimulus duration,

Threshold Shift ~T!5210* logS 12expS 2T

t D D ,

wheret represents the temporal integration~i.e., summation!
time constant that describes the rate at which the threshold

FIG. 2. Responses recorded in the neck connective of a femaleE. carolinus
presented with three 5-ms pulses of 40 kHz at 82.3 dB SPL at 0.5 pulses/s.
Upper and lower panels are the responses of the same connective in the
intact and cut conditions, respectively. Relative to recordings in the intact
preps, spike amplitudes were commonly reduced in the cut-connective re-
cordings.

FIG. 3. Frequency tuning curves for the startle response of long-winged
individuals flying on a tether and the neural activity recorded in the neck
connectives for the three-wing morphs. Circles are the mean thresholds
(6SE) necessary to elicit a response in 1/2 stimulus presentations for the
startle response (N58) and 3/5 stimulus presentations for the neck connec-
tives. Sample sizes for the three-wing morphs were:N57, 9, and 6 for the
long-winged, de-alates, and short-winged crickets, respectively. Triangles
mark frequencies to which,2 individuals responded to stimuli below 113
dB SPL.
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reaches an asymptote as a function ofT, the duration of the
stimulus. For the two experiments that used a 1/2-down,
0/2-up procedure, the time constants were virtually the same:
32.36 ms (r 250.726) and 33.08 ms (r 250.624) for the
startle response and neck connectives, respectively. For the
response in the neck connectives measured using a 3/5
threshold criteria, however, there appears to be some evi-
dence for adaptation to pulses longer than 20 ms. During
these presentations it was common for a response to be elic-
ited to the first pulse in the five-pulse train, with little re-
sponse after that~Fig. 6!. Thus the thresholds measured at
these longer durations are higher~to meet the 3/5 criteria!
and there is an apparent increase int to 45.04 ms (r 2

50.421). Linear regression analysis of the mean threshold
versus the logarithm of stimulus duration showed that the
slopes for the time-intensity tradeoff for the three data sets in
Fig. 5: A, B, and C are:210.9 dB (r 250.72), 211.3 dB
(r 250.62), and27.8 dB (r 250.33) per decade duration,
respectively.

E. Temporal integration: Multipulse

For stimuli consisting of 5-ms FM pulses, there was no
salient effect of pulse rate on the startle threshold~Fig. 7!.
Although the data show a slight increase in sensitivity to
pulse rates near 20 pulses/s, this peak is only;4 dB lower
than that for a single pulse in the 1-s pulse train tests@Fig.
7~a!# and at the most 1.5 dB better in the paired-pulse test
@Fig. 7~b!#. These thresholds are thus indistinguishable from
the rest of the response function, and there does not appear to
be any clear multiple pulse integration revealed by this para-
digm. These stimuli were chosen to more closely simulate
bat biosonar~Simmons, 1987; see discussion!. Using a pair-
wise comparison for each individual in trial 1, we found no
significant difference between the startle threshold for a

single FM pulse and that for a pure tone 40-kHz pulse (t
50.34, N510, P50.741; absolute mean difference
50.46964.21 dB!.

Startle threshold did depend on pulse separation for the
shorter duration, pure tone pulses~1-ms duration, 40 kHz!,
however ~Fig. 8!. Thresholds relative to that for a single
1-ms pulse decreased for pulse pairs separated by,10 ms
~i.e., 0- to 5-ms interpulse intervals!. As in the duration ver-
sus intensity tradeoff above, the change in startle threshold
as a function of pulse separation can be modeled as a leaky
integrator~Zwislocki, 1960! using the following equation:

Threshold Shift ~T!5210* logS 11expS 2DT

t D D1C,

where C is a constant that describes the asymptote of the

FIG. 4. Frequency tuning curves for intact~d! and cut~s! neck connec-
tives. Values are the mean thresholds~6SE! necessary to elicit a response in
3/5 stimulus presentations (N56, all de-alates!. After measuring the fre-
quency response in intact preparations, both connectives were cut anterior to
the electrode and measurement of the frequency response was repeated.
Triangles mark frequencies in which,2 individuals responded to stimuli
below 108 dB SPL. Examples of the responses recorded in the two condi-
tions are shown in Fig. 2.

FIG. 5. Relationship between stimulus duration and threshold for eliciting:
~A! a startle response (N514), ~B! a response in the neck connectives using
a 1/2-down adaptive procedure (N510), and~C! a response in the neck
connectives using a 3/5-down adaptive procedure (N510). Data were nor-
malized to their minima prior to averaging. Filled squares are the mean
thresholds~6SE; in some cases SE is smaller than the symbol! for eliciting
a response to 40-kHz pulses with 1-ms ramps at varying durations. The
dashed curves represent the least-squares fit to the data using the equation
proposed by Plomp and Bouman~1959! for the change in threshold as a
function of duration~T! ~see text!. The time constants~t! for each fit are
noted in each panel.
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function andDT is the time interval between pulses. A least-
squares solution fort andC showed that the startle threshold
changed like that of a leaky integrator with a time constant
~t! of 5.30 ms that reaches an asymptote~C! at 21.30 dB
(r 250.803).

F. Effects of sex and wing length on startle threshold

There was no significant difference between male and
female startle thresholds (U550; N511 female, 13 male;
P.0.2). Startle threshold~i.e., long-winged individuals! did
not vary significantly with wing length (r 250.006,N524;
male and female wing sizes were not significantly different,
U558, P.0.2). Because wing lengths in our study popula-
tion only ranged from 10.95–12.78 mm, we would expect
only a 1.34-dB range in startle thresholds~Forrest et al.,
1995; see discussion!. It is thus not surprising that regression
analysis showed no correlation betweenE. carolinussize and
startle threshold.

IV. DISCUSSION

A. Frequency tuning

Without doubt,E. carolinus is sensitive to frequencies
below 15 kHz, especially those contained in the calling song
~see Farriset al., 1997!. It was the focus of this study, how-
ever, to examine the more salient auditory capabilities in the
ultrasound band. Extracellular recordings of neural activity
in the neck connectives ofE. carolinusdemonstrate recog-
nizable auditory units that are excited by ultrasound. This
physiological tuning is similar to that found in other insects

known to use acoustic cues to avoid echolocating bats~Hoy,
1992!. For example, general physiological sensitivity to ul-
trasound in tympanate moths is tuned to frequencies between
20 and 120 kHz and best sensitivity is found near 30 kHz at
;50 dB SPL ~e.g., Faureet al., 1993; Waters and Jones,
1996!. Sensitivity to this spectrum is noctuid moths reflects
the parallel tuning of a pair of peripheral auditory neurons
with staggered thresholds called A1 and A2~Coro and Perez,
1984!. In addition to moths, mantids~Dictyoptera!, lacew-
ings ~Neuroptera!, and beetles~Coleoptera! all possess simi-
lar ultrasound sensitivity. Although independently evolved
~Fullard and Yack, 1993!, these convergent auditory systems
all mediate ultrasound-induced startle responses that presum-
ably function in the avoidance of echolocating bats.

More closely related to the ground cricket,E. carolinus
~Gryllidae: Nemobiinae! are the field crickets~Gryllidae:
Gryllinae!. Sensitivity to ultrasound in the central nervous
system~CNS! of gryllines is carried out by a bilateral pair of
ascending interneurons called INT-1~Moiseff and Hoy,
1983; cf. AN2 Wohlers and Huber, 1982!, and its tuning

FIG. 6. Demonstration of reduced response to five presentations of pulses
with long durations. Traces are the responses recorded in the neck connec-
tives for two different pulse durations~40 kHz, 1 ms-ramps, 90 dB SPL, 2-s
pulse period!. For the 80-ms stimulus~left column!, a response was noted
for sweep 1 only~note that trace 4 may contain a response of the same unit
that responds in sweep 1!. Whereas for the 5-ms stimulus, a response was
noted in all five presentations.

FIG. 7. Relationship between FM pulse repetition rate and startle threshold.
Filled squares are the mean thresholds~6SE, re 1 FM pulse! necessary to
elicit a startle response.~a! Stimuli consisted of a 1-s train of 5-ms pulses
~1-ms ramps! of a linear 60–30 kHz FM sweep presented at variable pulse
rates (N510). The open square is the mean threshold for eliciting a startle
response to a single 5-ms pulse~1-ms ramps! of 40 kHz for the same 11
crickets. There was no difference in pairwise comparison of startle threshold
to single pulses of FM and pure tone~40 kHz! (t50.34, N510, P
50.741; absolute mean difference50.46964.21 dB!. ~b! Stimuli consisted
of a pair of 5-ms pulses~1-ms ramps! of a linear 60–30 kHz FM sweep
presented at variable pulse rates. Corresponding pulse periods~time between
the beginning of two successive pulses! are noted on thex-axis in brackets.
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closely matches the tuning of evasive startle behavior in fly-
ing field crickets~Nolen and Hoy, 1986!. Similarly, the fre-
quency tuning and temporal integration properties of recog-
nizable auditory units in the neck connective recordings ofE.
carolinusclosely match those for the startle response~Figs. 3
and 5!. Although we have not yet identified these auditory
units by intracellular recording and dye injection, potentials
recorded in the neck connectives ofE. carolinusappeared to
be associated with ascending units~Figs. 2 and 4! and may
represent the activity of an INT-1 homologue.

Comparison of startle tuning inE. carolinuswith that of
the steering response in field crickets~Gryllidae: Gryllinae!
is shown in Fig. 9~to normalize the energy of stimuli with
different durations, thresholds are dB energyre a 125-ms,

124-dB SPL tone!. Although the broad tuning is similar for
all four species, the startle response inE. carolinusis elicited
by more energy than is field cricket steering. From a proxi-
mate point of view, because larger insects can be echolocated
with lower levels of sonar~and therefore at greater distances;
see Dusenbery, 1992, pp. 284–291 for discussion!, Forrest
et al. ~1995! proposed a negative relationship between insect
size and startle threshold. Although flying field crickets have
;nine times the cross-sectional area ofE. carolinuswhich
predicts;9.5 dB more sensitivity~i.e., the wing lengths of
G. bimaculatusand T. oceanicusare ;three times longer
than E. carolinus, translating into nine times the cross-
sectional area when modeled as sphere!, Fig. 9 shows that in
the 25–40 kHz range, the thresholds for the field cricket
steering response are;15 dB more sensitive than that for the
startle response inE. carolinus. The steering response in
gryllines and the startle response inE. carolinusmay not be
analogous behaviors, however. Whereas the steering re-
sponse only changes a cricket’s flight direction, the startle
response ofE. carolinusconsists of an abrupt stop in flight
and a dive to the ground~50-ms latency, Farris, unpublished
data!. Like the steering response in moths presented with low
intensity ultrasound~Roeder, 1967!, the steering response in
field crickets may thus be more adaptive in avoiding echolo-
cating bats at earlier stages in the attack and is therefore
tuned to lower levels of ultrasound.

Different response criteria used in different studies could
account for differences in thresholds. To determine the steer-
ing threshold in field crickets, Nolen and Hoy~1986! used a
10/15 response criteria. This method converges on the stimu-
lus level that elicits a 63% response rate~Levitt, 1971!. If the
three species of field crickets mentioned above had the same
psychometric function asE. carolinus, then we would expect
the stimulus level required to elicit the 63% response rate to
be higher than that for the 30% response rate~i.e., 63% steer-
ing threshold in the field crickets is higher than the 30%
startle threshold inE. carolinus!. The opposite is true~Fig.
9!, however, eliminating this methodological explanation for
these comparative differences in behavioral thresholds.

There is evidence that the auditory systems of some in-
sects differ for short- and long-winged individuals. For ex-
ample, Yager~1990! found that both auditory sensitivity and
ear anatomy were associated with wing morphology in man-
tids; long-winged males were sensitive to ultrasound whereas
short-winged~flightless! females were not. Such a correla-
tion between flight capability and ultrasound sensitivity is
consistent with the hypothesis that ultrasound sensitivity in
mantids functions in the context of avoiding echolocating,
aerial-hawking bats.

A similar correlation between macroptery and auditory
development has been found in crickets~Ingrisch, 1977!. In
Trigonidium cicindeloides~Gryllidae: Trigoniinae!, for ex-
ample, the development of a tympanic membrane in long-
winged individuals only, suggests that like mantids, the
acoustic ecology of the two-wing morphs differs and that the
development of an ear is more costly for short-winged indi-
viduals. Evidence for such tradeoffs associated with the
maintenance of flight have also been measured in nemobiine
crickets. In Allonemobius fasciatus, for example, mainte-

FIG. 8. Relationship between pulse separation and startle threshold. A
stimulus consisted of a pair of 1-ms pulses of 40 kHz~0.1-ms ramps! that
varied in separation from 0–99 ms. Squares~j! are the mean~6SE! thresh-
old necessary to elicit a startle response relative to the threshold for a single
pulse (N520). Dashed curve represents the expected threshold for an inte-
grator with a 5.3-ms time constant~t! ~Zwislocki, 1960!.

FIG. 9. Frequency tuning of the startle response inE. carolinusand the
negative steering response in three species of field crickets~Gryllidae: Gryl-
linae!. Circles~d! represent the mean thresholds~6SE! necessary to elicit a
startle response inE. carolinus (N58 cf. Fig. 3!. Squares~h!, triangles
~n!, and diamonds~L! represent the mean thresholds for eliciting negative
phonotaxis in flyingTeleogryllus oceanicus, T. commodus, andGryllus bi-
maculatus, respectively~Nolen and Hoy, 1986!. To accommodate the dif-
ferent duration stimuli, all thresholds are normalized for stimulus energy
relative to a 125-ms, 124-dB~re 20 mPa! tone, the calibration tone in both
studies. Closed triangles mark frequencies in which,2 individuals~E. car-
olinus! responded to stimuli below 99 dB.
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nance of the flight muscles is correlated with the presence of
fully developed hind-wings~Tanaka, 1986!. Whereas indi-
viduals with intact hind-wings maintain the dorso-
longitudinal flight muscles~DLFM!, individuals with at least
one wing de-alated histolyze the DLFM. For females in par-
ticular, flight muscle maintenance is negatively correlated
with oocyte production. Because ultrasound sensitivity ap-
pears to function at least in the context of flight~i.e., detect-
ing aerial hawking bats! and also may be costly to maintain
in flightless individuals, we tested whether short-winged and
de-alated crickets possessed the same sensitivity as long-
winged crickets~hind-wings still attached!. Tuning of the
responses in the neck connectives of de-alated and short-
winged individuals is similar to that in long-winged crickets
~Fig. 3!. From a functional point of view, these results are
interesting and may mean that ultrasound sensitivity still
plays a role in the behavioral ecology of flightless crickets.
Conversely, the economics of flight muscle maintenance and
the maintenance of ultrasound sensitivity may not be analo-
gous. Resources devoted to auditory maintenance presum-
ably are small relative to that for flight muscles and its cost
in terms of oocyte~and hypothetically spermatophore! pro-
duction may not be so significant that selection has produced
a noticeable reduction in the sensitivity of flightless morphs.
Such traits are of course under the influence of a number of
factors such as nutrition, and more study is required to argue
this conclusively.

B. Temporal sensitivity

Commonly described as a ‘‘time-intensity tradeoff,’’ the
decrease in threshold for detecting a signal as its duration
increases is usually modeled as an integration process that
effectively integrates~or sums! signal energy over a short
period of time called the temporal integration time constant
~t!. The limits of temporal processing~including integration!
in auditory systems are known to vary relative to the specific
processing tasks; however, as different experimental proce-
dures testing various aspects of temporal resolution and in-
tegration reveal different time constants~Tougaard, 1996;
but see Eddins and Green, 1995 for review!. In humans, for
example, although duration versus intensity experiments sug-
gest integration occurs over;200 ms, paired-pulse tests re-
veal a much shorter time constant on the order of 5 ms~Vi-
emeister and Wakefield, 1991!. Furthermore, no simple long-
term integration seems to occur and the behavior of the
human subjects is consistent with a multiple-short-term-look
model. In other mammalian taxa, differences between the
time constants measured in duration versus intensity and
paired-pulse paradigms are comparable to those in humans.
In bottle-noise dolphins for example~Tursiops truncatus! du-
ration versus intensity integration times range from;10–
200 ms~Johnson, 1968!, whereas paired-pulse time constants
are as short as 264ms ~Au et al., 1988!.

Physiological assays of temporal integration in insects
also reveal disparities int, reflecting differences in the ex-
perimental tasks. For example, in a duration versus intensity
paradigm using pure tone ultrasound stimuli, Surlykkeet al.
~1988! found that the A1 receptor in noctuid moths integrates
over ;25 ms. A slightly larger time constant~69 ms! was

estimated for the peripheral receptors of noctuids; however,
when the rise and fall times of the stimuli were also varied
with duration ~Waters and Jones, 1996!. As in humans,
paired-pulse paradigms with moths reveal a much shorter
temporal integration time constant. Tougaard~1996! showed
that the threshold for a response in the A1 cell of noctuids
decreases for pairs of clicks separated by,5 ms. This inter-
val is comparable to the 2–3-ms temporal resolution time
constant~acuity! also measured for the A1 cell using gap
detection and amplitude modulation tests~Surlykke et al.,
1988!.

Experiments testing the temporal sensitivity of tympan-
ate moths are not limited to the physiological assays of the
auditory periphery, however. In addition to evasive flight, the
behavioral repertoire of some moths~Arctiidae! presented
with ultrasound includes the production of a series of high-
frequency clicks. Fullard~1984; Fullardet al., 1994! used
this phonoresponse as a behavioral assay of the effects of
stimulus temporal structure~i.e., amplitude modulation rate!
on the auditory sensitivity ofCycnia tenera~Arctiidae!. For
pulses of pure tone stimuli presented at varying repetition
rates, C. tenera are most sensitive to rates from 30–50
pulses/s. The response to the playback of actual echolocation
attack sequences, however, shows that theC. teneraphono-
response is best tuned to the faster rates of the terminal phase
of the echolocation sequence. Thus this defensive behavior
appears to function as a jamming signal that decreases the
ability of the bat to locate the target moth~Fullard et al.,
1994!. These experiments do not explore the limits of tem-
poral power integration, however, and it is unclear how to
best compare these results to the physiological experiments
above.

From a comparative point of view, ultrasound sensitivity
presumably functions in similar contexts forE. carolinusand
many tympanate moths, the detection of insectivorous,
echolocating bats. In this study, we examined the temporal
integration characteristics of the startle response and re-
sponses in the CNS ofE. carolinususing both the duration
versus intensity and multipulse experimental paradigms. For
the duration versus intensity paradigm, the time constants
estimated for the startle and neck connective responses are
nearly the same when using the same adaptive experimental
procedure@t>32.5 ms; Fig. 5~a! and ~b!#. Although this
integration time is comparatively longer than that for the
negative steering response inT. oceanicus(t>15.6 ms; cal-
culated from data in Nolen and Hoy, 1986!, the time-
intensity slopes for the two responses are similar. The time-
intensity slope measured for the startle response inE.
carolinusand the steering response ofT. oceanicusare 10.9
and 9.5 dB/decade, respectively, slightly steeper than that for
humans~7.5 dB/decade; Florentineet al., 1988!. Using the
3/5 adaptive procedure, the multiple presentation of longer
pulse durations appears to cause adaptation~Fig. 6! and thus,
raise the threshold for longer pulse duration stimuli. As de-
scribed above, while testing durations.40 ms at levels
above the threshold previously determined in the 1/2-down
procedure, it was common to observe a larger response to the
first pulse in the series of five pulses and then little or no
response thereafter. Thus greater levels were required to
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meet the threshold criteria at the longer durations which re-
sulted in a greater tau (t545.04 ms!.

Two sets of experiments examined temporal integration
of multipulse stimuli. One set of experiments measured
startle threshold as a function of FM repetition rate~i.e.,
pulse separation!. These tests were designed to test temporal
sensitivity while more closely simulating the detection task
presented by echolating bats. The results from the FM ex-
periments are similar for the two types of stimuli~1-s trains
of FM pulses or a pair of FM pulses!. In both cases, startle
threshold did not decrease like that of an energy detector
with a time constant similar to those measured in the dura-
tion versus intensity tests~Fig. 7!. For example, for an inte-
grator with a time constant~t! of 32 ms, thresholds are ex-
pected to change by;28 dB as the 1-s pulse train changes
rates from 1 to 181 pulses/s~Zwislocki, 1960!. In the paired-
pulse FM tests, the expected change in threshold is only23
dB as the energy within the integration interval~t! is
doubled when the separation between the two pulses de-
creases to less thant ~Zwislocki, 1960!. Because these re-
ductions in threshold were not observed in the two stimulus
paradigms, the data suggest that: multiple-pulse stimuli are
not integrated over the same time as single-pulse stimuli and
the 5-ms duration of the FM pulses is longer than the multi-
pulse integration time constant.

Temporal integration of multipulse stimuli was thus ex-
amined by measuring the change in startle threshold as a
function of the separation of a pair of 1-ms duration pulses of
40 kHz. This stimulus design facilitated the measurement of
a shorter multipulset, while at the same time controlling for
any effect due to FM bandwidth. For pulse separations,5
ms, startle threshold decreases by 3 dB~Fig. 8!, suggesting a
combination of the two pulses. Because the repetition rate of
typical bat sonar does not exceed 200 pulses/s~5–6 ms in-
terpulse interval; see Fullardet al., 1994! such temporal
resolution~t55.3 ms! appears adequate for processing even
the fastest sonar rates of the attack sequence.

It is interesting to note that the startle threshold for two
pulses separated by.5 ms remains;1.7 dB below that for
a single pulse. These results are quite similar to those in
humans~Viemeister and Wakefield, 1991! and may be ex-
plained in part by the optimal combination of two indepen-
dent samples, the two pulses. Thus the normalized difference
between the signal-and-noise and the noise distributions (d8)
for the two-pulse stimulus increases by a factor ofA2 rela-
tive to that for a single pulse and reduces the threshold. For
the human subjects tested by Viemeister and Wakefield
~1991!, this change translated into an expected decrease in
threshold of 1.3 dB, slightly worse than the 1.6 dB they
observed. Modeling the expected decrease in threshold for
two pulses inE. carolinuswould require the measurement of
more than one point on the startle threshold psychometric
function ~i.e., probability of a startle response as a function
of stimulus intensity!, which we did not do.

C. FM versus pure-tone threshold

Although the temporal structure~i.e., amplitude modu-
lation! and intensity of bat biosonar appear to be the most

reliable cues of the proximity of aerial-hawking bats, the
capacity for frequency analysis in tympanate insects could
also contribute to the assessment of predation risk from
echolocating bats. For example, the bandwidth of the sonar
pulses of the big brown bat,Eptesicus fuscus, changes with
the stages of the echolocation attack sequence. During the
search phase, longer duration~15–20 ms! sonar pulses may
have bandwidths,10 kHz, whereas during the approach
phase, the bandwidth of the first harmonic may be as large as
40 kHz ~60 to 20 kHz FM, 5–10 ms! ~Simmons, 1987!.

There is no conclusive evidence in tympanate insects for
frequency analysis in the ultrasound band, however. In some
moths ~e.g., noctuids!, the auditory receptors show parallel
frequency tuning~Surlykke and Miller, 1982; Waters and
Jones, 1996!, presumably preventing any spectral processing
of the signal. In crickets, although behavioral assays and re-
cordings in the CNS have shown sensitivity to frequencies
up to 100 kHz ~Moiseff et al., 1978; Moiseff and Hoy,
1983!, there is unfortunately little information regarding ul-
trasound sensitivity in the primary auditory units~i.e., the
most distal cells of the crista acoustica!. In the most exten-
sive such study in crickets, Imaizumi and Pollack~1999!
found that across individuals, frequency selectivity in pri-
mary units sensitive to ultrasound~<40 kHz! varied from
broad-banded~.20 kHz! to more narrow-banded selectivity
~,5 kHz!. Unlike moths, the latter type of unit in crickets
could provide the neural substrate necessary for frequency
analysis in the ultrasound band. As in the physiological as-
say, the results of behavioral tests of frequency sensitivity to
ultrasound also vary, as critical bandwidths centered at 40
kHz range from;28–50 kHz wide~in direct measurement
and critical-ratio calculation! to only 3.55 kHz ~using the
ratio of the absolute thresholds of broadband noise and single
tones! ~see Ehretet al., 1982!. Consistent with the wider
critical bandwidth measure~e.g., 28–50 kHz!, Wyttenbach
et al. ~1996! found that habituation of the ultrasound-~20
kHz! induced steering response in flyingT. oceanicuscould
only be dishabituated by frequencies,16 kHz. Thus in their
experimental paradigm, because frequencies.16 kHz were
not distinguished from the 20-kHz habituating stimulus, it
appears that the critical band around 20 kHz covers at least
the range of ultrasound frequencies tested~16–40 kHz!.

We found no difference in startle thresholds for a single
5-ms pulse of 40 kHz~1-ms ramps! and a 5-ms FM sweep
~60–30 kHz, 1-ms ramps!. Like moths and field crickets, it
appears that forE. carolinus, frequency tuning in the ultra-
sound range is broad and that the FM sweep did not probe
multiple frequency channels~i.e., critical bands! or spectral
regions of a single channel that differed in sensitivity from
that of 40 kHz~i.e., an effect of intensity rather than fre-
quency!. Unlike humans, for example, where the psycho-
physical tuning from 0.05–20 kHz is effectively modeled as
a bank of overlapping frequency filters~i.e., critical bands!
~see Moore, 1995 for review!, our results suggest that the
broad tuning of the startle response and the response in the
neck connectives is representative of a single ultrasound fil-
ter with little variation in threshold from 60 to 30 kHz.

In conclusion, this study adds a new taxon to the grow-
ing list of insects that are sensitive to ultrasound. Relative to
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that in gryllines ~field crickets!, however, the nemobiine
startle response appears comparable in spectral sensitivity
only. In addition to the differences in the motor components
between the nemobiine and grylline startle responses, salient
differences in absolute threshold as well as temporal sensi-
tivity also appear evident. From a comparative point of view,
the auditory behavior ofE. carolinusis not unlike that across
a variety of disparate taxa~e.g., mammals!.
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In humans, masking by harmonic complexes is dependent not only on the frequency content of the
masker, but also its phase spectrum. Complexes that have highly modulated temporal waveforms
due to the selection of their component phases usually provide less masking than those with flatter
temporal envelopes. Moreover, harmonic complexes that are created with negative Schroeder
phases~component phases monotonically decreasing with increasing harmonic frequency! may
provide more masking than those created with positive Schroeder phases~monotonically increasing
phase!, even though both temporal envelopes are equally flat. To date, there has been little
comparative work on the masking effectiveness of harmonic complexes. Using operant conditioning
and the method of constant stimuli, masking of pure tones by harmonic complexes was examined
in budgerigars at several different masker levels for complexes constructed with two different
fundamental frequencies. In contrast to humans, thresholds in budgerigars differed very little for the
two Schroeder-phase waveforms. Moreover, when there was a difference in masking by these two
waveforms, the positive Schroeder was the more effective masker—the reverse of that described for
humans. Control experiments showed that phase selection was relevant to the masking ability of
harmonic complexes in budgerigars. Release from masking occurred when the components were in
coherent phase, compared with a complex with random phases selected for each component. It is
suggested that these psychoacoustic differences may emerge from structural and functional
differences between the avian and mammalian peripheral auditory systems involving traveling wave
mechanics and spectral tuning characteristics. ©2000 Acoustical Society of America.
@S0001-4966~00!06203-8#

PACS numbers: 43.80.Lb, 43.66.Gf@WA#

INTRODUCTION

Over the years, masking studies involving the detection
of pure tones against a background of broadband noise have
been conducted in a number of species of birds~Dooling,
1982, 1991; Fay, 1988!. Although there are some exceptions
~Dooling, 1982; Dooling and Saunders, 1975; Dysonet al.,
1998; Langemannet al., 1998!, masking patterns in birds are
generally similar to those reported for mammals, with critical
ratios increasing about 2–3 dB/octave~Fay, 1988; Klump,
1996; Okanoya and Dooling, 1987!. In contrast, there is
much less comparative data on the masking of pure tones by
complex sounds. Recent studies show that in humans and
other mammals, masking by complex sounds is influenced
by both the frequency content and the temporal characteris-
tics of the maskers. Harmonic complexes used as maskers
offer an intriguing array of results that incorporate aspects of
both simultaneous and temporal masking. They lend them-
selves to manipulation of temporal aspects of stimuli while
permitting the long-term spectral information to remain con-
stant. Masking by these complex sounds is strongly affected
by the temporal waveform shapes, and interpretations of
these effects have focused on specific cochlear functions
such as traveling wave mechanics and nonlinear active gain
~Kohlrausch and Sander, 1995; Carlyon and Datta, 1997a,
1997b; Summers and Leek, 1998!.

Explanations for various masking effects traditionally
invoke features of the mammalian auditory system. These
features are likely to be important in the avian auditory sys-
tem as well, supported by mechanisms that may or may not
be similar to those found in mammals. In general, the best
absolute thresholds for birds fall between about 1 and 5 kHz
and approach the levels of sensitivity typically reported for
humans and other mammals~Dooling, 1982, 1991!. Avian
audibility curves are typically more narrowly tuned than
those of mammals, with sensitivity falling off at about 15
dB/octave below 1 kHz and about 50 dB/octave above 5 kHz
~Dooling, 1980, 1982; Okanoya and Dooling, 1987!. While
many characteristics of hearing in this frequency region are
known to be similar in birds and mammals, the special ef-
fects of masking by harmonic complexes have not been stud-
ied in birds.

In human listeners, Smithet al. ~1986! reported large
differences in masking by harmonic complexes that were
identical in long-term spectra, but varied in their phase spec-
tra. By selecting phases according to an algorithm developed
by Schroeder~1970!, the waveform envelope becomes very
flat, and the instantaneous frequency within each period
sweeps upward or downward, depending on the sign of the
phase equation. Two such ‘‘Schroeder-phase’’ complexes
are shown in Fig. 1~a! and ~b!. These two harmonic com-
plexes, one the time-reverse of the other, can produce large
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differences in masking. The amount of masking for each
Schroeder-phase masker is affected by the fundamental fre-
quency of the complex and the frequency location of the
signal within the masker bandwidth~Kohlrausch and Sander,
1995!. Masking by the positive Schroeder-phase wave may
also change dramatically as a function of stimulus level~Car-
lyon and Datta, 1997b; Summers and Leek, 1998!. Summers
and Leek~1998! showed that differences in masking by the
two Schroeder waveforms were not specific to pure tone sig-
nals, in that they also produce a differential amount of inter-
ference with speech intelligibility.

While specific cochlear processing mechanisms are
thought to underlie the masking of pure tones by harmonic
complexes in mammals, possible explanations are much less
clear in birds. The masking effects of harmonic complexes in
birds are unknown. Moreover, while the inner ears of birds
show some general similarities to mammalian inner ears,
there are also a host of important differences, including dif-
ferences in size, morphology, spatial arrangement, and func-
tion of cochlear structures~for a review, see Manley, 1990!.
For these reasons, a comparison of masking by harmonic
complexes in mammals and birds might prove useful in try-
ing to understand the relative contributions to masking of
various cochlear features and processes. In addition, the
manner in which the maskers interact with bird inner ear
mechanisms, as revealed by masking differences between
Schroeder-phase waveforms, may add to our understanding
of important problems in avian hearing such as how the
avian auditory system processes complex sounds like
species-specific vocalizations.

In this study, we report masking effects of harmonic
complexes with phase spectra constructed according to the
positive and negative Schroeder algorithms, and some con-
trol conditions using cosine-phase@Fig. 1~c!# and random-
phase@Fig. 1~d!# maskers. We show for both birds and hu-
mans that there is an effect of stimulus phase on masking, as
shown by responses to cosine- and random-phase maskers.
In contrast to human listeners, however, in whom negative
Schroeder complexes are more effective maskers than posi-
tive Schroeder complexes, the masking effectiveness of the

two Schroeder-phase waveforms in birds is much more simi-
lar.

I. METHODS

A. Subjects

Three adult budgerigars~all females! were used as sub-
jects. The birds were kept on a normal day/night cycle cor-
related with the season and maintained at approximately
90% of their free-feeding weights. For comparison, two hu-
mans~laboratory staff members! were also tested in this ex-
periment. All bird and human subjects had hearing within
normal limits for their species, as shown by their audio-
grams.

B. Stimuli

Stimuli consisted of masker harmonic complexes alone
and masker-plus-signal, with the pure-tone signal added in-
phase to the maskers at appropriate signal-to-masker levels.
Stimuli were created digitally, at a sampling rate of 40 kHz,
using software from Tucker-Davis Technologies to combine
frequencies in the correct phases and amplitudes, followed
by an inverse fast Fourier transform~FFT! to create the
waveforms. They were created off-line and stored as files for
playback during the experiment.

The masking stimuli were positive and negative
Schroeder-phase harmonic complexes as shown in Fig. 1~a!
and~b!, with equal-amplitude components at frequencies that
were integral multiples of a fundamental frequency, and
starting phases selected according to the Schroeder algo-
rithms as shown in the figure. Maskers included all harmon-
ics of the fundamental frequency from 200 to 5000 Hz. Two
fundamental frequencies were used, 50 and 100 Hz. The
number of components in the maskers was determined by the
fundamental frequency, and was 97 and 49 for the 50- and
100-Hz fundamentals, respectively.

The maskers were 260 ms in duration including 20-ms
cosine2 onset and offset ramps. The tones were 180 ms in
duration, including the 20-ms ramps. The signal was tempo-
rally centered in the masker, and was always added in-phase
with the masker component having the same frequency. Ex-
cept where noted, the signal frequency was either 2.8 or 2.85
kHz for fundamental frequencies of 100 or 50 Hz, respec-
tively. Signal-to-masker levels were created for testing in
5-dB steps.

C. Testing apparatus—Birds

The budgerigars were tested in a wire cage (23325
316 cm) mounted in a sound-isolation chamber~Industrial
Acoustics Company, IAC-3!. A response panel consisting of
two microswitches with light-emitting diodes~LEDs! was
mounted on the wall of the test cage just above the food
hopper. The microswitch was tripped when the bird pecked
the LED. The left microswitch and LED served as the obser-
vation key while the right microswitch and LED served as
the report key. The behavior of the animals during test ses-
sions was monitored by a video camera system~Sony HVM-
322!.

FIG. 1. Temporal waveforms of four harmonic complexes. Three periods
~30 ms! are shown for each waveform. Each waveform is constructed of
harmonics 2–50 of a fundamental frequency of 100 Hz. All components
have equal amplitude. The phase of each component is selected according to
the equations shown (wn5phase for each component,n; N5total number of
components!.

1738 1738J. Acoust. Soc. Am., Vol. 107, No. 3, March 2000 Leek et al.: Harmonic complex masking in budgerigars



Test sessions were controlled by an IBM 486 computer.
The digital stimuli were output to a KEF loudspeaker~model
80C! via Tucker-Davis modules at a sampling rate of 40 kHz
and presented at masker levels of 20, 40, 60, or 80 dB SPL.
Stimulus calibration was performed using a General Radio
sound level meter~model 1982!. Stimulus intensities were
measured with a 1/2-in microphone attached to the sound
level meter via a 3-m extension cable. The microphone was
placed in front of the response keys in the approximate po-
sition occupied by the bird’s head during testing. Masker
intensities were measured several times during these experi-
ments to ensure that stimulus levels remained constant and
the entire system was calibrated.

D. Training and testing procedures—Birds

Birds were trained by standard operant auto-shaping
procedures~Dooling and Okanoya, 1995! to peck at the left
microswitch key~observation key! during a repeating back-
ground until a new stimulus was presented alternately with
the background sound. The time between pecking the obser-
vation key and the initiation of alternating sounds was ran-
dom, with a range of 2–7 s. If the bird pecked the right
microswitch and LED~report key! within 2 s of this alter-
nating pattern, the food hopper was activated for 2 s. The
dependent variable was percent correct on trials involving an
alternating sound pattern. A failure to peck the report key
within 2 s ofsound alternation was recorded as a miss, and a
new trial sequence was initiated. Thirty percent of all trials
were sham trials in which the target sound was the same as
the repeating background sound. A peck to the report key
during the 2 s sham trial was recorded as a false alarm, and
the lights in the test chamber were extinguished while the
repeating background continued. The length of this time-out
period was normally 5 s, but varied according to an indi-
vidual bird’s behavior, with longer time-out periods imposed
if birds began developing higher false alarm rates. Sessions
with a total false alarm rate of 16% or higher were discarded.
In all, 14% of the test sessions were discarded, which is
typical for these procedures~Dooling and Okanoya, 1995!

For each experimental condition, signal levels in 5-dB
steps were presented using the method of constant stimuli
~Dooling and Okanoya, 1995!. Signal levels within a condi-

tion were selected to bracket the presumed threshold, and
psychometric functions were developed. At the conclusion of
testing, thresholds were defined as the level of the tone de-
tected 50% of the time, adjusted by the false-alarm rate,
which corresponded tod8 of about 1.5–1.8.

E. Testing apparatus and procedures—Humans

The human subjects were seated in a sound-treated
booth, facing a touch-screen terminal. The same stimulus
files used for the birds were played through Tucker-Davis
modules to one TDH-49 earphone. Stimulus levels were cali-
brated with the earphone in a 6-cc coupler using a sound
level meter.

A standard/two alternative forced choice procedure~S/
2AFC! was used to generate abbreviated psychometric func-
tions for each threshold~Macmillan and Creelman, 1991!.
Correct answer feedback was provided after each trial.
Stimuli were tested in 40-trial blocks. For each experimental
condition ~phase selection and masker level!, three to five
signal levels were tested. Linear interpolation was used to
estimate a threshold level that would produce about 85%
correct performance (d851.5).

II. RESULTS

A. Effects of masker level

Masking by the positive and negative Schroeder-phase
maskers as a function of masker level for two fundamental
frequencies is shown in Fig. 2. The human data are consis-
tent with previous studies of Schroeder-phase masking in
humans~Summers and Leek, 1998; Kohlrausch and Sander,
1995!. Human listeners showed larger masking differences
as the masker level increased, and the positive Schroeder-
phase stimuli were the less effective maskers. At the highest
masker levels, the difference in masking for the two phase
selections was 15–20 dB. At both fundamental frequencies,
however, the birds showed only small masking differences
between the two Schroeder-phase maskers. The amount of
masking difference increased slightly with increasing level at
both fundamental frequencies, as seen with the humans, with
masking differences of 5 to 8 dB at the highest masker level
for a fundamental of 50 Hz~left panel!, and 3–4 dB for

FIG. 2. Mean thresholds are plotted as
signal level in dB relative to each
component of the masker as a function
of overall masker level at the bottom
of the figures, and for the level per
component of the masker along the
top. Average data are shown for bud-
gerigars in solid symbols, and for two
human listeners by open symbols. Er-
ror bars indicate standard deviations
for the three birds. Larger numbers on
the ordinate~toward the top of the
graphs! indicate more masking and
smaller numbers denote less masking.
Left panel~a! shows data for a funda-
mental frequency of 50 Hz, and a sig-
nal frequency of 2.85 kHz; right panel
~b! shows data for a fundamental fre-
quency of 100 Hz, signal frequency of
2.8 kHz.
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complexes with 100-Hz fundamental frequency. A major dif-
ference between the birds and the humans, however, is that
the negative Schroeder-phase masker was the less effective
masker for the birds.

A two-way analysis of variance~ANOVA ! with re-
peated measures was carried out for the budgerigar data,
separately for the two fundamental frequencies. For the
50-Hz fundamental, there was a significant effect of stimulus
level (F3,65201.90,p,0.001), but no effect of phase selec-
tion (p.0.05). The interaction between level and phase was
also not significant (p.0.05). However, a Bonferronit-test
indicated that the phase difference at a masker level of 80 dB
was significant (t53.49,p50.01). Differences due to phase
selection were not significant at any other masker levels.
Similar results emerge from the ANOVA for a fundamental
frequency of 100 Hz. There was a significant effect of
masker level (F3,6543.95,p,0.001), with no other signifi-
cant main effects or interactions. Here again, however, the
negative Schroeder masker provided significantly less mask-
ing than the positive masker at a stimulus level of 80 dB (t
52.36,p,0.05).

Within species, in both birds and humans, the overall
differences in thresholds between the two fundamental fre-
quencies shown in the two panels of Fig. 2 were minor.
However, the masking patterns for the two fundamental fre-
quencies within a species differed somewhat. In budgerigars,
larger masking differences between positive and negative
Schroeder waves occurred with the lower fundamental fre-
quency@Fig. 2~a!# than the higher one@Fig. 2~b!#. This sug-
gests that some characteristics of the 50-Hz fundamental fre-
quency stimuli might have affected the amount of masking
by the positive and negative Schroeder maskers. The
maskers generated with the lower fundamental frequency
contained more components and a longer period than
maskers with a fundamental of 100 Hz, and there was also a
different spectral spacing of the components. Either of these
aspects of the maskers might have contributed to the
Schroeder masking differences observed. This masking dif-
ference is especially obvious at the highest masking level,
where the greater masking for the positive Schroeder is
clearly seen for the 50-Hz fundamental.

Humans also showed some differences in the patterns of
masking at the two fundamental frequencies. For a funda-
mental frequency of 100 Hz, masking by the negative
Schroeder phase waveforms did not change as the masker
level increased over a 40-dB range~from 40 to 80 dB SPL!.
This masker became less effective at higher masker levels
when the fundamental was 50 Hz. For both fundamental fre-
quencies, however, the positive Schroeder masker became
systematically less effective over the range of masker levels
from 40 to 80 dB. In all, a drop in relative masking of nearly
25 dB occurred over that masker range for both fundamental
frequencies. In contrast, over the same range of masker lev-
els, the amount of masking for budgerigars for both maskers
changed by only about 10 dB.

Overall, the budgerigars were more resistant to masking
than humans, with most of their thresholds falling below
~i.e., less masking! those of the human listeners. Such differ-
ences in masking may be related to critical ratios in the fre-

quency region of the signal used here. Critical ratios of bud-
gerigars near 2.8 kHz are smaller than those reported for
humans~Dooling and Saunders, 1975; Dooling, 1980, 1982;
Farabaughet al., 1998; Saunderset al., 1979!.

B. Effects of signal frequencies

Because budgerigars are known to have their smallest
critical ratios around 2.8 kHz and larger critical ratios at 1.0
and 4.0 kHz, one test of whether the reduced effectiveness of
Schroeder maskers for budgerigars compared with humans is
related to the unusual shape of the critical ratio function is to
test the birds on different signal frequencies. Figure 3 shows
the masking for three signal frequencies provided by
positive- and negative-phase maskers with a fundamental
frequency of 100 Hz, tested at an overall masker level of 80
dB SPL. For signal frequencies of 1.0 and 2.8 kHz, two of
the notable masking effects observed earlier are also shown
here: small differences between masked thresholds, and
those differences are in the reverse order of those shown in
humans, with the negative Schroeder masker being less ef-
fective for birds. At 4.0 kHz, however, there was an increase
in masking and no differences between the positive and
negative Schroeder masked thresholds. Recall that critical
ratios for these birds around 2.8 kHz are about 2 dB less than
they are at 1.0 or 4.0 kHz. Thus the increase in masking by
harmonic complexes from 2.8 to 4.0 kHz is consistent with
earlier critical ratio results, but the similarity in masked
threshold at 1.0 and 2.8 kHz is not. The critical ratios were
measured with a continuous broadband noise as the masker,
whereas the energy in the maskers used here is discretely
distributed, occurring only at whole number multiples of the
fundamental. Perhaps the failure to conform completely with
critical ratio results is due to the difference in energy spacing
within continuous random noise and harmonic complexes
used as maskers.

C. Cosine maskers versus random maskers

It might be supposed that, given the results for the two
Schroeder maskers, budgerigars are simply less sensitive
than humans to phase changes in harmonic maskers. Figure 4

FIG. 3. Mean thresholds as a function of signal level in dB relative to each
component of the masker as a function of signal frequency. Maskers had a
fundamental frequency of 100 Hz, and were tested at an overall level of 80
dB SPL.
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shows that this is not the case. This figure shows masked
thresholds for harmonic maskers constructed with all com-
ponents in cosine phase or with component phases selected
randomly. Results from the Schroeder maskers are replotted
from Fig. 2. Masking data for humans are shown in the left
panel and for the budgerigars in the right panel. In this ex-
periment, the masker fundamental frequency was 100 Hz,
and the signal frequency was 2.8 kHz. For the random phase
selections, two different maskers with separate phase draws
were used, and the results were averaged.

For both humans and budgerigars, masking by random-
phase harmonic complexes changes very little as masker
level increases from 40 to 80 dB SPL. However, for both
species, there is a release from masking by the cosine-phase
stimuli over this range, with masking dropping by 15–20 dB
for both birds and humans. Cosine- and random-phase com-
plexes, therefore, produce distinctive patterns of masking
that are similar in budgerigars and in humans. The species
differences emerge with the Schroeder-phase maskers. In
birds, both Schroeder-phase maskers produce a release from
masking relative to the random-phase maskers across the en-
tire range of masker levels. In humans, however, it is only
the positive Schroeder phase that shows the same release
from masking evidenced by the cosine-phase masker. The
negative Schroeder phase masker has nearly the same effec-
tiveness as the random-phase masker over the range of
masker levels. In aggregate, these results suggest that pro-
cessing mechanisms involved in masking by harmonic com-
plexes are fundamentally different between humans and
birds.

III. DISCUSSION

Masking by harmonic complexes in humans is thought
to be influenced by a number of processes in the peripheral
auditory system. Schroeder-phase harmonic maskers are par-
ticularly intriguing in that they have identical long-term
spectra and waveform envelopes, while having temporal fine
structure that is reversed. Explanations of the masking dif-
ferences between the two Schroeder waves observed in hu-
man listeners have primarily addressed traveling wave me-

chanics and within-processing-channel differences in internal
crest factors. It is likely, therefore, that the species differ-
ences in masking by harmonic complexes observed here
might also be related to species differences in the same ana-
tomical and/or physiological factors. The major findings that
must be explained here are:~1! birds generally show less
overall masking from harmonic complexes than do humans;
~2! although clear differences in masking effectiveness of
harmonic complexes occur with different phase selections
~e.g., cosine-phase maskers relative to random-phase
maskers!, large differences between the positive and negative
Schroeder-phase maskers were not observed in the budgeri-
gars in any of the conditions tested here, in contrast to results
from human listeners; and~3! when differences between
masking by Schroeder-phase complexes in birds occur, the
positive Schroeder waveform is the more effective masker—
the reverse of the asymmetry observed in humans.

Turning first to the finding of less masking in the birds
than in the human listeners, recall that the frequency analyz-
ing channels at the signal frequency~2.8 kHz! in budgerigars
are narrower than those found in humans~Dooling and Saun-
ders, 1975; Dooling and Searcy, 1979, 1985; Saunderset al.,
1978a, 1978b, 1979!. Less masker power within the relevant
critical bands near the signal frequency would result in lower
thresholds for the birds than for humans. The bandwidth of
the analyzing channel surrounding the signal frequency also
determines how many harmonic components will interact to
produce a within-channel output waveform. To the extent
that the individual components are more nearly resolved by
the relatively narrow analyzing channels, the influence of the
temporal waveform shape on masking will be reduced.

Within-channel waveform shapes also may be altered by
cochlear processes other than the bandwidths of analyzing
channels, and these other processes may contribute to the
equal effectiveness of positive and negative Schroeder-phase
harmonic complexes for the birds. Smithet al. ~1986!, and
later, Kohlrausch and Sander~1995!, argued that, in humans,
because of an interaction between the phase spectrum of the
Schroeder-phase maskers and the phase characteristic of the
basilar membrane, the positive-phase masker becomes trans-

FIG. 4. Thresholds for two Schroeder-
phase maskers, the cosine-phase
masker, and means of two random-
phase maskers as a function of overall
masker level. Human data are shown
in the left panel; budgerigars are
shown in the right panel. The
Schroeder-phase data are replotted
from Fig. 2.
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formed internally ~i.e., on the basilar membrane! into a
highly modulated waveform, with relatively long intervals of
low-amplitude activity—much as is seen externally in a
cosine-phase wave. The interaction between the basilar
membrane and the negative Schroeder masker, however,
does not create such peaks in the internal waveform. Instead,
it produces an envelope that is more like its external wave-
form shape, or like a random-phase wave. Thus the~inter-
nally! modulated positive-phase masker would be a poorer
masker than the~internally! flat-envelope negative Schroeder
masker, as the signal could be detected within the low-
amplitude portions of the positive Schroeder waveform. Ad-
ditional reductions in masking by the positive Schroeder
masker might also be due to active gain mechanisms in the
mammalian cochlea, which differentially amplify low- and
high-amplitude portions of a sound. Carlyon and Datta
~1997a! and Summers and Leek~1998! have reported
changes in the effectiveness of the positive-phase masker
with increasing level that are consistent with the activity of
the nonlinear gain mechanism in the cochlea. The contribu-
tion of the active gain mechanism was further demonstrated
by Summers and Leek by showing a loss of the differential
masking effect in human listeners with sensorineural hearing
impairment—a condition usually involving damage to active
cochlear processing~Patuzziet al., 1989!.

An explanation of the Schroeder masking results in birds
that relies on the dynamics of cochlear processing and active
nonlinear mechanisms is somewhat problematic. This is be-
cause of the small size of the avian basilar papilla, our lack
of knowledge regarding the phase characteristics of the avian
inner ear, and uncertainty about the existence and character-
istics of nonlinear processing in birds. The length of the bud-
gerigar basilar papilla is only about 3 mm—an order of mag-
nitude smaller than the human basilar membrane~Manley
et al., 1993!. Moreover, the stiffness gradient of the chicken
basilar papilla is much steeper than its counterpart in the
human cochlea~von Bekesy, 1960!. Though there is un-
doubtedly a traveling wave on the bird basilar papilla, its
time course is likely to be much shorter from base to apex
than that observed in humans. These, and possibly other
structural and functional differences, suggest that the phase
characteristics of the inner ears of the two species differ con-
siderably. There is no evidence for the kind of hair cell mo-
tility in birds that is responsible for the active gain processes,
and therefore nonlinearity, in mammals~Manley, 1995!.
Other nonlinear gain mechanisms may exist in the avian in-
ner ear, possibly related to the function of the tectorial mem-
brane~Manley, 1995!.

Perhaps the most intriguing finding from this study is the
reversal in birds of the Schroeder masking effect observed in
humans. In the budgerigars, the positive Schroeder-phase
maskers were more effective, while in humans, the negative-
phase complexes produced the greater amounts of masking.
We would expect that species differences in inner ear tuning
or neural firing patterns may contribute to these masking
differences. Gleich~1994! reported that tuning curves and
excitation patterns in birds are generally more symmetrical
and change less with increasing stimulus levels than those of
mammals. At very high levels, the tuning curves broaden

slightly and the excitation patterns begin to show a slightly
shallower lower-frequency side than high-frequency side
~Gleich, 1994!. In contrast, mammalian tuning curves at fre-
quencies above 1 kHz broaden significantly with level, with
the low-frequency tail becoming more shallow. Excitation
patterns on the mammalian basilar membrane become in-
creasingly asymmetrical with level, as the high-frequency
side of the excitation becomes ever more shallow and the
low-frequency side remains fairly steep, in contrast to pat-
terns exhibited in birds.

On the basis of tone-on-tone masking studies, budgeri-
gars appear to share with other birds a tuning curve shape
that is more symmetrical than that typically found in mam-
mals ~Saunderset al., 1979; Dooling and Searcy, 1985!. In
fact, if budgerigars follow the typical avian patterns of tun-
ing, only at the highest levels might the slightly increased
asymmetry contribute to a difference in masking between the
negative and positive Schroeder maskers. Thus to the extent
that tuning asymmetries observed in mammals are involved
in masking differences found there, we might expect less
masking differences between Schroeder-phase complexes in
birds. Moreover, because the tuning curve asymmetry is op-
posite to the asymmetry observed in mammals, the direction
of any masking difference would be the reverse of that seen
in humans. This, of course, is exactly the pattern observed in
the budgerigars as masker level increases~see Fig. 2!.

While considering the possible contributions of tuning
curve shapes to these masking differences, however, it must
be remembered that the long-term spectra of the Schroeder
complexes are identical, with differences only in the direc-
tion of the within-period glides in their instantaneous spectra.
Upward-sweeping instantaneous frequencies found in the
negative-Schroeder harmonic complex would change the dy-
namic aspects of neural firing relative to that produced by
instantaneous frequencies sweeping downward, as in the
positive Schroeder-phase waveform. Differences in
Schroeder-phase masking may in part result from the glide-
like aspects of the maskers interacting with temporal charac-
teristics of neural firing. For example, Carneyet al. ~1999!
reported that, in cats, impulse responses of auditory nerve
fibers show an initial upward or downward frequency glide,
depending on the best frequency of the neuron in question.
Frequency-modulated impulse responses in basilar mem-
brane motion at high frequencies have also been reported~de
Boer and Nuttal, 1997; Recioet al., 1998!, and several recent
auditory models of tuning characteristics in mammals incor-
porate an upward- or downward-sweeping impulse response
~e.g., Irino and Patterson, 1997!. These glides in the impulse
responses may reflect the phase characteristic of the basilar
membrane, and may relate to the Schroeder masking differ-
ences observed in humans. It is not clear whether such fre-
quency glides might be found in neural impulse responses in
birds, or whether such glides might be reversed relative to
those found in mammals, perhaps in conformity with the
symmetry characteristics of avian tuning curves.

There are two other minor factors that deserve mention
in considering the contrasting findings here from humans and
from budgerigars. First, there is a possible contribution from
different transducers in the experimental setups. Birds per-
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formed this listening task in a sound field, and were free to
move around~although in practice, because they were busy
pecking the observing key, their heads moved very little in
this sound field!. Humans listened to these complex sounds
over earphones. Informal testing of humans in the same free
field as the birds confirmed the human pattern of Schroeder
masking effects~i.e., negative producing more masking than
positive!, but the masking differences were slightly smaller
than under earphones. Depending on the size of the room and
the amount of reverberation, some phase alterations might
occur in some sound fields between the loudspeaker and the
ear. However, the masking differences for humans listening
in the bird’s testing box were still much larger than observed
in the birds. The results of this sound field testing make it
unlikely that these transducer differences were responsible in
any major way for the differences in performance observed
between species. Further confirmation that these masking
differences are not due to random movements of the birds
within the listening boxes may be found in the reliability of
response patterns in replications of experimental conditions
by the birds, suggesting that the stimuli were controlling re-
sponses in a systematic manner.

Finally, the effect of the bird middle ear system on these
data is not clear. The middle ears of birds are connected
through an interaural pathway in their highly trabeculated
skull. It is now known that this interaural pathway can influ-
ence the nature of the acoustic stimulus perceived by the
binaural auditory system~Coles et al., 1980; Larsenet al.,
1997; Lewis, 1983; Rosowski and Saunders, 1980! and prob-
ably affects certain binaural phenomena such as sound local-
ization ~Park and Dooling, 1991! and binaural masking re-
lease ~Dent et al., 1997!. It is not known whether the
interaural pathway differentially distorts the positive and
negative Schroeder maskers in ways that affect their masking
effectiveness.

IV. CONCLUSIONS

The shape of the temporal waveform has a significant
impact on the ability of harmonic complexes to mask pure
tones in both humans and budgerigars. In both species,
highly peaked waveforms with all components in cosine
phase generally produce less masking than random-phase
maskers, and the masking differences between the two
maskers increase monotonically with stimulus level, again in
both species. Significant species differences emerge, how-
ever, with other selections of harmonic component phases.

As previously reported in humans, masking by positive
and negative Schroeder-phase complexes produce differ-
ences in signal threshold that increase as masker level in-
creases from low to moderate levels. The negative Schroeder
waveform is usually the more effective masker. These results
hold for fundamental frequencies of 50 and 100 Hz.

In budgerigars, however, the two Schroeder phase
maskers produced nearly identical thresholds until the high-
est masker level was reached. When small differences in
masking were observed, the direction of masking effective-
ness was reversed relative to that found in humans, with the
positive Schroeder masker showing the greater masking ef-
fects. In addition, in most cases the budgerigars showed less

masking than did humans. These differences in masking per-
formance between species are likely due to differences in
structure and function of the two auditory peripheries. They
may relate to differences in traveling wave characteristics
and to different manifestations of active cochlear processing
in avian and mammalian ears. A known difference between
species relating to shapes and widths of neural tuning curves
may emerge as a significant contributor to these observed
masking differences.

The differences in masking between budgerigars and hu-
mans observed here encourage the use of these types of har-
monic complex stimuli in studies relating auditory percep-
tion to species-specific structures and processing
mechanisms. Stimulus manipulations of both long-term and
instantaneous frequencies, as well as control of dynamic as-
pects of sounds such as temporal envelopes and fine struc-
ture, open a broad vista of challenges to comparative explo-
rations of auditory function.
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A passive cavitation detector~PCD! identifies cavitation events by sensing acoustic emissions
generated by the collapse of bubbles. In this work, a dual passive cavitation detector~dual PCD!,
consisting of a pair of orthogonal confocal receivers, is described for use in shock wave lithotripsy.
Cavitation events are detected by both receivers and can be localized to within 5 mm by the nature
of the small intersecting volume of the focal areas of the two receivers in association with a
coincidence detection algorithm. A calibration technique, based on the impulse response of the
transducer, was employed to estimate radiated pressures at collapse near the bubble. Results are
presented for thein vitro cavitation fields of both a clinical and a research electrohydraulic
lithotripter. The measured lifetime of the primary growth-and-collapse of the cavitation bubbles
increased from 180 to 420ms as the power setting was increased from 12 to 24 kV. The measured
lifetime compared well with calculations based on the Gilmore–Akulichev formulation for bubble
dynamics. The radiated acoustic pressure 10 mm from the collapsing cavitation bubble was
measured to vary from 4 to 16 MPa with increasing power setting; although the trends agreed with
calculations, the predicted values were four times larger than measured values. The axial length of
the cavitation field correlated well with the 6-dB region of the acoustic field. However, the width of
the cavitation field~10 mm! was significantly narrower than the acoustic field~25 mm! as bubbles
appeared to be drawn to the acoustic axis during the collapse. The dual PCD also detected signals
from ‘‘rebounds,’’ secondary and tertiary growth-and-collapse cycles. The measured rebound time
did not agree with calculations from the single-bubble model. The rebounds could be fitted to a
Rayleigh collapse model by considering the entire bubble cloud as an effective single bubble. The
results from the dual PCD agreed well with images from high-speed photography. The results
indicate that single-bubble theory is sufficient to model lithotripsy cavitation dynamics up to time of
the main collapse, but that upon collapse bubble cloud dynamics becomes important. ©2000
Acoustical Society of America.@S0001-4966~00!02503-0#

PACS numbers: 43.80.Sh, 43.25.Yw, 43.35.Ei@FD#

INTRODUCTION

Shock wave lithotripsy~SWL! ~Chaussyet al., 1980! is
the most common modality for treating kidney stones
~Holmes and Whitfield, 1991!. Despite the widespread use of
SWL, there is no agreement in the literature as to the mecha-
nism by which the shock wave destroys kidney stones. In
addition, although early reports indicated that SWL treat-
ment did not lead to appreciable damage to the kidney
~Chaussy, 1982; Evan and McAteer, 1996!, it is now recog-
nized that a clinical dose of shock waves will induce renal
injury in a majority, if not all, treated kidneys~Kaudeet al.,
1985; Evan and McAteer, 1996!. Both the significance of
tissue damage, and the mechanisms that are responsible for
the damage, are under dispute. There is an incentive there-
fore to develop techniques that can quantify the action of
possible mechanisms in SWL.

One mechanism that appears to play a significant role

during SWL, both for stone comminution and tissue damage,
is acoustic cavitation. Acoustic cavitation refers to the
growth and violent collapse of vapor or gas cavities in re-
sponse to an acoustic pressure field. Cavitation has been pro-
posed as a mechanism of stone comminution in SWL~Cole-
manet al., 1987; Crum, 1988; Vogel and Lauterborn, 1988!.
Studies have shown that the presence of cavitation is critical
to stone fragmentationin vitro ~Sasset al., 1991; Delacretaz
et al., 1995!. Studies with biological systems demonstrate
that significant bioeffects occur when cavitation is present
~Delius et al., 1990; Daleckiet al., 1996!. Evidence of cavi-
tation events occurring in and around the kidneys of human
patients during SWL has been detected~Coleman et al.,
1996!. These results provide circumstantial evidence that in
clinical lithotripsy cavitation could play both a beneficial
role in stone destruction and a deleterious role in bioeffects.
In this report a refinement of previous cavitation detection
systems is presented which can both improve the spatial
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specificity and better quantify the strength of cavitation
events produced by a lithotripter.

At the focus of an electrohydraulic lithotripter, the pres-
sure waveform consists of a shocked positive pulse, with
peak pressure of order 40 MPa and duration 1ms, followed
by a negative tail, of about210 MPa peak pressure and 4-ms
duration ~Coleman and Saunders, 1989!. The behavior of
cavitation bubble dynamics in response to a lithotripsy pres-
sure pulse was predicted by Church~1989! based on the
Gilmore–Akulichev model. The model predicts that bubbles
will respond with a characteristic ‘‘double-burst’’ acoustic
signature~discussed in more detail below!. Colemanet al.
~1992! measured the double-burst acoustic signature from
cavitation in a lithotripter using passive cavitation detection
~PCD!. The PCD system consisted of a single focused hy-
drophone listening for acoustic emissions from the focal re-
gion of the lithotripter. The results showed that the measured
response was qualitatively in accordance with the Gilmore–
Akulichev model. Delacretazet al. ~1995! measured a
double-burst signature from the cavitation field of an electro-
magnetic lithotripter using a polyvinylidene fluoride PVDF
needle hydrophone. The double burst has also been recorded
in patients undergoing clinical SWL~Colemanet al., 1996!.
Measurementsin vivo with a pig model indicated that tissue
has a constraining effect on bubble dynamics~Zhonget al.,
1997, 1998, 1999!.

A number of other techniques have been used to monitor
lithotripsy-induced cavitation. When foil targets are placed
in the focus of a lithotripter they suffer surface pitting due to
cavitation. The pitting has been used to measure both the
spatial extent and relative intensity of the cavitation~Cole-
man et al., 1987; Lifshitz et al., 1997; Baileyet al., 1999!
but does not give information on the time history of the
bubble cloud. Pye and Dineley~1999! have recently pub-
lished a technique where translation of a small sphere is used
to detect cavitation. Sonoluminescence, light emissions from
cavitation collapses, has been measured in the focal region of
an electrohydraulic lithotripter~Colemanet al., 1992!. Laser
scattering~Jochleet al., 1996; Huberet al., 1999! and fiber
optic transmittance~Delacretazet al., 1995! provide time
history of the bubble dynamics.

Perhaps the best measurements of thein vitro cavitation
field are provided by high-speed photography~Sasset al.,
1991; Huberet al., 1994; Jochleet al., 1996; Zhonget al.,
1997, 1999!. Video images demonstrate that cavitation in the
free field consists of a large cloud of bubbles. This is signifi-
cant for PCD systems because even with focused hydro-
phones it appears that detected emissions could come from a
number of cavitation events. Difficulty in specifying the lo-
cation of cavitation events using PCD is compounded in
electrohydraulic lithotripters where spark jitter leads to varia-
tion in the location of the acoustic and hence the cavitation
fields.

An advantage of the PCD over other methods is the
ability to observe cavitationin vivo. This work describes an
acoustic cavitation detection system, the dual PCD, which
provides improved spatial information on the location of
cavitation events in comparison to a single transducer PCD.
The article first addresses the drawbacks associated with us-

ing a single focused transducer as a PCD. It proceeds to
describe how signals from two focused PCD transducers, in
association with a coincidence detection algorithm, can pro-
vide improved spatial localization of cavitation events. The
dual PCD system is completed by establishing a calibration
technique to estimate the pressure radiated by collapsing
cavitation bubbles. The dual PCD was used to map the cavi-
tation field of two electrohydraulic lithotripters and results
were compared to numerical predictions of single-bubble dy-
namics. The presence of bubble rebounds detected by the
dual PCD was confirmed with high-speed photography. The
dual PCD system described here has the potential to detect
eventsin vivo and may be a useful tool in elucidating the role
of cavitation in clinical lithotripsy by providing a means to
correlate cavitation with either stone fragmentation or tissue
injury.

I. MATERIALS AND METHODS

A. Lithotripters

The majority of the measurements were conducted in the
research electrohydraulic lithotripter at the Applied Physics
Laboratory, University of Washington at Seattle~APL-UW!,
which was designed to mimic the performance of a clinical
lithotripter, the Dornier HM3~Howard and Sturtevant, 1997;
Clevelandet al., 2000!. Measurements were also taken on a
clinical, unmodified, Dornier HM3 lithotripter at Methodist
Hospital ~Indianapolis, Indiana!. Our experiments are fo-
cused on the Dornier HM3 because it is the lithotripter in the
widest use in the United States~Lingeman, 1996!. The
acoustic field of the lithotripters was characterized by a
broadband polyvinylidene fluoride~PVDF! membrane hy-
drophone with a 0.5-mm active spot~Model 702, Sonic In-
dustries, Hatboro, Pennsylvania!. The calibration value pro-
vided with the shock wave hydrophone was confirmed by
substitution calibration, up to 20 MHz, with a PVDF mem-
brane hydrophone~type Y-33-7611, GEC-Marconi, Chelms-
ford, UK! that had been calibrated at National Physical
Laboratories~Teddington, UK!. The waveforms and acoustic
fields measured in the two lithotripters have been determined
to be similar ~Clevelandet al., 2000!. In each lithotripter,
peak positive pressure was variable from 25 MPa~12 kV! to
40 MPa~24 kV!.

An electrohydraulic lithotripter uses an underwater
spark to generate a shock wave. The spark is located at the
internal focus (F1) of a hemi-ellipsoidal reflector; the reflec-
tor focuses the spherical shock wave generated by the spark
to the external focus (F2) of the ellipsoid. The geometry of
the ellipses in the two lithotripters was identical~major half-
axis a5139 mm, minor half-axisb578 mm; the reflector is
truncated to be 14 mm short of complete hemi-ellipsoid!.
Both lithotripters used an 80-nF capacitor to store the high
voltage before discharging it through a refurbished Dornier
electrode~Service Trends, Kennesaw, Georgia!. Electrodes
with between 100 and 2000 sparks were used to limit vari-
ability in spark amplitude with electrode age. The water in
both lithotripters was degassed to between 2 to 4 ppm of O2

~approximately half the gas content of tap water! and NaCl
added to achieve a conductivity of 650mS/cm. Gas content
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was measured to increase during experiments at a rate of 0.1
ppm/hour. The temperature of the water bath in the
APL-UW machine was 20 °C; the HM3 water was main-
tained at body temperature 37 °C. In the HM3, positioning
was achieved using the three-axis hydraulic positioner pro-
vided with the HM3, or by the mounting hand-controlled
stages on the side of the tank. Positioning in the APL-UW
lithotripter was accomplished using a computer-controlled
three-axis system~Velmex-Unislide, Bloomfield, NY!.

All data were recorded on a digital oscilloscope~Tek-
tronix TDS 744, Beaverton, OR! which has an 8-bit digitizer
and sampling rate up to 2 gigasamples/s. The scope was
triggered by a photodiode which detected the light flash from
the underwater spark discharge. Data were transferred to
computer and processed by LabVIEW~National Instruments,
Austin, TX!. Further processing was done in MatLab~Math-
works, Natick, MA!.

B. Bubble dynamics model

Measurements of cavitation activity were compared with
results of numerical calculations. The model used for bubble
dynamics was the Gilmore–Akulichev formulation
~Gilmore, 1952; Akulichev, 1971!, with gas diffusion in-
cluded. The model was proposed and solved numerically for
lithotripsy by Church~1989!. We have reproduced Church’s
numerical solution and briefly review the model here; further
details can be found elsewhere~Church, 1989; Cholet al.,
1993!. The Gilmore equation describes the oscillations of a
single spherical bubble driven by an acoustic excitation and
can be written in the following form:

S 12
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c DRR̈1
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2 S 12
Ṙ
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Ṙ

c DH1
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c D dH

dt
,
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whereR is the bubble radius, a dot indicates a time deriva-
tive, t is time, c is the speed of sound in the liquid at the
bubble wall, andH is the difference in the liquid enthalpy
between the bubble wall and infinity. The expressions forc
5Adp/dr and H5*p`

p(R)dp/r were obtained from the Tait

equation of state for the liquidp5p01(c0
2r0 /n)•@(r/r0)n

21#, wheren is the Tait parameter,p0 is ambient pressure,
r0 ambient density, andc0 small-signal sound speed. The
upper limit of the enthalpy integral is the pressure at the
water–gas interface, i.e., the bubble wallp(R)5pg22s/R
2(4m/R)R̊, wherepg is the pressure in the gas, given be-
low, s is the coefficient of surface tension, andm the coef-
ficient of viscosity. The lower limit isp`5p01P(t), the
pressure at infinity whereP(t) is acoustic pressure associ-
ated with the lithotripter shock wave.

Gas diffusion was accounted for by Church with a zero-
order model for gas diffusion based on a theory by Eller and
Flynn ~1965!. The number of moles of gasn(t) in the bubble
is given by the following equation:n5n024ApD*0

tF(t8)
3(t2t8)21/2dt8, wheren0 is the initial number of moles in
the bubble,D is the diffusion constant,t5*0

t R4(t8)dt8,
F(t)5C0(pg /p0)2Ci , C0 the saturation concentration of
the gas in the liquid,Ci the initial concentration of gas in the
liquid far from the bubble, pg5(p012s/R0)(n/n0)

3(R0/R)3h(R0n /R0)
3(h21) is the pressure in the gas,R0 the

initial radius,R0n the time varying equilibrium radius, andh
is the polytropic exponent of the gas.

The radiated pressure was calculated using the Akuli-
chev formulation

pRAD~ t !5p01
r0c0

2

n F S 2

n11
1

n21

n11
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2 GD 2n/~n21!

21G , ~2!

whereG5R(H1U2/2) is an invariant of the bubble motion
evaluated at the bubble wall andr is the distance from the
center of the bubble. Equation~2! does not account for non-
linear distortion of the radiated pressure as it propagates
from the bubble.

The equations were solved using a code written inFOR-

TRAN. The Gilmore equation was integrated using the fourth-
order Runge–Kutta solver from Numerical Recipes~Press
et al., 1992, pp. 710–722!. The diffusion equation was
solved using a trapezoidal rule as discussed by Church
~1989!. The various numerical values used for the parameters
were p05105 Pa, c051485 m/s, r051000 kg/m3, n57,
s50.0725 N/m,m50.001 Pa.s,n056.93310215moles, D
52.4231029 m2/s, C050.872 moles/m3, C150.436
moles/m3 ~i.e., 50% gas saturation!, h51.4, andR053 mm.
The acoustic pressureP(t) used as an input to the code was
taken from waveforms measured by the shock wave hydro-
phone system~Sec. I A!. The waveforms were sampled at
250 MHz ~4 ns! and linear interpolation was used to produce
a continuous waveform.

Figure 1 shows a sample calculation of a bubble in re-
sponse to an acoustic waveform measured in the APL-UW
lithotripter. Figure 1~a! shows the measured pressure wave-
form and a corrected waveform. The corrected waveform has
an elongated negative pressure tail~Bailey et al., 1999! to
compensate for an underestimation of the negative pressure
phase attributed to measurements with PVDF membranes
~Wurster et al., 1994!. In all the bubble dynamics calcula-
tions presented here, corrected pressure waveforms were
used for the acoustic input. Figure 1~b! and ~c! show the
radius of the bubble and the radiated pressure 10 mm away
from the bubble as functions of time. The response of a
bubble consists of an initial collapse due to the positive-
pressure phase of the shock and the corresponding first burst
acoustic emissionpS* ~the asterisk indicates a computed
value!. This is followed by a rapid growth phase driven by
the negative-pressure tail of the shock wave. The inertia im-
parted to the bubble wall by the negative tail is large enough
that the bubble continues to grow after the shock wave has
passed. From this point inertial cavitation dominates, as there
is no external time-varying driving pressure, and the bubble
continues to grow for a relatively long period~in excess of
100 ms!. Eventually the ambient pressure in the fluid stops
the growth and initiates an inward flow of fluid which leads
to a second collapse of the bubble and the corresponding
second burst of the acoustic emission,pC* . These two emis-
sions are the double-burst signature and the time between
them is the characteristic timetC* . After the second collapse
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the bubble undergoes a number of growth and collapse
cycles, rebounds, at the collapse of each rebound a pressure
wave is radiatedpR* , pR2* ,... and thetime between rebounds
is tR* ,tR2* ,... When thebubble becomes quiescent we note
that its radius has increased to approximately 60mm because
of gas diffusion into the bubble.

For the simulation shown in Fig. 1 the characteristic
time was about 520ms, the maximum radius 3 mm, and the
rebound time 33ms. At distance 1 cm from the bubble center
the calculated radiated pressures were:pS* 50.8,pC* 568, and
pR* 50.24 MPa. These values are similar to those calculated
by Church. We note that the radiated pressure expression
does not account for nonlinear distortion of the radiated pres-
sure wave. For the pressures predicted, particularly at the
second collapse, the radiated pressure wave will form a
shock within 10 mm and suffer corresponding nonlinear at-
tenuation which will reduce the collapse pressurespC* . Ne-
glect of nonlinear distortion may contribute to calculated ra-
diated pressures being larger than measured values.

C. Cavitation detection receivers

The system for measuring cavitation signals is now pre-
sented. Although the dual PCD system consists of two fo-
cused receivers, we first discuss the behavior of a single PCD
receiver. The individual transducers used in this research
were spherical caps of C-5400 lead zirconate titanium~PZT!
~Channel Industries, Santa Barbara, CA! with a resonance
frequency of 1.08 MHz, aperture diameter of 100 mm, and
radius of curvature~focal length! of either 100 or 200 mm.
The PZT elements were mounted in a stainless steel housing
and were air-backed. When used as receivers of acoustic
emissions from shock waves it was necessary to use a high-
pass filter~model 3202, Krohn-hite, Avon, MA!, with a 300-
kHz cutoff frequency, to remove the low-frequency signal of
the radial mode of the transducer~approximately 20 kHz!.
The configuration used here is very similar to that described
by Colemanet al. ~1992!.

The use of focused transducers in PCD is based on the
desire to detect cavitation events from a confined volume.
Although focused transducers have a narrow focal region,
the focal region can be relatively long, leading to uncertainty
in the axial location of a detected event. The size of the
sensitive region of a focused hydrophone can be determined
from the radiation pattern of the transducer. Because of reci-
procity of the wave equation, the focal region of the trans-
ducer as a hydrophone is identical to the focal region of the
transducer as a source. The acoustic field of a focused piston
source was described theoretically by O’Neil~1949!, and it
has been shown that a focused piezoelectric transducer be-
haves very much like an ideal focused piston source~Cathi-
gnol et al., 1997!. The O’Neil solution for pressure ampli-
tude distribution along the transducer axis for sinusoidal
excitation can be written as

p5V0rcUei2pz/l2ei2pR/l

12z/F U, ~3!

whereV0 is the amplitude of the normal velocity of the pis-
ton surface,r the ambient density of the medium,c the small

signal sound speed,z the distance along the axis,l the wave-
length,F the radius of curvature, andR the distance from the
observation point to the transducer edge. The axial pressure
field described by Eq.~3! achieves a localized region of high
amplitude around the geometrical focusz5F. The axial
length of the ‘‘focal spot’’D i ~full width half-maximum! is
given by

D i5
0.6l

sin2~a/2!
, ~4!

wherea5arcsin(a/F) is the half-aperture angle of the radia-
tor, anda the radius of the transducer. The lateral distribu-
tion of the pressure amplitude at the focal plane (z5F) may
be expressed as follows:

p5pmaxU2J1~2pr sina/l!

2pr sina/l U. ~5!

FIG. 1. Predicted bubble dynamics in the APL-UW lithotripter at 24 kV~a!
measured acoustic shock wave and corrected shock wave used for bubble
dynamics,~b! calculated radius time curve of a 3-mm bubble,~c! calculated
radiated pressure 10 mm from the bubble. The scattered pressurepS* , char-
acteristic timetC* , radiated collapse pressurepC* , rebound timetR* , and
radiated rebound pressurepR* are all indicated. The asterisk* denotes the
values are calculated.
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Herepmax is the pressure amplitude at the focal point,J1 the
cylindrical Bessel function of the first order, andr the lateral
distance. The full width half-maximum diameter of the focal
region is

D'5
0.7l

sina
. ~6!

Equations~4! and~6! define the axial and lateral dimensions
of the sensitive area of a single PCD transducer. When sens-
ing cavitation events from the bubble cloud, a single PCD
transducer receives signals coming from all collapsing
bubbles sitting in a cigar-shaped volume of dimensionsD i

by D' .
Table I presents corresponding values for the PCD trans-

ducers we employed~Nos. 1 and 2!, the PCD transducer
used by Colemanet al. ~1992, 1996! ~No. 3!, and the PCD
transducer used by Zhonget al. ~1997! ~No. 4!. Table I il-
lustrates that all PCD transducers have good spatial resolu-
tion, of the order of a few millimeters, in the lateral direction
(D'), but have a poor resolution, of the order of tens of
millimeters, in the axial direction (D i). The resolution is
especially poor for small aperture~i.e., smalla! PCD trans-
ducers, which can be deduced from the sina term in the
denominator of both Eqs.~4! and ~6!.

D. Coincidence detection: dual PCD

Dual PCD, illustrated in Fig. 2, uses two perpendicular
confocal transducers to produce a detector with an effective
focal dimension proportional to the width, not the length, of
the focal region of each transducer. Although each receiver
in the dual PCD suffers from the same long focal region as a
single PCD, it is possible to take advantage of the fact that
signals coming from the union of the two focal regions will
have the same arrival time. A coincidence detection algo-
rithm was constructed so that only events that originated
from the effective focal region were identified as cavitation

events. The transducers were mounted on a rigid frame but
each transducer could be independently rotated and moved
vertically. Fine alignment was achieved by placing a needle
hydrophone at the desired focus; each of the PCD transduc-
ers was used as a source and independently positioned so
that a maximum signal was recorded at the needle.

The concept behind the use of coincident detection using
the dual PCD is illustrated by an example. Figure 3 presents
signals registered by the two confocal PCD transducers
~200-mm focal length! aligned with the focal region of the
APL-UW lithotripter for a single spark discharge at a voltage
of 24 kV. Figure 3~a! shows the signals received by both
transducers, where zero time corresponds to the firing of the
spark. The travel distance of the shock wave from the elec-
trode to the reflector, and then toF2 is 276 mm; the distance
from F2 to either PCD hydrophone is 200 mm. The time
delay for the total distance is 317ms, assuming a speed of
sound 1500 m/s, which corresponds to the first peak seen in
Fig. 3~a!. This first signalpS results from nonlinear acoustic
scattering, which can be interpreted as being comprised of
two inseparable effects:~i! scattering of the lithotripter shock
wave from small bubbles or particles that are typically
present in water;~ii ! acoustic radiation from the bubbles dur-
ing their first collapse. As described in Sec. I B, the cavita-
tion field then proceeds through a growth and collapse cycle
and radiates a second acoustic emissionpC . In Fig. 3 a sec-

TABLE I. Axial and lateral dimensions of sensitive volume for different
PCD transducers: 1, 2, Channel Industries, 3 Colemanet al. ~1992, 1996!, 4
Zhonget al. ~1997!.

Hydrophone # 1 2 3 4

f res, MHz 1.08 1.08 1.0 1.0
2a (mm) 100 100 100 38
F ~mm! 100 200 120 102
D i , mm 13 53 20 105
D' , mm 2.0 3.9 2.5 5.7

FIG. 2. Diagram of the concept of in-
tersecting focal volumes is shown on
the left. The cigar-shaped volumes are
the focal regions of the individual
transducers; the shaded region is the
effective focal volume of the dual
PCD. On the right is a photograph of
the dual PCD in APL lithotripter. The
brass ellipsoidal reflector and spark
plug are at the bottom of the tank; the
two confocal bowls are also confocal
with F2 of the ellipsoid.

FIG. 3. Dual PCD signals for a single shock wave at 24 kV~a! long time
scale,~b! closeup of main burst.
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ond, large amplitude, emission is detected by both PCD
transducers at around 1000ms; however, additional emis-
sions are registered by both transducers before and after this
event. Figure 3~b! shows a closeup view of the signal around
1000 ms which consists of a number of ‘‘events.’’ Each
event consists of a decaying sinusoid, the impulse response
of the transducer. The signal from one PCD transducer does
not allow one to deduce whether the detected events origi-
nated in the focal region or not. The structure of the detected
signals becomes clear when comparing signals from the two
PCD transducers. Only the signals arriving at similar times
and having similar amplitude are of interest, all other signals
do not originate near the effective focal region of the dual
PCD. It is apparent from the traces that only the burst arriv-
ing at 1017ms is similar on both transducers, therefore only
this burst corresponds to a bubble collapsing in the effective
focal region. The characteristic time in this case istC

5700ms.
Note that, in addition to the main collapse, a further

simultaneous collapse, at approximately 1260ms, is also ap-
parent from the dual PCD traces. This second collapse ap-
pears to be from a ‘‘rebound,’’ a second growth-and-collapse
cycle, and occurs about 240ms after the main collapse. The
rebound will be discussed in more detail in Sec. II.

The signals displayed in Fig. 3 were unwieldy to per-
form analysis on. Significant data reduction was achieved by
demodulating the signals to remove the sinusoidal oscilla-
tions yet maintain the structure of the envelope. The de-
modulation process was carried out inLABVIEW immediately
after the waveforms had been transferred from the digital
oscilloscope to the computer. A full-wave rectification de-
modulation process was used; it consisted of taking the ab-
solute value of the signal, followed by a low-pass filter~But-
terworth, 300 kHz, second order! and finally decimation by a
factor of five. The demodulation process also reduced the
peak amplitude of the signal by a factor of 2.5.

Detection of simultaneous events was carried out in
post-processing using MatLab by the following procedure.
The demodulated signals from each channel were converted
from volts to pressure by a calibration factor~described in
the following section!. The first burst~corresponding to the
arrival of the shock! was located by windowing each wave-
form to within 20ms of the calculated arrival time of the first
burst. The windowed waveforms were oversampled by a fac-
tor of five to smooth the signals and then the peak in the
cross correlation between the two channels was used to de-
termine the location of the first burst. The second burst, as-
sociated with the primary inertial collapse, was determined
by finding the location of the maximum signal~for time
greater than 20ms after the first burst! on each channel. The
20-ms delay was used to skip over spurious signals associ-
ated with the coda of the first burst. For each of the maxima,
the two channels were windowed from210 to 30ms around
the time of the peak~large enough to capture the impulse
response of the PCD!, locally resampled and a cross corre-
lation performed. If a maximum occurred in the cross corre-
lation for time shifts less than 3.4ms ~which corresponded to
the 5-mm cross-sectional region of the PCD transducers!, a
coincident event was deemed to have occurred. Rebounds

were found by looking for maxima in the recorded signals
beyond the primary collapse by performing the same win-
dowing and cross-correlation algorithm.

Once coincident events were identified, the signal~or
pulse! amplitudes on each channel were compared to deter-
mine if the event had occurred at the focus. Coincident
events do not necessarily occur at the focus; because only
two transducers were used coincident events could in fact
occur anywhere in the equal travel-time plane that bisects the
two transducers. However, the focused nature of the trans-
ducers meant that events outside of the focal region, but
which still lie on the plane of equal travel time, were de-
tected with very low amplitude. These events were identified
and excluded on two grounds:~1! if the amplitude of the
signals received on the two channels differed by more than a
factor of three it was assumed that the bubble was outside of
the focal region of one of the transducers and~2! if the am-
plitude of the signal from the second burst was less than
twice the amplitude of the signal received from the first
burst, i.e.,pC,2pS , it was assumed that the bubble was not
in the focal region. The signal from the first burst was very
consistent and it appeared that there was always some sort of
bubble or scatterer present to generate this signal in the focal
region of the dual PCD. For a cavitation event to occur in the
first side lobe of a PCD and appear to have come from the
focal zone~that is, exceed the detection threshold given here!
would require a collapse pressure in excess of 30 MPa which
was larger than anything we measured. In summary, a ‘‘focal
event’’ was deemed to have occurred when

~1! The arrival times of the pulses on both channels were
close enough for the event to have been somewhere on
the plane of constant travel time for the transducers.

~2! The amplitudes of both pulses were consistent with a
signal emanating from the focal region of both transduc-
ers.

The action of the algorithm is demonstrated in Fig. 4,
which shows demodulated signals received by a pair of
transducers~PCD#2, F5200 mm! from five consecutive
shots. The lithotripter was at a setting of 18 kV and fired
approximately every 3 sec~limited by the time necessary to
transfer data from the scope to the computer!. For the signals
in Fig. 4 the focus of the dual PCD was aligned 10 mm in
front of F2 of the lithotripter. The signal from the second
PCD transducer was inverted to assist in visual comparison
of the signals. The vertical scale has been calibrated to rep-
resent the peak radiated pressure 10 mm from the bubble
center as discussed below in Sec. I E.

Locations where a maximum in the cross correlation
was detected~not necessarily a focal event! are marked by an
‘‘ 3.’’ The uppermost traces~shot 1 of the five! show no
significant emissions on either channel. Shot 2 shows cavi-
tation activity on channel 1 only but no activity on channel 2.
The third shot yielded a coincident event~simultaneous sig-
nals on both channels! but of such low amplitude that it was
assumed the signals did not originate from the focal region
of the dual PCD. Shot 4 shows an event and apparent re-
bound detected on channel 2 but no events on channel 1,
which indicates the cavitation collapse was in the focal re-
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gion of transducer 2 but outside the focal region of trans-
ducer 1. The last shot shows a large cavitation event at 650
ms and a rebound signal at 800ms evident on both
channels—the algorithm described above identified this as a
focal event. The collapse time, or characteristic time,tC

5340ms, is the time between the first collapsepS

52.2 MPa and the main collapsepC512 MPa. The rebound
time tR was 150ms and the radiated pressurepR53.3 MPa.
Note that upon examination of the traces associated with the
last shot there appeared to be a second bubble nearby that
collapsed a little sooner than the bubble that was detected.
This second bubble also appeared to generate a rebound. The
coincident detection algorithm rejected this signal as being
outside the volume of interest because the signal was dispro-
portionately strong on channel 1.

Measurements taken at the focus of the lithotripters
studied here provided simultaneous cavitation events for ap-
proximately 2/3 of the shots at 18 kV. Observation with a
single PCD transducer would lead one to observe cavitation
events in at least 90% of the shots because it does not ex-
clude events outside of the focal region.

E. PCD pressure calibration

In addition to being able to localize cavitation events it
was also considered useful to obtain an estimate of the am-

plitude of the acoustic emission generated by the cavitation
collapse. Calculations by Church~1989! predict that the sec-
ond collapse produces an outgoing shock wave with peak
pressure of order 30 MPa at a distance of 1 cm from the
bubble. Pressures nearer the bubble would be higher. Vogel
and Lauterborn~1988! performed an experiment with a
single laser-produced vapor bubble. They measured the am-
plitude of the pressure wave radiated by a collapsing bubble
at a distance of 1 cm from its center. For the same maximum
bubble radius as in the calculations of Church, their measure-
ments give a value of about 10 MPa, which is three times
less than corresponding computed value. Our goal was to
estimate, from the PCD signals, the pressure generated by a
bubble excited by a lithotripter pulse.

Calibration of a single PCD system has been reported by
Zhonget al. ~1997!. The calibration value was the sensitivity
of their transducer at resonance. Based on this technique they
report that the pressure 10 mm from a cavitation bubble con-
sisted of a pulse with 1.8 MPa compressive pressure and a
3.3-MPa tensile pressure for a spark discharge of 18 kV.
These values are an order of magnitude less than predicted
by Church, and in addition, it seems unlikely that a collaps-
ing bubble will produce a stronger tensile pulse than com-
pressive pulse. We discuss below that a resonance calibration
is not appropriate for extracting the peak amplitude of pulse-
type excitations.

The acoustic waveform detected by the PCD transducer
cannot be easily reconstructed from the voltage it produces.
The transducer is a high-Q resonator and its response to cavi-
tation emission is a tone burst with exponentially decaying
envelope, as seen in Fig. 3~b!. Therefore the sensitivity of the
transducer at its resonant frequencyG0 cannot be used for
determining the pressure amplitude of a wide bandwidth sig-
nal such as the radiation from a bubble collapse. The mea-
sured voltageu(t) from the PCD transducer can be described
as a convolution of the incident acoustic pressurep(t) and
h(t) the impulse response of the transducer,

u~ t !5E
2`

`

h~ t8!p~ t2t8!dt8. ~7!

If h(t) is known it is technically possible to recover the
pressure waveform by deconvolving the impulse response
from the measured signal. Unfortunately, if the pressure
pulse is wideband and the receiver narrow band, as is the
case here, then the presence of noise leads to significant er-
rors in the inversion process~see, e.g., Presset al., 1992, pp.
547–549!.

We propose a new calibration scheme to estimate the
amplitude of a pressure wave radiated during lithotripsy
bubble collapse. For excitation by a very short pulse, as oc-
curs in emissions from a bubble collapse, a simple approxi-
mation for the transducer response can be made which al-
lows a calibration value to be determined from the impulse
response of the transducer. If the incident wave is shorter
than the resonant period of the transducer~about 1ms for the
PCD transducers used here!, the excitation is effectively an
impulse function to the PCD transducer and Eq.~7! reduces
to

FIG. 4. Five consecutive dual PCD recordings at 18 kV. The radiated pres-
sure is calibrated in terms of the peak pressure at a distance 10 mm from a
collapsing bubble. The shape of the waveform is related to the impulse
response of the PCD transducer and is not representative of the pressure
waveform of the acoustic emission.
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u~ t !5h~ t !•E
2`

`

p~r ,t8!dt8, ~8!

i.e., the PCD transducer responds with its impulse response
scaled by a factor that depends on the integral of the acoustic
pulse over time.

We determine whether the acoustic pulse from a cavita-
tion bubble is short enough from measurements of Vogel and
Lauterborn~1988!. They reported that a shock wave emitted
by a collapsing bubble has an exponential waveform,

p~ t !5p0•H~ t !e2t/t0, ~9!

whereH(t) is the Heaviside step function.1 Their measure-
ments gavet0535 ns andp0510 MPa at 10 mm from the
bubble center. We require that the duration of the pulse at the
face of the PCD transducer~a distance of 100 mm from the
bubble! be short compared to 1ms. The pulse is intense
enough that nonlinear distortion will occur as it propagates
from the bubble to the PCD transducer; the distortion will
lead to an increase of the duration of the pulse and decrease
in amplitude~more rapidly than given by spherical spread-
ing! ~see, e.g., Rudenko and Soluyan, 1977, p. 36; Black-
stock et al., 1998, pp. 102–110!. In the case of spherically
spreading shock waves it is possible to use weak shock
theory to model the nonlinear effects. For the waveform
measured by Vogel and Lauterborn:p0510 MPa, t0

535 ns, atr 0510 mm, spherical spreading, without nonlin-
ear effects, would predict that atr 5100 mm,p51 MPa, and
t535 ns. When nonlinear effects are taken into account one
calculatesp50.41 MPa andt5130 ns. Therefore, nonlinear-
ity distorts the waveform, reducing the peak pressure more
than two times and increasing the pulse duration almost four
times. The duration is still much shorter than the period of
oscillation of the hydrophone~926 ns at 1.08 MHz! and the
approximation given in Eq.~8! is valid. A useful property of
the nonlinear distortion that we shall also exploit is that the
area under pressure curve is independent of nonlinear distor-
tion, i.e.,S(r )5*2`

` p(r ,t8)dt8 will vary according to linear
theory ~spherical spreading in this case! therefore S(r )
5S(r 0)r 0 /r . For the Vogel and Lauterborn pulse the time
integral at the source isS(r 0)5p0t0 .2

We now need to determineh(t), the impulse response
of the transducer for Eq.~8!. This was done by placing a
PZT needle hydrophone of 0.635-mm active element diam-
eter ~Dapco Industries, Ridgefield, CT! at the focus of the
PCD transducer. The PZT needle had a 6-dB bandwidth that
covered the frequency range 1 to 10 MHz. The needle was
excited by a short, 0.5-ms duration, electrical pulse; the
bandwidth of the needle was broad enough that it generated
an acoustic pulse that was as short as the electrical signal.
The short duration was confirmed by measuring the acoustic
signal with the Marconi PVDF membrane mentioned above.
The response of the PCD transducer to the acoustic impulse
was similar to those in Fig. 3~b!, and it appeared to be an
exponentially damped sinusoid, which is typical for a simple
damped resonance system. The measured waveform was as-
sumed to be a good representation of the impulse response
and was fitted to the following function:

h~ t !5h0e2t/t* sin 2p f rest, ~10!

where the parametersh0 , t* , and f res were to be determined.
The resonant frequencyf res was determined from the period
of oscillation of the impulse response. The decay constantt*
was determined from the envelope of the impulse response.

Accurate determination of the parameterh0 directly
from the damped sinusoid was found to be difficult as it
involved extrapolation of the exponential envelope. Instead
h0 was determined from the response at resonanceG0 ; for a
sinusoidal excitationp5pmaxsin 2pfrest, the peak measured
voltageumax5G0pmax. Equations~7! and~10! predict that the
peak measured voltage is also given byumax'pmaxh0t* /2 and
thereforeh052G0 /t* . The sensitivity at resonanceG0 was
determined by exciting the PZT needle with a 20-Vpp, 40-
cycle tone burst atf res. The 40-cycle pulse was long enough
that the transducer attained steady state while avoiding rever-
beration problems in the tank. First, the field of the needle
was measured with the Marconi hydrophone to confirm that
it behaved as a spherical wave along the axis and to deter-
mine the acoustic pressure at the face of the transducer
pface. Then the PZT needle was placed at the focus of one of
the PCD transducers and the peak voltageVR from the
transducer was recorded. If the PZT needle were an ideal
spherical source the sensitivity of the bowl at resonance
would beG05VR /pface. However, a correction was neces-
sary because the needle source was not perfectly omni-
directional. The PZT needle can be considered a piston
source with a directivity function given byD(u)
52J1(2pa sinu/l)/2pa sinu/l, where a is the source ra-
dius, andu the observation angle from the axis. We mea-
sured the transverse amplitude distribution of the PZT needle
and it compared well with the Bessel directivity function. As
the transducer response is a result of averaging of pressure
over its surface, it is necessary to correct for the change in
amplitude across the face of the transducer. This procedure
gives a 3% correction to the sensitivity of the 100-mm focal
length bowl and a 1% correction for the 200-mm focal length
bowl, i.e., the effect of the directivity pattern of the PZT
needle was very small. The resonant sensitivity for the
100-mm bowl wasG05111 V/MPa. For the case of the pair
of 200-mm bowls the resonant frequency sensitivities were
G05118 andG05164 V/MPa.

Once the response of the transducers had been charac-
terized it was possible to determine the calibration. The short
duration of the excitation indicates that the response is given
by Eq. ~8!; it follows from the form of the impulse response
that the peak voltage from the transducer will beumax

5h0S(r ). We noted above that for nonlinear distortion of
the exponential pulse the pulse integralS(r )5p0t0r 0 /r ,
wherep0 is the peak pressure andt0 the shock wave dura-
tion at a distancer 0 from the bubble. It is now possible to
determine the peak pressure of the radiated acoustic emission
at a distancer 0 from the center of the collapsing bubble,

p05umax•
r t*

2G0r 0t0
. ~11!

Herer is distance from the center of the bubble to the surface
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of the PCD transducer, that is, the focal distance of the trans-
ducer.

For the case of the 100-mm bowl the appropriate values
are r 5100 mm,t*57.4 ms, andG05111 V/MPa. The only
value we did not measure wast0 , which we took to be 35 ns
from the measurements of Vogel and Lauterborn~1988!. The
calibration value relating the maximum voltage at the focus-
ing hydrophone to the peak pressure of the shock waves at
the distance 10 mm from the bubble center is

p0~10mm!

umax
'9.5

MPa

V
. ~12!

This is the sensitivity for the focusing hydrophone of
100-mm aperture and 100-mm focal length. The sensitivity
of the two 200-mm focal length transducers were determined
to be 26 and 17 MPa/V. The larger calibration values for the
200-mm transducers are consistent with their reduced solid
angle. These calibration values relate the peak in the mea-
sured PCD signals to the peak radiated acoustic pressure 10
mm from the bubble. The shape of the measured PCD sig-
nals is related to the impulse response of the PCD transducer
and is not an accurate representation of the pressure wave-
form emitted by the bubbles. Recall, that the demodulation
process reduced the signal amplitude by a factor of 2.5 and
so the calibration values have to be multiplied by 2.5 when
applied to demodulated signals.

F. High-speed camera

High-speed camera images of the focal region were
taken with a Kodak EktaPro 4540~San Diego, CA!. The
APL-UW lithotripter has a water tank made of optically clear
acrylic. The focal region was backlit with either a 400- or a
1000-W light bulb which meant that bubbles appeared as
dark regions~shadows! on the image. The camera had a
maximum frame rate of 40 500 frames per second and stored
up to 5120 full frames in memory. The size of each frame at
the maximum framing rate was 64364 pixels. In these ex-
periments, the focal depth was 3 cm and the image area was
9 by 9 mm. The camera was triggered with the photodiode
and operated simultaneously with the dual PCD system, see
Fig. 5. The digital images obtained by the camera were
stored on videotape and analyzed with NIHImage~National
Institutes of Health, Bethesda, MD!.

II. RESULTS

A. Cavitation field of an electrohydraulic lithotripter

We first report onin vitro measurements of the cavita-
tion field performed in both the APL-UW lithotripter and the
clinical Dornier HM3 lithotripter. Figure 6 shows the char-
acteristic timetC and collapse pressurepC of the cavitation
at F2 for charging voltages between 12 and 24 kV. Twenty
shock waves were fired at each voltage and each detected
focal event is marked with a ‘‘1.’’ The solid line connects
the mean values from the focal events. The results from the
two lithotripters were similar with an almost monotonic in-
crease in both the radiated pressure at collapsepC and the
characteristic timetC with applied voltage. The results are in
agreement with measurement by others~Coleman et al.,

1992; Zhonget al., 1997!. We note that the scatter in the
measurement of the characteristic time was 20%, whereas
the scatter in the peak pressure value was 100%. One reason
for the large variation inpC is that measurements ofpC are
highly sensitive to the location of the bubble in the focal
region of the dual PCD system, whereastC is not. In com-
paring the two lithotripters we observed that the characteris-
tic times were comparable; however,pC in the APL-UW
lithotripter was about twice that measured in the HM3. One

FIG. 5. Setup for high-speed photography and dual PCD.

FIG. 6. Measured characteristic timetC and the radiated collapse pressure
pC as a function of voltage for~a! the APL-UW lithotripter and~b! HM3
lithotripter. The crosses~1! represent individual measurements and the
solid line is the mean value. The dashed lines in~b! are mean values for
APL-UW lithotripter.
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notable difference between the two lithotripters was that the
water in the APL-UW lithotripter was at 20 °C and that in the
HM3 was at 37 °C. We speculate that the warmer water in
the HM3 may have increased diffusion of gas into the bubble
and led to a softening of the collapse and reduced radiated
pressure.

Figure 7~a! shows pressure waveforms measured at 15,
18, 21, and 24 kV in the APL-UW lithotripter. Plots of the
calculated characteristic timetC* and calculated collapse
pressurepC* based on these waveforms are compared to mea-
sured values. There is reasonable agreement between the
measured and calculated characteristic times. Recall that the
negative tail of the pressure waveform was elongated to cor-
rect a measurement problem with the hydrophone. The elon-
gation factor was based on the measurements by Wurster
et al. ~1994! and was not used as a free variable to ensure a
fit betweentC andtC* . Reducing the elongation factor would
have brought the calculated values closer to the measured
values. Without the correction the calculated characteristic
time tC* was about one-half of the measured characteristic
time tC . The 20% variation in the measuredtC was repro-

duced in the calculations by varying the amplitude of the
acoustic waveform by 10%~which is the typical variation in
the measurements of the peak negative pressure of the shock
waves!. The comparison betweenpC and pC* shows that
measured and calculated values have the same trends but the
calculated values were about four times larger than the mea-
surements. The qualitative correlation between characteristic
time, collapse pressure, and discharge voltage has been ob-
served before in both calculations~Church, 1989! and mea-
surements~Colemanet al., 1992!. Although correcting the
negative phase of the pressure waveforms made it possible to
obtain quantitative agreement for the characteristic time; it
was not possible to obtain quantitative agreement with the
collapse pressure. We have already commented that our
model for the radiated pressure neglects nonlinear distortion
and that we expect the calculated values to overestimate the
pressure. In addition, the model assumes a spherical col-
lapse; in the case of an aspherical collapse one would also
anticipate the model to overestimate the radiated pressure.
Other losses, such as thermal damping, are also neglected
~Church, 1989!.

Figure 8 shows the variation of the characteristic time
and radiated pressure along the axis of each lithotripter for a
fixed charging voltage of 18 kV. The two lithotripters have
similar characteristic times but again the radiated pressure in
the HM3 is approximately one-half of the APL-UW ma-
chine. Data were compared using Student’st-test. For the
HM3, the maximumtC occurred atz5220 mm (p,0.1);
there was no statistically significant peak inpC . In the
APL-UW lithotripter the peak in the characteristic time
could not be distinguished betweenz5210 andz50 mm
(p,0.1). There was a peak inpC at z50 mm (p,0.001).
These results are in agreement with single PCD measure-
ments that showed that the characteristic time peaked about
10 to 20 mm in front ofF2 ~Colemanet al., 1992!. It is also
consistent with the location of the peak negative pressure in

FIG. 7. Comparison between measured and calculated cavitation dynamics
~a! measured waveforms used as inputs to the Gilmore–Akulichev model,
~b! calculated characteristic timetC* ~dashed line! and measuredtC ~solid
line!, ~c! calculated radiated pressurepC* ~dashed line! and measured radi-
ated pressurepC ~solid line!.

FIG. 8. Axial cavitation field~a! APL-UW lithotripter, ~b! HM3 lithotripter
~dashed lines are mean values for APL-UW lithotripter!. The geometrical
focus (F2) is at zero and negative distances are toward the source; the spark
was fired at 18 kV.
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an electrohydraulic lithotripter as determined by both mea-
surements~Colemanet al., 1989; Clevelandet al., 2000! and
numerical simulations~Colemanet al., 1991; Christopher,
1994; Averklou and Cleveland, 1999!. The 6-dB length of
pC is approximately 50 mm and it corresponds to~1! the
region where the negative pressure in the lithotripter is in
excess of25 MPa~Clevelandet al., 2000!, ~2! the length of
the lithotripsy-induced bubble cloud as determined by high-
speed video images~Huber et al., 1994!, and ~3! the axial
size of pitting created in aluminum foil~Bailey et al., 1999!.

Figure 9 shows measurements for a transverse scan~at
the geometrical focus! of tC and pC for a discharge voltage
of 18 kV for both lithotripters. Two notable features of the
data are~1! that the characteristic timetC is almost uniform
across the beam of the lithotripter and~2! that very few cavi-
tation events were detected more than 5 mm off-axis—
despite the fact that the peak negative pressure in the lithot-
ripter exceeds25 MPa in excess of 10 mm off-axis. Recall
that the spatial resolution of the dual PCD is 5 mm and the
region of collapse may be even narrower than indicated by
Fig. 9. Indeed, high-speed photography presented below
shows that the collapse of bubbles occurs almost as a line
along the acoustic axis. It appears that during their collapse
bubbles are drawn toward the acoustic axis of the lithotripter.

B. High-speed photography and bubble rebound

The apparent rebound signal, seen in Figs. 3 and 4, was
investigated using dual PCD and high-speed photography si-
multaneously. Figure 10 shows~a! dual PCD traces and~b!
high-speed video images of the cavitation from a single shot
at 18 kV in the APL-UW lithotripter. At 310ms the shock
wave impinged upon bubbles atF2 and the first acoustic
burst was emitted. The bubbles then grew to form a broad
cloud and then collapsed in a line at 900ms (tC5600ms),
emitting a second burst measured by the dual PCD. The
cloud then rebounded and generated a rebound signal at 1060
ms recorded by the dual PCD. A second rebound was de-

tected at 1140ms. The correlation between the dual PCD
system and the high-speed video images is excellent. It can
be seen from the images that although bubbles are generated
over a region approximately 8 mm in diameter, the bubbles
appear to collapse collectively, as a cylindrical cluster, to a
line along the acoustic axis rather than spherically to their
center of radius. This is in accordance with other high-speed
video images~Zhong et al., 1999! and explains why very
few cavitation events were recorded by the dual PCD off-
axis ~see Fig. 9!.

In Fig. 10~c! the size of the bubble cloud is plotted as a
function of time. The size of the bubble cloud at each instant
was based on the light intensity of each camera frame. The
average light intensityI (t) was calculated by averaging over
all the pixels@0 ~white! to 255~black!#. A background inten-
sity I b was obtained from a frame recorded halfway between
spark discharge and the arrival of the acoustic wave in the
focal area. The corrected intensityI c(t)5I (t)2I b was cal-
culated in order to compensate for naturally occurring shad-
ows that varied between tests but were unrelated to the cavi-
tation bubbles. The plot of intensity~bubble cloud size! with
time confirms that the bubbles undergo a main growth and
collapse followed by rebounds. There is excellent agreement
between the minima in the bubble cloud size and the pres-
ence of acoustic emissions from the dual PCD.

In Fig. 11 the rebound timetR and rebound collapse
pressurepR are shown as a function of discharge voltage.
These values were obtained from the same data that was used
to generate Fig. 6. Rebound events are marked by a ‘‘s’’
and the solid line is the average rebound time. The charac-
teristic times tC associated with the bubbles that had re-
bounds are marked by ‘‘1’’ and the dashed line is the aver-

FIG. 9. Lateral scan~at F2 and 18 kV! of the cavitation field~a! APL-UW
lithotripter, ~b! HM3 lithotripter ~dashed lines are mean values for APL-UW
lithotripter!.

FIG. 10. Bubble rebound as captured by~a! dual PCD,~b! sequence of
high-speed camera images and,~c! area occupied by the bubble cloud. The
dual PCD traces show spikes representing inertial collapses at 880, 1060,
and 1140ms. These times correspond to a minimum in the size of the bubble
cloud.
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age value. Only two shots, one at 15 kV and one at 21 kV,
produced cavitation that was determined to have two re-
bounds; these events are marked by ‘‘3.’’

In general, the measured rebound times were shorter
then the characteristic timetR,tC and radiated pressure at
rebound was lesspR,pC . Calculations@see, for example,
Fig. 1~c!# are in agreement with these trends. The monotonic
increase intR and pR with discharge voltage was also in
agreement with calculations and is consistent with the fact
that at higher voltages the bubbles are driven harder. How-
ever, the agreement is qualitative; the measured timetR was
about five times longer thantR* and the measured radiated
pressurepR about ten times larger thanpR* . We note that for
the main collapse the measuredpC was smaller thanpC* .
The two second rebound events that were detected had a
shorter rebound time and smaller collapse pressure than ei-
ther the main burst or the rebound, also in qualitative agree-
ment with the model.

Because the main collapse was that of a bubble cloud or
cluster it is not surprising that the rebound no longer behaves
in accordance with a theory that assumes a single spherical
bubble for the entire dynamics. We can model the rebound
with the Rayleigh model for a spherical void collapsing in a
fluid ~see, e.g., Church, 1989!. We approximate the collapse

time of the void astR/2. The corresponding maximum
bubble radius using Rayleigh’s expression isRmax

5(tR/2)AP0 /r/0.915, whereP0 andr are the ambient pres-
sure and density of the liquid. For water,Rmax'5.5
•1023 tR , whereRmax is measured in millimeters andtR in
microseconds. The rebound time in Fig. 11 wastR

5175ms, from which we obtain a maximum bubble size
Rmax50.5 mm. This corresponds well to the size of the
bubble observed with high-speed photography. It appears
that after the main collapse the cavitation field acts as an
effective single bubble system; but because of agglomeration
of bubbles during the main growth and collapse phase the
single rebound bubble is larger than what would be predicted
using single-bubble theory for the entire cavitation life cycle.

III. DISCUSSION

The dual passive cavitation detection~dual PCD! system
has been developed for the localized detection of cavitation
events in the field of a shock wave lithotripter. Two confocal
receivers~PCD transducers! were used to detect acoustic
emissions from cavitation bubbles. Signal processing tech-
niques were used to resolve coincident signals that originated
from a volume approximately 5 mm in diameter. The spatial
localization is a significant improvement over a single trans-
ducer PCD which is sensitive to signals from a relatively
long volume. It was necessary to use both the arrival time
and the amplitude of received signals to localize an event to
the volume of interest.

A calibration technique was described that was appro-
priate for estimating the peak pressure of spherically spread-
ing shock waves emitted by collapsing cavitation bubbles.
The calibration technique relied on the fact that the pulse
duration of the acoustic wave from the cavitation event was
much shorter than the resonant period of the PCD transducer.
It was also necessary to estimate the pulse duration near the
bubble, which was done from previously reported measure-
ments of cavitation bubbles generated by a laser pulse. The
calibration is not valid for bubbles collapsing asymmetri-
cally; also for in vivo measurements the effects of tissue
attenuation would need to be taken into account.

The dual PCD system was used to measure the cavita-
tion fields of two electrohydraulic lithotripters: a Dornier
HM3 and the APL-UW research machine. Measurements
were compared to predictions of the Gilmore–Akulichev
model for a single spherical bubble~Church, 1989!. We cor-
roborated previous observations that the cavitation signature
can be characterized by two acoustic emissions, ‘‘bursts’’;
the first associated with the arrival of the lithotripter shock
wave and the second, hundreds of microseconds later, result-
ing from an inertial growth and collapse cycle. The cavita-
tion was quantified in terms of the characteristic timetC and
the radiated pressure at collapsepC . The two machines were
observed to have similar cavitation fields. The measured
characteristic times were in agreement with results from
single-bubble theory after a correction to the tensile portion
of the pressure waveform was applied~Bailey et al., 1999!.
The peak pressure radiated at the primary collapse of the
bubblepC was measured to be on order of 10 MPa at 10 mm

FIG. 11. Bubble duration and collapse pressure for the rebound signal and
the main collapse as a function of voltage in the APL-UW lithotripter.
Individual rebound events are marked with an ‘‘s’’ and the solid line is the
mean. Corresponding main collapse events are denoted with a ‘‘1’’ and
dashed line is the mean. Second rebounds were detected at 15 and 21 kV
and are marked by an ‘‘3.’’
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from the bubble center. The collapse pressure of the
APL-UW machine was between 30% to 100% higher than
that of the HM3, an effect which may be attributable to the
higher water temperature in the HM3. Shot-to-shot variation
in pC was much larger than the variation intC and may be
becausepC was more sensitive to either variations in the
water conditions or shock wave variability associated with
the electrohydraulic spark source. The calculatedpC* values
were three to four times larger than the measurements. We
suspect that this is because the model is idealized and that
effects such as thermal damping of the bubble, asymmetry in
bubble shape, and finite-amplitude distortion of the radiated
pressure wave have been neglected in the model. The mea-
sured values ofpC and tC increased monotonically with in-
creasing discharge voltage as observed by others~Coleman
et al., 1992! and in accordance with calculations.

The dual PCD was used to obtain a spatial map of the
cavitation field in both lithotripters. An axial scan of the
cavitation field showed that inertial cavitation was detected
in the range where the peak negative pressure exceeded25
MPa. The longest characteristic time and largest radiated
pressure occurred approximately 10 to 20 mm in front of the
focus which correlated with the location of the maximum
peak negative pressure in the lithotripter. These results are
consistent with reports that the inertial behavior of
lithotripsy-induced cavitation is controlled primarily by the
negative pressure of the lithotripsy pulse~Church, 1989;
Ding and Gracewski, 1994!.

In contrast, a transverse scan at the focus indicated that
althoughtC was nearly uniform out to 20 mm,pC dramati-
cally dropped for distances more than 5 mm off-axis. In ad-
dition, very few events occurred more than 5 mm off-axis;
which was also the size of the sensitive region of the dual
PCD. The peak negative pressure in the lithotripters exceeds
25 MPa to a distance of at least 12 mm and so one would
expect that cavitation field to be at least 25 mm in diameter.
High-speed photography indicated that the lithotripter pulse
created a cloud of bubbles that collapsed collectively along
the axis rather than individually to their own center. There-
fore the response of cavitation bubbles off-axis was not sim-
ply related to the negative pressure of the shock wave. It
appeared that cloud dynamics strongly affected the off-axis
bubble dynamics and high-speed video images indicated that
the bubbles were attracted to the axis.

The dual PCD system also provided the ability to detect
bubble rebounds that occurred after the main collapse. A
single PCD would not provide enough specificity to distin-
guish between a rebound and a second bubble collapsing
with a long tC . High-speed photography confirmed that the
coincident events detected by the dual PCD after the primary
collapse did indeed coincide with rebounds of the bubble
cloud. Comparison with calculations provided only qualita-
tive agreement. However, the rebound times and maximum
bubble radius of the rebound observed on the high-speed
photography were in agreement with Rayleigh collapse
theory.

In conclusion, we have demonstrated an effective new
technique for localized passive cavitation detection in the
case of shock wave lithotripsy. An algorithm was developed

to ensure that detected events originated from a volume
about 5 mm in diameter. A novel calibration technique al-
lowed the peak pressure radiated by the bubble to be esti-
mated. It was seen that the measured characteristic time of
the bubblestC was close to that predicted by single-bubble
theory, whereas the pressure radiated at collapsepC and sub-
sequent bubble dynamics were not. It appeared that once the
bubbles started to collapse, cloud dynamics affected the sys-
tem and single-bubble theory was no longer appropriate. It is
planned to use the dual PCD systemin vivo. Preliminary
results indicate that the coincidence algorithm can be used to
localize cavitationin vivo, as the variations in speed of sound
through tissue are small enough that arrival times across dif-
ferent paths should vary by less than 1.5ms ~a localization
error of less than 1 mm!. What has not yet been accounted
for is the effect of tissue absorption on the calibration tech-
nique.
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1Although the area under the waveform curve must be zero for a spherical
wave ~Landau and Lifshitz, 1987! it is likely that the pressure waveform
measured by Vogel and Lauterborn had a long weak negative tail which
can be neglected as has been done in Eq.~7!. For the purpose of the
calibration it is only the energy contained in a time scale much less than 1
ms that is important and so Eq.~7! is appropriate.

2For the case of a waveform with a negative tail the integral could be
modified to the area of the leading positive portion only. Weak shock
theory predicts that the area of the positive section alone will also remain
constant.
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Ultrasonic diffraction by a square periodic array of spheres
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Shear waves propagated as a result of the diffraction of a broadband normally incident plane
ultrasonic longitudinal pulse by a square periodic array of spherical elastic inclusions are measured
at specific angles from the normal. As expected, peaks in the spectra were observed at frequencies
given by the condition of constructive interference. ©2000 Acoustical Society of America.
@S0001-4966~00!05503-X#

PACS numbers: 43.20.Gp, 43.35.Cg@DEC#

INTRODUCTION

Diffraction of light by a periodic grating is a well-known
phenomenon in optics.1 When a grating is illuminated by a
monochromatic light source, coherent light propagates in the
far field only at specific angles from the normal. In this Let-
ter a parallel phenomena in the diffraction of elastic waves is
explored. Unlike light, mode conversion exists in solid me-
dia, such that a longitudinal~or shear! ultrasonic wave is
diffracted as both longitudinal and shear waves. Measured
transmission and reflection spectra of a periodic layer of
spheres exhibit extrema at cutoff frequencies corresponding
to the onset of shear wave diffraction orders.2,3 In the interest
of examining such diffraction phenomena, the measurement
of shear waves diffracted by a square periodic array of solid
spherical inclusions~scatterers! in a solid matrix in response
to a plane longitudinal ultrasonic pulse normal to the array is
reported.

I. EXPERIMENTAL METHODS

A cylindrical polyester ~viscoelastic! specimen ~50-
mm diam., 70-mm long! was manufactured containing a
layer of glass~elastic! spheres~1.12-mm diam.! at its mid-
plane. The spheres are arranged in a square lattice with an
interparticle spacing of 2.63-mm. A schematic of the speci-
men is shown in Fig. 1. Three inclined planar cuts were
machined in the specimen, their normal vectors lying within
the plane formed by the cylinder axis and one of the princi-
pal directions of the square lattice. For the measurement of
transmitted waves, two planes were machined on one side of
the specimen, their normals inclined from the axis by nomi-
nal ~actual measured! angles of 30°~30.0°) and 60°~58.5°!.

For reflection measurements, one plane was machined on the
opposite side, its normal inclined from the axis by a nominal
angle of 60°~62.5°!.

A schematic of the experimental apparatus used to per-
form the experiment is shown in Fig. 2. An ultrasonic longi-
tudinal wave transducer~2.25 MHz center frequency,
25.4-mm diam.! is coupled to the excitation surface with a
thin layer of high acoustic impedance couplant and con-
nected to a pulser/receiver as a transmitter. A shear wave
transducer~2.25 MHz center frequency, 12.7-mm diam.! is
affixed to one of the inclined planes with a thin layer of shear
couplant to serve as the receiver; the polarization vector of
the transducer lies in the plane formed by a principal direc-
tion of the lattice and the cylindrical axis. The transmitter is
used to send a short-duration broadband pulse and the re-
sponse of the shear transducer is recorded. A Fourier trans-
form of the received signal yields the spectrum of the shear
waves diffracted by the layer at this angle.

II. RESULTS AND DISCUSSION

Consider one line of particles in the principal direction
of the square array, as depicted in Fig. 3. As a consequence
of the translational symmetry of the lattice and the fact that
the excitation is a normally incident longitudinal wave, the

a!Author for correspondence. FIG. 1. Drawing of the cylindrical specimen.
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fields scattered by all particles are identical. Following the
well-established argument in optics, the kinematic condition
for constructive interference is4

d sin~f!5nl or V sin~f!5n, n50,11,12, . . . , ~1!

whered is the interparticle distance,f is the angle of incli-
nation from the normal,l is the wavelength of the shear
wave in the matrix, andV is a normalized frequency,V
[kTd/2p, wherekT is the shear wave number in the matrix
~see Fig. 3!. This constructive interference argument goes
through for every line of particles in the two-dimensional
array, and therefore for the array as a whole.

Figure 4 is a plot of the scattered shear wave spectra for
all three angles. Vertical lines at the top of the graph denote
frequencies that satisfy Eq.~1!. Note that each spectrum has
been normalized by its own maximum value to facilitate
comparison. As expected, all three spectra exhibit sharp
peaks near their predicted frequencies, indicating that higher-
order diffraction does exist for the array of scatterers under
consideration. Also note from the figure that the secondary
~n52! peaks of the 58.5° and 62.5° spectra are not as sharp
as the primary~n51! peaks.

As suggested by Eq.~1!, if the received signals are plot
ted againstV sin(f) instead ofV, the frequency at which
the first maximum occurs in all three curves should be at
V sin(f)51. Accordingly, Fig. 5 is a plot of the three shear
spectra againstV sin(f). As is evident, the primary peaks of
all curves are collocated at the expected value. This gives us
some additional confidence in our measurements. To ensure
reproducibility, a second specimen was manufactured, iden-
tical to the specimen of Fig. 1 in all respects except for the
absence of the inclined plane for backscattered measure-
ments. The spectra from the two forward scattered planes
exhibit peaks at frequencies corresponding ton51, further
corroborating the results of Figs. 4 and 5. To avoid clutter,
these results are not included in the figures.

FIG. 2. Schematic of the experimental setup.

FIG. 3. Kinematic conditions for constructive interference:d sin(f)5nl.

FIG. 4. Shear wave spectra at three angles: 30° transmission, 58.5° trans-
mission, and 62.5° reflection.

FIG. 5. Shear wave spectra adjusted by angle.
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III. CONCLUSIONS

The diffraction of a broadband normally incident ultra-
sonic longitudinal wave by a square periodic array of spheri-
cal elastic inclusions in a solid matrix at specific angles from
the normal has been measured. The frequencies at which
peaks are observed in the shear spectra satisfy the well-
known condition of constructive interference.

1M. Born and E. Wolf,Principles of Optics~Pergamon, New York, 1959!,
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Comments on ‘‘Ultrasonic flow metering based on transit time
differentials which are insensitive to flow profile’’
[J. Acoust. Soc. Am. 74, 955–959 (1983)]

M. Willatzena)

IN-EV, Danfoss A/S, DK-6430, Nordborg, Denmark

~Received 24 June 1999; revised 9 November 1999; accepted 15 November 1999!

In a 1983 paper by H. Lechner, published in this journal, it was claimed that sound propagation in
a flowing media confined by a cylindrical waveguide is characterized by mode phase speeds which,
for small flows, do not depend linearly on flow. In particular, Lechner concludes that the phase
speed of the fundamental mode changes with minus two times the average upstream flow as
compared to the phase speed at zero flow. Downstream, the phase speed of the same mode is left
unchanged with flow. In this comment, it is shown that changes in mode phase speeds with respect
to flow will change sign when the flow direction is reversed disproving Lechner’s claim. Numerical
calculations based on Sodhaet al.’s paper published inAcustica@41, 232–237~1979!#, being the
basis of Lechner’s work as well as this work, support the present analytical results for all modes.
© 2000 Acoustical Society of America.@S0001-4966~00!05002-5#

PACS numbers: 43.28.Py, 43.20.My@ANN#

INTRODUCTION

Previous works on ultrasound propagation in flow tubes
by H. Lechner1–3 address the influence of a fluid flow for the
phase velocities of the different wavemodes that are allowed
to propagate. A main conclusion of Refs. 1–3 is that the
fundamental mode does not experience a difference in phase
speed in the case of downstream fluid transport subject to
laminar flow conditions as compared to the case of a quiet
medium, i.e.,cp015c. On the contrary, the phase speed of

the same fundamental mode becomescp025c22w̄ in the
case of upstream fluid transport under laminar flow condi-
tions, wherec is the velocity of freely propagating sound in

the motionless fluid andw̄ is the mean flow velocity. Refer-
ences 1–3 conclude that the phase speed changes are inde-
pendent of the profile parametert only in the case of funda-
mental mode propagation and that the various modes
experience different phase speed changes for the same mean
flow conditions.

In this comment, it is shown that changes in mode phase
speeds with respect to flow will change sign when the flow
direction is reversed. In particular, for the fundamental mode

it is found that cp015c1w̄ and cp025c2w̄, in conflict
with Lechner’s result~Refs. 1–3!. Furthermore, as the phase
speed changes with respect to flow in Refs. 1–3 do not
change sign with reversing flow for any of the possible
wavemodes in the case of laminar or mixed flow (t,1), the
present results disagree with those of Lechner forall modes.
However, the conclusion that phase speed changes become
profile independent only for the fundamental mode still holds
true. Therefore, flow measurements based on changes in
phase speed between downstream and upstream sound
propagation situations inevitably lead to measurement errors
if the acoustic pulse generated by the transmitting transducer

contains several mode components. Numerical results as
well as perturbation theory calculations support the conclu-
sions made in the present work. The consequences for the
deviation of measurementE utilizing themth mode from one
utilizing the fundamental mode are also discussed. Although
the phase speed changes under flow given in Refs. 1–3 are
wrong, the deviation of measurementE turns out to be cor-
rect. The notation follows Ref. 1 so as to avoid confusion
when comparing results to those obtained by Lechner.

I. THEORY

In the case of slowly moving media, i.e.,w0,,c, it is
possible to determine analytically a solution to the scalar
wave equation under flow for sound propagation in cylindri-
cal waveguides:4

¹W 2F~r ,u,z!1
v2

c~r !2
F~r ,u,z!50, ~1!

where

c~r !5c6w0S 12~t21!
r 2

R2D . ~2!

As the general solution to Eq.~1! depends on the direction of
flow, the two cases,~a! sound wave propagation against the
flow and~b! sound wave propagation along the flow, shall be
treated separately in the following.

II. SOUND WAVE PROPAGATION AGAINST THE
FLOW

According to Ref. 4, the general solution to Eq.~1! for
azimuthally symmetric modes can be written as

F~r ,z!5A exp~2x/2!1F1~a,1,x! exp~ ibz!, ~3!

wherea!Electronic mail: mwillatzen@danfoss.dk
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andA is an arbitrary constant. The parametera takes on a set
of discrete values describing the different modes allowed for
propagation as determined by the boundary conditions at the
cylinder wall. Considering the cylinder wall as rigid, such
that the radial velocity vanishes atr 5R, the possiblea val-
ues are found by the condition

]F~r ,z!

]r U
r 5R

50, ~5!

equivalent to

B15B2 , B152a1F1~a11,2,DR2!,
~6!

B251F1~a,1,DR2!.

A few manipulations based on Eqs.~4! lead to the following
relation,

~bn
2!25k0

22D~224an
2!, ~7!

wherean
2 (bn

2) denotes thenth solution fora (b) to Eq.~6!
(n50,1,2, . . . , where the fundamental mode corresponds to
n50). It is well known that, in the limit of vanishing flow,
(bn

2)2 must approachv2/c22 j 1n
2 /R2, the latter expression

being (bn
2)2’s value at zero flow conditions andj 1n denotes

the nth zero point of the Bessel functionJ1. However, since
D is proportional toAw0 @refer to Eqs.~4!#, D approaches
zero with vanishing flow, andan

2 takes on the form

an
252

~ j 1n/2!2

DR2
1g21e2DR2 ~8!

to first order in the small quantityDR2 so as to obtain the
required result:

~bn
2!25k0

22D~224an
2!→ v2

c2
2

j 1n
2

R2
as w0→0. ~9!

The expression given in Eq.~8! for an
2 is appropriate when-

ever (DR2)2'(vR/c)2 w0 /c!1. The parametersg2 and
e2, introduced in the same equation, must be specified by the
boundary conditions given in Eq.~6!. In actual fact, Eq.~6!
yields two expressions by equating terms proportional to
(DR2)0 on the left- and right-hand sides, and similarly for
the terms proportional to (DR2)1. Collecting terms propor-
tional to (DR2)21 and equating simply asserts thatj 1n must
be the zero points of the Bessel functionJ1.

To zeroth order inDR2, the coefficientsB1 and B2

reduce to

B1~O@~DR2!0# !52g2J0~ j 1n!,
~10!

B2~O@~DR2!0# !5J0~ j 1n!,

and

g25 1
2, ~11!

so as to fulfillB15B2.
To first order inDR2, the coefficientsB1 andB2 reduce

to

B1~O@~DR2!1# !

5~2e212/3!J0~ j 1n!DR211/12dn0DR2,
~12!

B2~O@~DR2!1# !51/2J0~ j 1n!DR2,

wheredn0 is a Kronecker delta, and Eq.~6! yields the fol-
lowing simple result fore2:

e252 1
8, n50,

~13!
e252 1

12, nÞ0.

Having determined the parametersg2 ande2, we are in
a position to write down final expressions for the propagation
constantbn

2 and the phase speedcpn
2 :

bn
25Ak0

22D~224an
2!

5Av2

c2
2

j 1n
2

R2F11
v2/c2 ~114e2~12t!! w0 /c

v2/c2 2 j 1n
2 /R2 G ,

1

cpn
2

5
1

c
A12S c j1n

vR D 2F11
~114e2~12t!! w0 /c

12~c j1n /vR!2 G .

~14!

III. SOUND WAVE PROPAGATION ALONG THE FLOW

In Ref. 4, the solution to the case where sound propa-
gates along the flow becomes

F~r ,z!5A exp~2x/2! (
n50

`

anxn exp~ ibz!, ~15!

wherean satisfies the recurrence relations,

a051, a15a,
~16!

an5
n1a21

n2
an212

1

2n2
an22 , n>2,

and all the relations given in Eqs.~4! still apply except that
k0 now becomesv/(c1w0). Note that the sign of the term
(1/2n2)an22 in the expression foran , n>2, is negative as
opposed to the wrong~positive! sign of the same term in Eq.
~25! of Ref. 4. The negative sign is a point on which Lechner
~Ref. 2! and the present author agree.

The possible set of discretea values are determined by4

(
n51

` S 2n

DR2
21D an~DR2!n51. ~17!

As in the case of fluid flow against sound wave propa-
gation,a can be written as
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an
152

~ j 1n/2!2

DR2
1g11e1DR2, ~18!

whenever (vR/c)2 w0 /c!1. Inserting the previous Eq.~18!
for a in Eqs. ~16! and ~17! allows determination of the pa-
rametersg1 ande1. Since Eq.~17! differs from Eq.~6! by
the presence of the last term2 (1/2n2) an22 in Eq. ~16!
only, and using the fact that this term contributes to first
order ~and, of course, higher orders! in DR2, g1 must be
equal tog2, i.e.,

g15 1
2, ~19!

asg1 is determined by equating coefficients proportional to
(DR2)0 in Eq. ~17!.

An extra contribution toe1 appears, however, due to the
term 2 (1/2n2) an22 in Eq. ~16!, sincee1 is determined by
equating terms proportional to (DR2)1. In actual fact, it is
found that

B15B2 ,

B1~O@~DR2!1# !

5~2e111/3!J0~ j 1n!DR221/12dn0DR2,
~20!

B2~O@~DR2!1# !51/2J0~ j 1n!DR2,

such that

e15 1
8, n50,

~21!
e15 1

12, nÞ0.

As a result,e152e2 andbn
1 , cpn

1 become

bn
15Ak0

22D~224an
1!

5Av2

c2
2

j 1n
2

R2F12
v2/c2(124e1~12t!) ~w0/c!

v2/c22 j 1n
2 /R2 G ,

1

cpn
1

5
1

c
A12S c j1n

vR D 2F12
~124e1~12t!! w0 /c

12~c j1n /vR!2 G ,

~22!

reflecting the fact that phase speed changes with flow change
sign for all modes when the flow direction is reversed.

IV. FLOW MEASUREMENT BASED ON PHASE SPEED
CHANGES WITH FLOW

In flow meter applications, the quantity of interest is the
mean floww̄. If w̄ is measured in terms of phase changes
with flow, it is necessary to obtain flow-profile-independent
phase changes. In other words, the various mode phase
speeds should be a function of the mean velocity only. We
shall discuss this point next. First, notice that Eqs.~14! and
~22! can be rewritten in terms ofw̄ by use of the identity:

w̄5w0~12 1
2 ~12t!!. ~23!

The phase speeds written as a function of the mean flow
velocity now become

cpn
6 5c6w̄, n50,

~24!

cpn
6 5cpnS 16

2

3

@21t#w̄/c

@11t#c2/cpn
2 D , nÞ0,

wherecpn is the phase speed of thenth mode at zero flow.
As expected, the fundamental mode changes its phase speed
as the mean flow changes only, i.e., the phase speed of the
fundamental mode is independent of the flow profile. This
conclusion is also reached by Lechner in Refs. 1–3 although
he obtains different expressions incp0

6 with mean flow as
compared to the present work. Numerical results based on
the general expressions derived by Sodhaet al.,4 i.e., direct
solution of Eqs.~6! and ~17!, agree with the analytical ex-
pressions found in the present work and therefore disagree
with the results given in Refs. 1–3. Notice that the expres-
sions given by Eqs.~6! and~17! serve as the starting point in
Lechner’s work as well. Perturbation theory allows a broader
class of flow profiles to be analyzed in the small flow regime
compared to the analysis carried out by Sodhaet al. and
Lechner. Again, perturbation theory5 agrees with numerical
results and the present results in the specific case where flow
profiles are described by the relationw(r )5w0(12(t
21) r 2/R2).

A pair of nth order modes transmitted simultaneously
downstream and upstream are received with the phase differ-
enceDf5vba(1/cpn

2 21/cpn
1 ),

Df5
2vbaw̄

c2
, n50,

~25!

Df5
2vbaw̄

cpnc

2

3

21t

@11t#~c2/cpn
2 !

, nÞ0,

or the transit time differenceDt5Df/v,

Dt52baw̄/c2, n50,
~26!

Dt5
2baw̄

c2

cpn

c

2

3

21t

11t
, nÞ0.

As the phase speed changes depend on the mode num-
ber, errors inevitably arise if the transmitter excites higher-
order modes besides the fundamental mode. Defining the
measurement error~or the deviation of measurement! E as
the relative phase speed difference between a higher-order
mode and the fundamental mode provides a measure of the
flow meter error due to excitation of higher-order wave
modes as a function of different flow profiles:

E5
Dt22baw̄/c2

2baw̄/c2
~27!

yields

E50, n50,
~28!

E5
cpn

c

2

3

21t

11t
21, nÞ0.

This result forE agrees with the expression given in Eq.~5!
of Ref. 1. This is so although the phase speeds given by
Lechner are wrong. In Fig. 1, calculated measurement errors
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E for various wave modes and degrees of turbulence are
shown corresponding to the parameter values:v52p•106

rad/s,R50.006 m, andc51500 m/s being typical values for
0.6 m3/h energy flow meters used in hot-water supply sys-
tems. It is evident that the measurement error increases
strongly with increasing mode number as compared to a
phase measurement with just the fundamental mode excited
in the acoustic pulse. It is not a surprise that the measure-
ment error increases as the turbulence degree approaches
zero, due to the stronger flow profile variations over the cyl-
inder cross-sectional area with decreasingt values. The fig-
ure also reveals that the error in the laminar regime is some
36% using the second mode instead of just using the funda-

mental mode. It is therefore essential that the effects of
higher-order modes on the received signal are eliminated to
obtain better flow meter accuracy.

V. CONCLUSIONS

It has been shown that previous works by H. Lechner1–3

on sound propagation in a flowing media confined by a cy-
lindrical waveguide give incorrect expressions for the mode
phase speeds. In particular, Lechner concludes that the phase
speed of the fundamental mode changes with 2 times the
average upstream flow as compared to the phase speed at
zero flow. Downstream, the phase speed of the same mode is
left unchanged with flow. In this comment, it has been
shown that changes in mode phase speeds with respect to
flow will change sign when the flow direction is reversed.
Numerical calculations based on Sodhaet al.’s paper,4 being
the basis for this work as well as Lechner’s work, support the
present analytical results.
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‘‘ 3’’ is for t51, ‘‘diamond’’ is for t50.5, and ‘‘asterisk’’ is fort50. The
parameter values used in the calculation arev52p•106 rad/s,R50.006 m,
andc51500 m/s.
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Range estimation and depth discrimination of multiple
sources in noisy shallow waters without knowing sound
speed profiles

I-Tai Lua) and Hsuan-Ling Wu
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A bottom-mounted horizontal array is proposed for range estimation and depth discrimination of
multiple sources where the SSP information of the environment is not required. The two key
elements are, first, to use the horizontal array for deriving modal wave numbers and composite
modal amplitudes excited by multiple sources in multiple frequencies and, second, to utilize the
frequency samples for obtaining unknown source ranges and discriminating source depths.
© 2000 Acoustical Society of America.@S0001-4966~00!05102-X#

PACS numbers: 43.30.Dr. 43.30.Wi@SAC-B#

INTRODUCTION

Source localization technologies are of vital importance
for many civil and military applications. There have been
many efforts to develop inverse source algorithms such as
matched-field~e.g., see Refs. 1 and 2!, matched-traveltime
~e.g., see Refs. 3 and 4!, matched-ray or matched-beam~e.g.,
see Refs. 5–7!, and matched-mode~e.g., see Refs. 8–10!
approaches. However, none of the existing methods can
work under simultaneous excitations of several sources. Fur-
thermore, all of these algorithms operate properly only when
accurate descriptions of the environments are available.
Since the environment is time varying and full of noises
created by surface ships and other sources, it is impractical to
implement any real time monitoring system using these
methods.

In this paper, we present a feasibility study of a novel
inverse source approach which may lead to the realization of
a real time monitoring system consisting of bottom-mounted
horizontal arrays. The new algorithm is developed for range
estimation and depth discrimination of multiple sources
where the sound speed profile~SSP! information of the en-
vironment is not required. Numerical simulation shows very
promising results. The approach can also be extended to es-
timate source spectra, which will be discussed in future pre-
sentations. Since the information of SSP is not required, the
proposed monitoring system based on the new approach is
anticipated to function properly disregarding the variation of
SSP due to time change~day or night! and seasonal alterna-
tion ~summer or winter! without performing frequent SSP
measurements.

I. FORMULATION

The key ideas of our new approach can be illustrated by
a 2-D example using a horizontal array. Consider multi-
source excitations in a multi-mode shallow water environ-
ment. Let the acoustic pressurePh received by thehth hy-
drophone at ranger h be represented in terms of mode sums:

Ph5(
m

Am exp ~2 ikmr h!1N ~1!

with

Am5(
s

amsexp ~ ikmr s!, ~2!

where r s is the range of thesth source,N is an additive
noise,km is the horizontal wave number of themth mode,
andams is themth mode amplitude due to thesth excitation.
Here,Am is the composite amplitude of themth mode from
all sources. Note that the information about the frequency
spectrum and the depth of thesth source (zs) is contained in
the mode amplitudesams for everym, and the information of
the source rangesr s is contained in the phase.

II. NOVEL INVERSION APPROACH

For the proposed application,zs , r s , km , ams, andAm

are unknowns. In our novel approach, the first step is to
estimateAm andkm from the measured dataPh for everym
at some desired frequencies@using Eq.~1!#. The second step
is to obtain the unknown source ranger s and modal ampli-
tudesams for everys andm @using Eq.~2!#. Both steps are
related to spectral estimation where a large enough array
aperture and an sufficient number of sampling frequencies
are required in the first and the second steps, respectively.
The source spectrum of the sources can be estimated because
the mth mode amplitudesams of the sth source are obtained
for various frequencies. Depth discrimination can be
achieved by examining the fundamental mode amplitudea1s

excited by every sources, especially when the environment
has a downward-refracting SSP. Strong fundamental mode is
usually excited by submerged sources. If the SSP or the
modal eigenfunctions are approximately known, more accu-
rate source depths can be derived fromams by a matched-
mode procedure.

In a practical implementation, many tough propagation
and signal processing issues need to be addressed. Primary
concerns are as follows

~a! The receiver array is of finite length.a!Electronic mail: itailu@rama.poly.edu
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~b! The modal wave numbers$km% are usually complex
due to internal wave scattering, rough surface scatter-
ing, SH coupling, bottom absorption, etc.

~c! Noises include both white and colored constituents.
~d! Receivers may be on different depths and, therefore,

themth composite modal amplitudeAm in Eqs.~1! and
~2! becomesr h dependent.

~e! The mth modal amplitudeams excited by thesth
source in Eq.~2! is frequency~or km) dependent.

~f! The fact that the estimated values of$km% obtained
from the first inversion step are not equally spaced
makes the second spectral estimation step very diffi-
cult.

~g! The environment may be range dependent.
~h! The number of surface sources is large.
~i! Some of the sources are moving.

Regarding problems~a!–~c!, we have recently devel-
oped the SVD-matrix pencil method11 which can suppress
white noise well, estimate complex spectra accurately, and
offer high resolution. This approach will not be redundantly
described here. Problems~d! and ~e! have the same math-
ematical implication and cause the same difficulty in inver-
sion procedure. They can be tackled by the newly developed
complex-spectrum model11 ~see Sec. III!. Problem~f! can be
overcome by compensation and interpolation techniques~see
Sec. IV!. Problem~g! is more complicated. Fortunately, the
error due to weak range dependance can be quantified nu-
merically. Regarding problem~h!, a beam-type source may
be employed to model many distributed sources.7 Regarding
problem ~i!, Doppler shifts due to moving effects can be
taken into consideration.9 Problems~g!–~i! will not be dis-
cussed in this paper.

III. COMPLEX-SPECTRUM MODEL

Problem~e! implies thatams is a function of wave num-
ber km . Thus, the conventional spectrum estimation ap-
proaches cannot be employed directly and the inversion be-
comes very difficult. Fortunately, if the frequency bandwidth
is narrow,ams can be approximated by a linear function of
km :

ams'ams~km0!1
]ams~km0!

]km0
~km2km0!,

ams'ams~km0!eams~km2km0!, ~3!

ams[
]ams~km0!

]km0
Y ams~km0!,

where the linear approximation of exp (x)'11x, if uxu!1, is
also employed. From Eq.~3!, Eq. ~2! can be expressed as

Am'(
s

bmsexp @ ikmgs#,

gs[r s2 iams, ~4!

bms[ams~km0! exp @2amskm0#,

wherebms is a constant complex amplitude andgs is a com-
plex spectrum. Now, the frequency-dependent problem is re-

solved by converting the frequency-dependent spectral am-
plitude ams into a constantbms and by converting the real
spectrumr s into complex spectrumgs . In this way, the com-
plex spectrum estimation techniques can then be employed.

Problem ~d! implies thatAm is a function of receiver
location r h . It has the same mathematical implication as
problem~e! and can be solved by the same approach. If the
location-dependent variation is slow,Am can be approxi-
mated as a linear function ofr h . Then, the linear variation
can be modeled as a loss factor in the complex wave number
term km and the remaining amplitude becomes a constant.11

IV. COMPENSATION, INTERPOLATION, AND
SMOOTHING

In the second step of the proposed inversion approach,
Am and km are employed to estimate modal amplitudeams

and ranger s in Eq. ~2!, or equivalentlybms andgs in Eq. ~4!
for the sth source. The difficulty here is that the estimated
wave numbers$km% are not equally spaced. Therefore, inter-
polation is required to estimate$Am% with respect to equally
spaced$km% if eigenstructure spectra estimation methods are
to be employed. However,Am is usually a fast-varying func-
tion of km and may not be approximated as a linear function
between adjacent samples of$km%. Thus, before performing
interpolation, a range compensation factorr c has to be found
to remove the fast-varying factor in~2!:

Am8 5(
s

amsexp „ikm~r s2r x!…. ~5!

Let NR and NI be the number of zero crossing or sign chang-
ing of the real part and the imaginary part ofAm8 , respec-
tively, over the entire estimated$km%. The best compensation
factor r c,bestcorresponds to minimum NR or NI over all pos-
sible range compensation factorr c . In principle, if Am8 in Eq.
~5! becomes a slowly varying function ofkm , a conventional
linear interpolation procedure can then be employed to esti-
mate$Am8 % for equally spaced$km%.

In practice, this method breaks down if estimated values
of $km% are not accurate enough, or if the frequency resolu-
tion is too low. Thus, in our approach, the observation time
has to be long enough~which ensures that the frequency
resolution will be good enough!. In addition, a data smooth-
ing technique can be employed to prevent small jittering of
the estimatedkm8 values.

V. NUMERICAL RESULTS

For convenience, a simplified channel model and source
spectra are employed. Consider a shallow water channel with
a rigid bottom, a pressure-released surface, and a constant
sound speed of 1500 m/s. A bottom-mounted horizontal ar-
ray with 201 receiving elements is employed to determine
the ranges and discriminate the depths of remote sources.
The distance between two adjacent receivers is 18.75 m.
Consider two sources with~x,z! coordinates~20 000 m, 2 m!
and~20 200 m, 50 m!, respectively. Note that the surface and
the bottom of the water channel are denoted byz50 m and
z5100 m, respectively, and the center of the receiving array
is located at~0 m, 100 m!. Both sources emit equal and
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constant power in the frequency interval between 10 and 20
Hz. The acoustic field is observed in a sufficient long time
interval ~say, 2 min! to obtain a frequency resolution of
about 0.1 Hz. The received field at each sampled frequency
by thehth hydrophone is given in~1! where the noiseN is
generated by a random number generator. Two signal-to-
noise ratios SNR530 and 15 dB are considered.

In the first step of the new inversion approach, the re-
ceived fieldPh is used to estimate composite modal ampli-
tude Am and the horizontal modal wave numberkm of the
fundamental modem50 @see Eq.~2!# for every frequency.
The estimated results are obtained by using the SVD-eigen
matrix pencil method outlined in Ref. 11. The magnitude and
phase ofA0 are shown in Fig. 1. It can be seen that our
approach is very robust and the noiseN does not affect these
estimates much. Note that this inversion process neither re-
quires nor depends on the channel model or the source pa-
rameters. The knowledge about the total number of modesM
for each frequency is also not required. In the second step,
we need to useA0 and k0 to estimate modal amplitudea0s

and ranger s for the sth source.
As discussed in Sec. IV, the difficulty here is that the

estimated wave numbers$k0% are not equally spaced. There-
fore, interpolation is required to estimate$A0% with respect
to equally spaced$k0%. Before performing interpolation, a
range compensation factorr c,best has to be found to remove
the fast-varying factor in Eq.~2!. Figure 2 shows NR as
functions ofr c with a coarse step (Dr c550 m). The curves
of NI is very similar to NR and are omitted. The locations of
local minimums are possible solutions of the range compen-
sation factorr c,best. More accurate estimates ofr c,bestcan be

obtained by using a finer step in computing NR and NI.
Under low noise conditions, the global minimum in the top
figure in Fig. 2 indicates the location of ther c,best ~e.g.,
r c,best'20 000 m for SNR530 dB). However, there may ex-
ist range ambiguity under noisy situations because of the
existence of multiple local minimums~e.g., SNR515 dB)
and, therefore, one has to take all possible range compensa-
tion factors into considerations.

Three compensation factors (r c520 144, 5664, and
34 708 m! are considered in this simulation. After interpola-
tion, the SVD-eigen matrix pencil method is employed again
in the second step for ten frequency ranges: 10 to 11 Hz, 11
to 12 Hz,..., and 19 to 20 Hz. A set of source ranges
$r s , s51,2% and modal amplitudes$ubmsu, m50, s51,2% is
derived for each frequency range. Note that the modal am-
plitudesubmsu can be used to discriminate the source depths
and estimate the source spectra. The mean and standard de-
viation of the estimated source ranges$r s% over the ten fre-
quency ranges are shown in Table I.

Without smoothing, the estimated standard deviations of
r 1 and r 2 are of similar order for all compensation factors.
Therefore, range ambiguity occurs. Fortunately, the ambigu-
ity can be resolved by a smoothing approach. Figure 3 shows
the magnitudes and the phases of the compensatedA08 with
the correctr c520 194 m. In the middle and bottom parts of
Fig. 3, the phase fluctuation is primarily induced by small
estimation errors of$k0% for SNR530 and 15 dB, respec-
tively. These fluctuations can be removed by applying a

FIG. 2. The zero crossing numbers NR. The SNRs are 30 and 15 dB for the
top and bottom plots, respectively.

FIG. 1. The magnitude and phase of the composite modal amplitude of the
fundamental mode. The SNRs are 30 and 15 dB for the top and bottom
plots, respectively.

TABLE I. Estimation of source locations and mode amplitudes.

SNR ~dB! Mean (r 1) Var (r 1) Mean (r 2) Var (r 2) Mean (b01) Mean (b02)

xc520 144 30 18 829 2325 21 067 1940 0.0271 0.0684
30~* ! 20 033 107 20 199 4 0.0090 0.0856
15 15 400 2824 20 945 2248 0.0125 0.0835
15~* ! 19 828 376 20 258 134 0.0267 0.0681

xc55664 30 5096 1417 5798 281 0.0170 0.0397
15 2703 3145 7541 2826 0.0339 0.0266

xc534 708 30 32 269 2995 35 454 1485 0.0377 0.0176
15 33 559 2131 38 100 2658 0.0403 0.0203
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smoothing procedure with small perturbations of$k0%. The
smoothed results are shown in the top of Fig. 3. The results
denoted by~* ! in Table I are obtained by smoothing both
magnitudes and phases in Fig. 3. It is remarkable to note that
accurate range estimations with small standard deviations are
yielded even with SNR515 dB. Thus, the range ambiguity is
resolved and accurate range estimation is obtained.

The averages of the corresponding modal amplitudes
$ub0su% are also listed in Table I. For low noise the estimated
standard deviations ofr 1 and r 2 are small for the correct
compensation factor (r c520 144 m). One can also see that
the second source is more likely than the first source to be an
underwater vehicle because of its strong excitation strength
of the fundamental mode (ub02u/ub01u5856/90).

In practical situations, the smoothing approach may not
be employed because the environment is too noisy. The dif-
ficulty can be overcome by using a longer receiver array to
provide a better estimate of$k0% or by observing the data

with a longer period of time to obtain a higher frequency
resolution. The ambiguity problem can also be avoided to-
tally by using an inversion technique which does not require
equally spaced$k0% in the second step of the proposed in-
version procedure. Unfortunately, to the best of our knowl-
edge, no inversion technique can work conveniently with
non-equally spaced samples.

VI. CONCLUSIONS

A novel real-time system concept for range estimation
and depth detection in shallow waters using bottom-mounted
horizontal sonar arrays without knowing the SSP is pre-
sented. Novel signal processing algorithms for depth dis-
crimination and range estimation of multiple acoustic
sources are developed and examined. The preliminary results
show that the proposed approach is very promising. Many
practical issues need to be addressed before the proposed
real-time monitor system can be realized. If it is proven suc-
cessful, it will be a fundamental breakthrough in the inverse
source applications.
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Power law absorption in polymers and other systems
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The theoretical treatment of acoustic absorption which goes as a power of the frequency is quite
subtle. In this paper, it is shown that some of the difficulties can be resolved by using a wide
distribution of relaxation times which is cut off at a short time limitt1.0, and a finite long time
limit t2,`, without altering the general form of the acoustic response. This formalism is used to
show that quadratic, linear, and fractional losses can be consistent with the Kramers–Kronig~KK !
causal relations. The linear loss in polymers is associated with a weak velocity dispersion, so the
group velocity and the phase velocity are quite close. The implications for space charge
measurements in insulating polymers are discussed. Using the Helmholtz–Kirchhoff tube
absorption as an example, it is also shown that the local approximation for the KK relations is
unsatisfactory. ©2000 Acoustical Society of America.@S0001-4966~00!00403-3#

PACS numbers: 43.35.Cg, 43.35.Mr, 43.20.Hg@HEB#

INTRODUCTION

Pulsed electroacoustic methods have become the pre-
eminent tool for the study of space charge in dielectrics. We
are therefore concerned with the acoustic propagation char-
acteristics of insulators at frequencies up to 1 GHz. Our par-
ticular interest lies in the insulating polymers, for which the
acoustic attenuationa is very nearly a power law of the
angular frequencyv

a5a0vy, ~1!

wherea0 is a constant, and the exponenty is close to one.
The theory of this power law regime was studied extensively
by Szabo,1 using Fourier transforms of generalized functions.
Two intriguing questions remain, both of technical impor-
tance. The first is how a quadratic absorption,y52, can be
associated with a dispersionless velocity, of interest for delay
lines. The second question applies to the linear case,y51,
for which the imaginary part of the propagation constantb
5 v/v has a logarithmic behavior. Here,v is the phase
velocity. Szabo arbitrarily normalized the frequencyv to 1
rad/s in order to obtain a dimensionless argument to the loga-
rithm, but some clarification is called for in order to under-
stand our polymer materials better. Two related problems are
in what way power law responses might hold over the full
frequency range 0,v,`, and whether the Kramers–
Kronig relations can be used fory.1.2 In this paper, we first
assemble for convenience the well known equations for the
dispersion relations, and we then analyze the particular situ-
ations just mentioned.

I. THEORY

A. Velocity formulae

The equations describing the velocity and attenuation of
a linear acoustic wave are well known:3

1

v2
2S a

v D 2

5m8/c2, ~2!

2a5vvm9/c2, ~3!

wherec is a constant reference velocity andm8, m9 are the
real and imaginary parts of a dimensionless modulus of elas-
ticity. While the choice ofc is arbitrary, and the quantities
m8, m9 must be scaled appropriately,4 we will choosec to
be the high frequency limit, and then the components of the
moduli are directly related to susceptibilitiesx8, x9 which
are entirely analogous to the dielectric case:

m8511x8, ~4!

m95x9. ~5!

We note that Szabo used a different convention forc. The
phase velocity can now be obtained from the root of a qua-
dratic equation:

v2

c2
5

212x81~112x81x821x92!(1/2)

x92/2
. ~6!

When the susceptibilities are small, this equation can be ex-
panded binomially. The expansion must be taken to third
order since the constant and first order terms cancel exactly.
The result is

v'c~12x8/2!. ~7!

B. Kramers–Kronig relations

For a complex function which has no poles or essential
singularities in the upper half plane, the Cauchy integral for-
mula leads to the Kramers–Kronig~KK ! relations, as long as
the function vanishes rapidly enough asz→`. In the case of
an acoustic propagation constantg5a1 ib, care has to be
taken since the last condition may not be satisfied. Starting
from the complex ~Hilbert transform! variant, Jonscher5

identified the pair of functions:

x85Avy21, ~8!a!Electronic mail: wintle@ieee.org
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x95Avy21 cot~yp/2!, 0,y,1, ~9!

which describe a~slightly modified! power law loss with
exponenty and amplitude proportional to A. This solution
has its problems, since both parts of the susceptibility be-
come infinite asv→0. The real form of the KK relations is

x85
2

pE0

`

–
sx9~s!

s22v2
ds, ~10!

x952
2v

p E
0

`

–
x8~s!

s22v2
ds. ~11!

These are awkward to handle. Direct substitution shows that
Jonscher’s formulas would in principle fit for any value of
the exponenty, but there is no guarantee that the integrals
converge, while unphysical divergences still persist at one or
both of the limitsv→0 andv→`.

The safe way to handle the situation is to use a distribu-
tion g(t) of Debye relaxations with time constantt. Then it
follows that

x85AE
t1

t2 g~t!

11v2t2
dt, ~12!

x95AE
t1

t2 vtg~t!

11v2t2
dt, ~13!

E
t1

t2
g~t!dt51. ~14!

The KK relations are now automatically satisfied, and the
divergences are controlled by limiting the range of the dis-
tribution to t1,t,t2. Other linear responses such as reso-
nances would also satisfy the KK relations, but we have not
used them. We have also ignored the technical difficulty that
the simple Debye response lacks a small inertial component.6

II. SPECIAL CASES

We now turn to the questions that were raised earlier.
The Debye equations are unpleasant to handle in general, but
the particular cases of interest can be evaluated analytically.
The integrations are easily done by a computer algebra pro-
gram. We do not claim any originality in this development.

A. Almost quadratic attenuation

If we take the probability density to be

g~t!5t1t2 /@~t22t1!t2#, ~15!

then we find

x8/A512vt1t2

3@arctan~vt2!2arctan~vt1!#/~t22t1!, ~16!

x9/A5
vt1t2

2~t22t1!
lnF t2

2

t1
2 S 11v2t1

2

11v2t2
2D G . ~17!

One can readily check that these satisfy the expected limiting
forms x8/A→1 asv→0, x8}1/v2 as v→`, x9}v as v
→0, andx9}1/v asv→`. We consider the case of a wide

spread of relaxation times,t2 /t1@1, and an intermediate
frequency such thatvt1!1!vt2. In this frequency range,
these equations reduce to the approximate relations

x8/A'12
pvt1t2

2~t22t1!
, ~18!

x9/A'vt1 ln~1/vt1!. ~19!

The frequency dependent term in the real part of the suscep-
tibility is very small compared with the constant part. On
substituting into the acoustic equations, and assuming for
simplicity the low susceptibility condition, we find

v'c~12A/2!, ~20!

a'2v2~12A!At1 ln~vt1!/~2c!. ~21!

Apart from the slowly varying logarithmic term, this repre-
sents a quadratic attenuation with an essentially constant
phase velocity as originally claimed. The velocity dispersion
is not absent, but it largely occurs in the high frequency
region vt1.1. This shows it is possible to satisfy the KK
relations withy'2 over a wide range of frequency, and the
doubts raised by Weaver and Pao2 are not substantiated.

B. Almost linear attenuation

If we now take g(t)}1/t,7 and proceed in a similar
fashion, we obtain

x8/A512
1

2
lnS 11v2t2

2

11v2t1
2D Y ln~t2 /t1!, ~22!

x9/A5@arctan~vt2!2arctan~vt1!# / ln~t2 /t1!. ~23!

Again, the low and high frequency limits give the expected
Debye type of behavior. In the intermediate zonevt1!1
!vt2 we get

x8/A'12 ln~vt2!/ ln~t2 /t1!, ~24!

x9/A'p/@2ln~t2 /t1!#. ~25!

In the limit of small relaxation strength, it follows from the
form of x8 that the phase velocity is almost constant, with a
small logarithmic correction, while the attenuation is linear
in the frequency:

v'cS 12
A

2
2

A

2

ln~vt2!

ln~t2 /t1! D , ~26!

a'
Apv

4c ln~t2 /t1!
. ~27!

In this regime, the angular frequency is scaled to a frequency
1/t2, and not to some arbitrary value as originally proposed.1

The group velocityvg can be readily found:

vg'v1v/@2 ln~t2 /t1!1 ln~vt1!21#. ~28!

For a polymer such as polyethylene, the attenuation essen-
tially follows the linear loss form up to at least 1 GHz,8,9 so
t1!1/v; 100 ps, and it presumably lies close to the recip-
rocal of a phonon frequency, 1 to 0.1 ps. At the other ex-
treme, the power law extends down to 1 kHz,10 sot2@1 ms.
Hence the denominator of the correction term is about 45,
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and the adjustment to the velocity is about 2 percent. This is
negligible, given the present state of acoustic space charge
measurements. The actual fit is not good for some polymers4,
so some problems remain.

C. Fractional power law

The two previous cases show that by limiting the range
of relaxation times, we can ensure both the convergence of
the integrals and acceptable limiting behavior of the physical
parameters. Given a span of several decades betweent1 and
t2, the material response in the intermediate range of fre-
quency is essentially the same as for the~0, `) range int.
Thus, we can confidently treat other cases using the latter
limits for their analytical convenience, always recalling that
the finite, nonzero limits must be restored when needed. In
this spirit, the fractional absorption regime, 0,y,1, is eas-
ily derived, either from the distribution function method, or
by using the Jonscher analysis5 or Szabo’s approach.1 All
three lead to the same results:

g~t!}1/ty, ~29!

a5Avvy cot~yp/2!/~2c2!, ~30!

v'c~12Avy21/2!'c@12ac tan~yp/2!/v#, ~31!

where we have again used the small relaxation strength ap-
proximation forv. The susceptibilitiesx8 andx9 are given
by Eqs.~8! and ~9!.

The case of most interest isy51/2, which corresponds to
the propagation of sound in gases in wide tubes. This is the
famous Helmholtz–Kirchhoff ~HK! absorption ~see
Rayleigh11 for an accessible account, and Weston12 for a
detailed study!. It is well known that there is quite good
agreement between theory and experiment, even in the pres-
ence of competing loss mechanisms,13 and the corrections
are important in precision acoustic measurements.14 We
again have a reasonably wide span of relaxation times, since
the data extend from a few tens of Hz up to 10 kHz. The
kinematic viscosity and thermal diffusivity which underlie
the HK loss process do not stem from any specific set of
relaxing molecular states, so there is no overt distribution of
relaxation times. The use ofg(t) simply allows us to mimic
a linear loss process,15 and there is no reason for this ficti-
tious density to be normalizable. Even so, there is presum-
ably a high frequency cutoff for whicht1 is comparable to
the mean free time between collisions in the gas.

This solution gives us the opportunity to test how good
is the local approximation1 a loc to the attenuation constant:

a loc.
p

2

v2

v2

]v
]v

. ~32!

By substitutingx8 and x9 from Eqs. ~8! and ~9! and the
moduli from Eqs.~4! and ~5! into the velocity equations,
eliminatinga, and calculating (]v/]v) analytically, we find
the theoretical value

a loc5
a~p/2!~12y!tan~yp/2!~v2/c2!

11a2v2/v2
, ~33!

'a~p/2!~12y!tan~yp/2!. ~34!

This is plainly wrong by a factorp/4 for y 5 1/2. It yields
the correct result only asy→1. The inverse local transform
to find v from a is merely an integration of Eq.~32!, with a
starting point that can be located at will in the midst of the
range of interest,1 so it does not provide a critical test of the
local approximation. However, detailed analysis of some
high resolution polymer data4 showed that this approxima-
tion is inadequate even close toy51.

III. DISCUSSION

We have established a number of results connected with
acoustic attenuations which follow a power law. The chief
conclusion is that the general results obtained by Szabo1 can
be substantiated over a wide frequency range, while at the
same time satisfying the KK conditions and avoiding un-
physical infinities, by using a representation in terms of an
appropriate distribution of relaxation times g(t) together
with a nonzero lower limitt1 and a finite upper limitt2. A
quadratic absorption goes with an almost dispersionless
phase velocity over the region of interest as previously pre-
dicted, and the doubt raised by Weaver and Pao2 over cau-
sality has been shown to be groundless. We are not aware of
a physical model that accounts for this behavior. The frac-
tional case (0,y,1) has a rather simple structure which
has allowed us to show that the relaxation process may be
formally represented in terms of a distribution g(t), which
now need not be normalizable. The physical model is well
known for a 5 1/2 ~HK absorption!.11,12

In addition, we have shown directly from the theory that
the nearly local approximation may not be very good. This
reinforces an earlier experimental finding4 that the small ab-
sorption test (av/c)2!1 is inadequate as a criterion for us-
ing the local~or smallness! approximation. We have not dis-
cussed the situation when the absorption is large for any of
the examples studied. Here, the binomial expansion for find-
ing the phase velocity would no longer be valid, but Eq.~6!
can always be used.

The losses in polymers approximately follow the linear
case y51, and we have confirmed theoretically that the
phase velocity is a weak function of frequency. The group
velocity does not differ much from the phase velocity, so
acoustic methods for space charge detection are not compro-
mised. The physical mechanism leading to this type of loss is
not understood. It is unlikely that several polymers having
widely different chemical structure would have the same
type of distribution of relaxing states, with time constants
spread over more than nine decades. Alternatives such as
soliton formation16 are material specific, and also would
need an activation energy of 0.6 eV, which seems unaccept-
ably high. We speculate that this type of response may be
due to a continuum property, but further investigation is
needed. Since the response of the material in the creep re-
gime is not straightforward,17 it is likely that the viscoelastic
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behavior is also not simple. From the distributiong(t)
}1/t given earlier, we can derive the decay functionF fol-
lowing the removal of a constant stress:

F5@E1~ t/t2!2E1~ t/t1!# / ln~t2 /t1!, ~35!

whereE1 is an exponential integral. The functionF drops
sharply at first, and then more slowly, and is reminiscent of
the stretched exponential~KWW function!. However, the
distribution g(t) is not very close to the calculated KWW
distribution,18 so the analogy cannot be taken too far.
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The radial motion of a sonoluminescence bubble driven
with multiple harmonics
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Harmonic excitation has been reported to enhance the light emission of a single sonoluminescing
bubble by as much as 300%@J. Holzfuss, M. Ru¨ggeberg, and R. Mettin, Phys. Rev. Lett.81,
1961–1964~1998!#. In this paper it is shown that the effect of harmonic excitation on the radial
motion of the bubble is consistent with bubble dynamics predictions. Also, it has been suggested
that the energetic collapse of a sonoluminescence bubble can be enhanced with the addition of an
acoustic ‘‘spike’’ drive@W. C. Mosset al., Phys. Lett. A211, 69–74~1996!#. Preliminary attempts
to spike the bubble with an acoustic pulse~positive and negative! resulted in a temporary increase
in light intensity of' 200%; however, a strong acoustic radiation force pushes the bubble away
from the antinodal region, suggesting that ‘‘spiking’’ the bubble each and every acoustic cycle may
not be feasible. ©2000 Acoustical Society of America.@S0001-4966~00!03603-1#

PACS numbers: 43.35.Ei@HEB#

INTRODUCTION

Single-bubble sonoluminescence~SBSL! refers to the
emission of light from an acoustically trapped bubble under-
going large-amplitude, nonlinear, predominantly radial
oscillations.1 Whereas the ‘‘standard’’ SBSL technique uti-
lizes a sinusoidal forcing pressure, it has been hypothesized
that the addition of a temporally narrow, high-amplitude
~spiked! acoustic pulse should dramatically increase the light
emission.2 It has even been shown that the addition of a
second harmonic can result in an increase in the light inten-
sity by as much as 300%.3 These results suggest that enhanc-
ing the SBSL light emission may be accomplished with
novel excitation mechanisms.

In this paper, we describe measurements of the radial
dynamics of a sonoluminescence bubble subject to multifre-
quency ~harmonic! excitation. This effort is designed to
supplement the work of Holzfusset al.3 In addition, these
measurements serve as a starting point for measuring the
radial motion of a bubble subjected to more unconventional
forcing, such as a spike. We will show that the bubble’s
radial motion is dramatically affected by nonsinusoidal forc-
ing. Furthermore, bubble dynamics equations4 predict the
bubble’s radial motion fairly well. With spiked drives, the
bubble is observed to move laterally, suggesting that a strong
acoustic radiation force affects the bubble, limiting the peri-
odic enhancement of SBSL.

I. HARMONIC ENHANCEMENT

To measure the radial motion of an SBSL bubble under
harmonic~multimode! excitation, we utilized a cubical levi-
tation cell ~an acrylic box! of ~inner! dimensions 5.4
35.4 cm cross section, by 5.9 cm tall~water filled to the
5.4-cm mark!, and 0.16 cm thick. Assuming pressure-release
surfaces, one would expect the normal mode frequencies
~eigenmodes! to occur atf 5c/(2L)@n21m21p2#1/2, where

f, c, andL are the resonance frequency, speed of sound in the
fluid, and length of the sides of the cubical cell, respectively,
and m,n,p51,2,3,.... For our system, we calculate the fun-
damental frequency to be nearf 523.74 kHz~1, 1, 1 mode!,
with eigenmodes at 1.41f , 1.73f , 1.91f , etc. In addition,
harmonics exist at 2f ~2, 2, 2 mode!, 3f ~3, 3, 3 mode!, etc.

In our actual cell, stable sonoluminescence occurred at a
fundamental frequency off 522.775 kHz. Furthermore,
stable bubble levitation~even sonoluminescence! at 2 f and
3 f was obtained. Thus, we were able to levitate bubbles at
harmonics of the fundamental, allowing us to synchronize
the frequency generators.

The frequency generators~HP 33120A! were synchro-
nized with a 10-MHz clock so that the relative phase differ-
ence remained constant. The output from the generators~fun-
damental and second or third harmonic! was fed into an
amplifier ~Krohn Hite 7500!, whose output drives a piezo-
electric transducer~PZT! mounted to the bottom of the cu-
bical levitation cell, filled with degassed~'100 mmHg!, fil-
tered water.

The dynamical motion of the bubble is measured by
scattering 30-mW HeNe laser light off the bubble near the
critical scattering angle~'83°!, and collecting a large solid
angle of the scattered light. This method can be used to mea-
sure the overall real-time, presumed spherical motion of the
bubble.1 In the geometrical optics approximation, the col-
lected signal is proportional to the square of the bubble ra-
dius; the proportionality constant is determined by imaging
the bubble at its maximum size (Rmax).

Figure 1 shows various measured radius-time, orR(t),
curves for a bubble forced at the fundamental and third har-
monic. The measured hydrophone voltage~in the absence of
the bubble! is also shown. The measuredR(t) curves were
then fit in a standard way to a bubble dynamics equation,4

taking into account the measuredRmax. For the forcing pres-
sure, we usedP1 sin(v1t1F1)1P3 sin(3v1t1F3), where
P1 , P3 are the pressure amplitudes of the first and third
harmonic, andF1 , F3 are the respective phases relative to aa!Currently at Synaptics, Inc., 2702 Orchard Parkway, San Jose, CA 95134.
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fixed reference time. The surface tension, liquid viscosity,
speed of sound in the liquid, etc. were obtained from ac-
cepted values for water.

For each of these curves, the bubble was stable, cycle-
to-cycle, and emitting light. Although it was difficult to de-
termine whether or not small changes in theR(t) curve had
any effect on the light emission, when large-scale changes to
the R(t) curve were made, we found that bubbles that grew
to larger maximum sizes emitted more light. The multipa-
rameter fit shows good agreement with the data; thus, we are
able to confirm that the addition of higher harmonics affects
the bubble in a predictable way.

II. ACOUSTIC PULSE ENHANCEMENT

Our next goal was to affect the bubble’s motion much
more dramatically, by applying a high-amplitude, acoustic
impulse to the bubble during its collapse phase. Moss has
predicted that a large spike applied to the bubble during its
collapse would impart a higher velocity to the collapse, as
well as possibly shock the interior gases.2 It should also be
noted that applying a longer negative pulse during the bub-
ble’s growth should force the bubble to grow to a much
larger radius, and thus collapse with a greater velocity. We
attempted both methods.

For this experiment, a broadband focused immersion
transducer5 ~1.88-MHz center frequency, 6.35-cm focal
length! was placed near the top of a cylindrical cell such that
the bubble was located at the focus of the transducer. The
output of a pulse generator was connected to a 400-W power
amplifier. The pulse~short positive, or longer negative! was
initiated so that it would reach the bubble during various
phases of the bubble’s collapse~or growth!.

In order to observe a change in the light emission or
bubble dynamics from the spiked system, we collected data
for approximately 100 consecutive acoustic cycles. A subset

of some representative data for a negative pulse is shown in
Fig. 2. We found that the pulse~positive or negative! pro-
duced a large acoustic radiation force on the bubble, causing
it to translate out of the laser beam. The light-scattered signal
would thus change substantially. The results showed that we
would obtain a larger emission intensity only for one or two
acoustic cycles, after which the bubble would require a few
seconds to come to equilibrium before we could again trigger
the pulse. Parenthetically, applying the pulse to the trans-
ducer used to levitate the bubble is precluded since the trans-
ducer will respond at the system’s resonance frequency.

FIG. 1. MeasuredR(t) curves ~solid
line! and hydrophone signal~long
dashed line! for SBSL bubbles driven
with a fundamental~22.775 kHz! and
third harmonic. The data represent an
average of 100 individualR(t) curves.
The fitting parameters are also shown.
The fitting parameters includeP1 and
P3 , the pressure amplitudes~in atm!
of the fundamental and third har-
monic, F1 and F3 , the respective
phases relative to a reference timeT0 ,
in ~ms!, and the equilibrium radius,
R0 , in mm. TheR(t) fit is shown as a
short dashed line. The measured
bubble size~obtained by imaging with
a microscope! at its maximum radius
is shown as a solid circle.

FIG. 2. The dashed curve is the measured voltage from the light-scattering
photomultiplier tube~PMT!, and represents the radius of the bubble. The
solid negative curve is the PMT signal from the bubble emissions. The
travel time for the negative pulse to reach the bubble is approximately 40
ms. After an initial doubling of the light emission, the intensity decreases
abruptly, probably because of instabilities caused by the bubble’s transla-
tion. The apparent change inRmax toward the right of the figure is probably
due to the bubble being forced out of the laser beam, and thus, the scattered
intensity decreases. The measured intensity is only approximate, due to the
finite digitization rate of the oscilloscope.
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III. DISCUSSION

The multimode frequency experiments show that the
bubble oscillations can be dramatically affected. One can
understand the shape of theR(t) curve by examining Fig.
3~a!, which shows a measuredR(t) curve, together with the
driving waveform. This particularR(t) curve was obtained
with the addition of a second harmonic in a spherical cell
( f res530.170 kHz!.

In Fig. 3~b!, the driving waveform is decomposed into
its Fourier components~the fundamental and second har-
monic!. Note that the collapse of the bubble near 10ms is
apparently due to the positive pressure from the second har-
monic. The bubble’s response between 10 and 14ms is prob-
ably a rebound.

Although the acoustic pulse method for increasing the
bubble’s collapse velocity was only partially successful, the

knowledge gained from such studies can be used in future
refinements to the system. For instance, it may be possible to
align two confocal acoustic impulse drivers, with the bubble
situated in the confocal region. Such a system may prevent
the bubble from translating.

As an alternative, a potentially large ‘‘transient’’ SBSL
bubble may be achieved by using a shock-wave lithotriptor,
which can generate very large positive~'40 MPa! and nega-
tive pressure~'10 MPa! amplitudes at its focus.6 One might
expect the bubble to disintegrate after its collapse, so that
real-time monitoring of the bubble would be necessary to
observe the ‘‘one-shot’’ event.

IV. CONCLUSION

Previous studies have found that harmonic driving of an
SBSL bubble can result in changes to the light emission
intensity. Our results clearly show that these changes are the
results of changes to the bubble’s radial motion. Also, we
have shown that spiking the bubble can approximately
double the light-emission intensity; however, the resulting
bubble destabilization suggests that acoustic spiking will
work best in a single-shot mode. Such a system may work
well with unstable bubbles~such as nitrogen, deuterium, etc.!
as well, since the bubble can be driven in a stable fashion at
lower pressure amplitudes, and then spiked with a single-
shot transient pulse. It may be possible to generate large
temperatures and pressures inside the bubble, especially if a
lithotriptor pulse can be used as the spiking waveform.
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FIG. 3. ~a! The driving waveform~dashed line! and bubble’s radial response
~solid line!. ~b! Decomposing the driving waveform into its Fourier compo-
nents~first and second harmonic! shows that the precollapse at 10ms is
apparently due to the increasing harmonic pressure. The bubble then re-
bounds before going through the main growth phase. The hydrophone volt-
age amplitudes forP1 andP2 were 67.8 and 49.8 mV, respectively, and the
relative phase between the components wasF5148.8°.
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Surface wave velocity determination by using reflection
coefficient method on the liquid–anisotropic–solid interface
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Reflection coefficient of a plane wave impinging from liquid onto a liquid–anisotropic–solid
interface is useful to theoretically predict the Rayleigh surface wave~RSW! velocity and the pseudo
surface wave~PSW! velocity dispersions. In the present letter, several incomplete results proposed
by previous investigation are restudied to attempt giving more appropriate physical understanding in
theory. It is found that PSW velocity determined by the reflection coefficient analysis is just a
nonleaky effect surface wave on the liquid–anisotropic–solid interface but not the leaky one.
© 2000 Acoustical Society of America.@S0001-4966~00!00801-8#

PACS numbers: 43.35.Pt@HEB#

Using incident angle dependence of the reflection coef-
ficient of an infinite plane wave impinging from liquid onto a
liquid–cubic–crystal~001! interface, Atalar1 first analyzed
the relation between the Rayleigh surface wave~RSW! and
the reflection coefficient. In his theory, a null in the reflection
coefficient should define the excitation position for the
pseudo surface wave~PSW!. Arikan et al.2 extended the
above method to deal with any type of anisotropic materials
in arbitrary crystallographic orientation. In their more com-
plete theoretical aspects about the reflection coefficient, a
more detailed study was done for the null value appearing in
the reflection coefficient. Nayfeh3 derived analytical expres-
sion for the reflection coefficient on the liquid–anisotropic–
solid interface having the monoclinic symmetry, and calcu-
lated RSW and PSW velocity distributions on the interfaces
between water and several anisotropic materials.

Peering into both theories by Arikanet al. and Nayfeh,
several unclear and wrong aspects were found, especially in
the latter. The present work is concerned with physical ac-
countability to understand the relation between the reflection
coefficient theory and the excitation behavior of RSW and
PSW on the liquid–anisotropic–solid interface. According to
Arikan et al., a computer program has been developed to
analyze the incident angle dependence of reflection coeffi-
cient on the liquid–anisotropic–solid interface, and to calcu-
late RSW and PSW velocities on the considered interface.
Using Lim and Farnell’s method,4–6 a numerical analysis
method was also developed to obtain RSW and PSW veloci-
ties on the vacuum–anisotropic–solid interface.

For a longitudinal plane wave impinging from liquid
onto a liquid–solid interface, the reflection coefficientR can
be expressed by:7

R5
Ztot2Z

Ztot1Z
, ~1!

where theZtot term is a total impedance of the boundary at
the presence of longitudinal and transverse waves, andZ
term includes the effect of the liquid medium.

Instead of the condition ofZtot1Z50 for activation of
the leaky Rayleigh surface wave~leaky RSW!, the condition
of Re@R#521 and Im@R#50 were used in Ref. 3 to deter-
mine the ‘‘leaky’’ RSW velocity. From Eq.~1!, obviously
R521 leads toZtot50, but ZÞ0. To be noted,Ztot50
holds for the vacuum boundary condition. Since theZ term
has nothing to do withR, the obtained surface wave becomes
true RSW on the vacuum–solid interface, but not the
‘‘leaky’’ one. Figure 1 illustrated the calculated RSW veloc-
ity distribution on the vacuum–InAs~001! interface by Lim
and Farnell’s method compared with RSW velocity disper-
sion on the water–InAs~001! interface obtained by using
Nayfeh’s method. The two curves are just the same with
each other. While the leaky RSW velocity analyzed by set-
ting Ztot1Z50 is larger than RSW velocity. The point to be
noted in reality is that the leaky RSW under water loading
should be separated into two branches: the original leaky
RSW and the induced Rayleigh wave~IRW!.8 The latter ap-
pears close to the original PSW branch; it reradiates acoustic
energy only into the liquid and does not appear in the
vacuum boundary condition.

In Ref. 3 it was stated that the absolute value of the
reflection coefficient (uRu) cannot identify the existence of
RSW and PSW. This proposal is correct and important. Nay-
feh insisted that both RSW and PSW can be determined from
the two dip positions in Re@R#. Corresponding to these two
dip positions, the incident anglesuR and uP are called the
Rayleigh critical angle for RSW and PSW, respectively.
From the right dip, where Re@R#521 and Im@R#50, RSW
velocity can be obtained, and, from the left dip, PSW veloc-
ity can be determined. Nayfeh considered that Im@R# should
be also zero in the left dip position. For almost all cases, this
consideration is not true: the incident angleuRe to have mini-
mized Re@R# is almost not equal to the positionu Im where
Im@R#50. As pointed out by Arikanet al., the null position
of the reflection coefficient~corresponding to the minimum
location of uRu) is different fromu Im . Actually, even along
the propagation direction, where the reflection coefficient
null exists,uReÞu Im is also held.

In our calculation, there exists some propagation direc-a!Electronic mail: xuy@dragon.mm.t.u-tokyo.ac.jp
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tions in PSW branch on~001! plane for some cubic crystals,
where Re@R#521 and Im@R#50. Nayfeh emphasized that
uRu for PSW might become very close to unity but never
reaches it:uRu,1. Hence he implied that the propagation
energy for PSW must be transmitted into the substrate, no
matter how small it might be. This speculation might be
physically significant, but no proofs were derived in his
theory. To be noted, this proof can never be obtained in his
theoretical frame.

Figure 2 shows PSW velocity distributions on the inter-
faces between several practical liquid media and Cu~001!
plane calculated by the reflection coefficient method together
with PSW velocity dispersion on the vacuum-Cu~001! inter-
face calculated by using Lim and Farnell’s method. The vis-
cosity for liquid media was neglected in these calculations.
Those velocity dispersion curves intersect at two points—
w0528.647 821° andw1545°: PSW velocities become in-
dependent of liquid medium, and just equal to PSW veloci-
ties on the vacuum–Cu~001! interface, respectively. Table I
listed the values of the real and the imaginary parts ofR for
several liquid media atw5w0 . Re@R#521 and Im@R#50
were satisfied, and the velocities for different boundary con-
ditions are equal to each other up to nine digits. Re@R#
521 and Im@R#50 correspond toZtot50 and uRu51.
From Ztot50, the properties of liquid have no influence on
the PSW velocity; hence every dispersion curve can be co-
incident atw0 . From uRu51, the incident energy from the
liquid onto the interface is all reflected back to the liquid
itself. The above condition is also true to the case whenw
5w1 .

Figure 3 illustrated the cross-section of slowness surface

of bulk waves on the water–Cu~001! interface along propa-
gation directionw0 . When a plane wave with incident angle
uP impinges from water onto the interface, a PSW is excited.
By using Snell’s law across the interface, there can exist one
possible shear wave together with an evanescent longitudinal
wave and an evanescent shear wave.

In order to analyze the structure of this PSW, let us
consider that an anisotropic solid occupies a half-spacex3

<0. The displacementuj of a surface wave on the half-space
of anisotropic solid can be expressed as:6

uj5 (
n51

3

Wna j
(n) exp@ ik~ l 1x11 l 2x21 l 3

(n)x32vt !#, ~2!

whereWn is a weighting factor for thenth partial wave,a j
(n)

the unit polarization component of the partial wave,i
5A21, k the wave number,v the surface wave phase ve-
locity, l 1 , l 2 and l 3

(n) the direction cosines of propagation
vector in the coordinate system axesx1 , x2 andx3, respec-
tively.

Substituting Eq.~2 ! into the wave motion equation, the
Christoffel equation can be obtained after some mathematic
manipulations:

u l i l lci jkl 2d jkrv2u50, ~3!

where ci jkl is the elastic stiffness tensor,r the density of
mass, andd jk Kronecker’s delta. The repeated subscripts de-
note for summation convention.

TABLE I. Reflection coefficientR for some liquid media alongw0528.647 821° direction on Cu~001! plane.

Media Real part ofR Imaginary part ofR PSW velocity~m/s!

CH3Br 21.000 000 000 0 24.790 438 561 0e208 2265.909 397 4
C3H5~OH!3 21.000 000 000 0 21.821 756 264 7e208 2265.909 397 6
(CH2OH!2 21.000 000 000 0 22.550 945 319 4e208 2265.909 397 6
H2O ~Water! 21.000 000 000 0 25.630 357 027 5e208 2265.909 397 5
C6H14 21.000 000 000 0 21.221 773 645 7e207 2265.909 397 5
Vacuum ••• ••• 2265.909 397 8

FIG. 1. RSW velocity distributions on InAs~001! plane. The same elastic
stiffness and the density as in Ref. 3 are used for computation. To be noted,
RSW velocity distribution on the vacuum–InAs~001! interface obtained by
Lim and Farnell’s method, and that on the water–InAs~001! interface deter-
mined by reflection coefficient analysis are overlapped with each other into
one curve.

FIG. 2. PSW velocity distributions on several liquid-Cu~001! and vacuum-
Cu~001! interfaces. The elastic stiffness isC115171.0 GPa,C125124.0 GPa
andC44575.6 GPa, the density is 8.93 g/cm3.
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Some parameters in Eq.~2! for the PSW alongw0 direc-
tion on the water–Cu~001! interface were listed in Table II.
In the reflection coefficient analysis method, the direction
cosines ofl 1 and l 2 are the same values with the incident
wave. All of them are real-valued: Im@ l 1#[0 and Im@ l 2#
[0. Then the Christoffel equation~3! becomes a sextic
equation inl 3 with real coefficients. The six roots ofl 3 are
real or complex conjugate. The three effectivel 3

(n)’s for the
PSW are:l 3

(1) andl 3
(2) , having negative imaginary parts, cor-

respond to two partial surface wave components, andl 3
(3) ,

having only a negative real part, represents a general bulk
wave along the2x3 direction. SinceW350, this PSW loses
its bulk component which carries energy into the solid, and
consists of only two partial surface wave components. In
fact, it becomes a two-component surface wave.9,10 This
two-component surface wave is intrinsic to the PSW on the
vacuum–anisotropic–solid surface. To be noticed again,
among three components of this two-component surface
wave, the bulk partial wave component is lost and only two
surface partial wave components are working in real.

On the vacuum boundary condition, the structure of a
PSW can be expressed as follows. The direction cosines ofl 1

andl 2 are usually complex-valued with small positive imagi-
nary part. That is, PSW attenuates along the parallel direc-
tion of the surface. Hence, the Christoffel equation~3! be-
comes a sextic equation inl 3 with complex coefficients. Two
components$ l 3

(1) , l 3
(2)% among the three effectivel 3

(n)’s for
PSW have negative imaginary parts as surface wave compo-
nents. The otherl 3

(3) has a negative real part and a small
positive imaginary part. This partial wave implies an unusual

bulk wave: the amplitude increases along the depth direction
of the solid. An attenuation coefficienta uu for PSW was theo-
retically defined bya uu5Im@kuu#/Re@kuu# for the wave num-
ber kuu of PSW. Here,kuu is a component of wave number
vectork along the propagation direction on the surface. Fig-
ure 4 illustrated variation of thisa uu for PSW on the
vacuum–Cu~001! interface. Obviously seen in this figure,
a uu’s become zero alongw0 andw1 directions. Hence, along
these propagation directions,l 1 andl 2 become real. Thus the
Christoffel equation~3! for two different methods becomes a
same expression. Additionally, the same PSW velocities can
be obtained by using these methods: the wave parameters
along thew0 direction for PSW on the vacuum–Cu~001!
interface become equal to that in Table II. It is typical to the
two-component surface wave.

From Ref. 9, when a two-component surface wave is
excited, the boundary condition determinant becomes really
zero valued:Ztot50. From Eq. ~1!, Ztot50 provides R
521; therefore, alongw0 andw1 direction, reflection coef-
ficient R becomes21. On the other hand, ifR521, then
from Eq. ~1!, Ztot50 can be obtained. Since the above pro-
cedure becomes free fromZ term, the properties of liquid
have nothing to do with PSW. In other words, use of the
condition by Re@R#521 and Im@R#50 for PSW, enables

FIG. 5. Incident angle dependence of reflection coefficient along direction
anglew522° on water–InAs~001! interface.

FIG. 3. Cross-section of slowness surface of bulk waves on the water–
Cu~001! interface along propagation directionw0 with incident angleuP .

TABLE II. The values of some parameters alongw0528.647 821° direction
on the water–Cu~001! interface.

Parameter Value

Im@ l 1# 0
Im@ l 2# 0
l 3
(1) 0.597 853 238 420.265 852 725 9i

l 3
(2) 20.597 853 238 420.265 852 725 9i

l 3
(3) 20.534 192 189 9

W1 1
W2 20.663 295 417 120.748 357 661 5i
W3 0
v~m/s! 2265.909 397 8

FIG. 4. Attenuation coefficient for PSW as a function of propagation direc-
tion on the vacuum–Cu~001! interface.
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us to make numerical search for the activation position of the
two-component surface wave.

Nayfeh indicated that PSW should be excited when
Re@R#,0 and Im@R#50. This definition may underestimate
the existence range of PSW. His calculated existence range
of PSW on the water–InAs~001! interface was placed from
w524° to 45°. Figure 5 showsR(u) for 20°<u<50° on
the water–InAs~001! interface along direction anglew
522°. It is obvious from this profile of the reflection coef-
ficient that the dip ofuRu at near incident angleu541.2° is
not caused by the usual quasi-bulk wave~s!, but by the exci-
tation of PSW. Here, Im@R#50 and Re@R#.0 ~but not
Re@R#,0). Figure 6 illustrated PSW velocity distribution
on the water–InAs~001! interface analyzed by the reflection
coefficient method. The existence range is located from

18.1° to 45° which is wider than Nayfeh’s estimate. Note
that this profile is different from the leaky PSW velocity
distribution on the water–InAs~001! interface and the PSW
velocity dispersion on the vacuum boundary.

In the reflection coefficient method for a plane wave
impinging from liquid onto a liquid–anisotropic–solid inter-
face, the leaky effect was not considered when RSW or PSW
are excited. This obtained RSW is not a leaky wave but just
equals to the true RSW on the vacuum–solid interface. The
PSW is also nonleaky, having no energy leakage from the
solid into the liquid.
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FIG. 6. PSW velocity distributions on InAs~001! plane.
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A brief review is presented of the theory of flexural edge waves, first predicted in 1960 by Yu K.
Konenkov using Kirchhoff plate theory. It is demonstrated that the flexural edge wave is also
predicted by Mindlin’s plate theory, and that the prediction agrees with measured data. It is noted
that the edge wave was erroneously presented as a new type of bending wave solution in a recently
published paper in this journal. ©2000 Acoustical Society of America.@S0001-4966~00!01301-1#

PACS numbers: 43.40.Dx@CBB#

The existence of a flexural wave guided by the free edge
of a semi-infinite isotropic elastic thin plate was first demon-
strated by Konenkov1 in 1960. The wave has properties
analogous to a Rayleigh wave on an elastic half-space, in
that it decays exponentially with distance from the edge.
This result was apparently not very widely known in West-
ern scientific circles, not an uncommon situation in the
1960’s and 1970’s, because it was rediscovered concurrently
and independently by Sinha2 and by Thurston and
McKenna,3 both published in 1974 in ‘‘western’’ journals.
The first author of this Letter was likewise ignorant of
Konenkov’s original contribution when he proved that the
edge wave also exists on anisotropic plates.4

In a recent article5 in this journal, the now-classical re-
sult for the flexural edge wave was again presented as new.
The author cited a paper of McKennaet al.6 but apparently
did not know the Thurston and McKenna paper,3 published
shortly after and in the same journal, and was also unaware
of the sizeable literature on the subject.

The propagation of flexural waves guided by the tip of a
wedge or the free end of a ridge on a substrate was studied in
some depth by various groups in the 1970’s. In 1974 Sinha,2

using the classical plate theory, obtained an explicit expres-
sion for the speed of the flexural edge wave. At about the
same time, McKennaet al.6 derived the dispersion relation
for a flexural plate edge wave by taking the limit of a wedge
with zero internal angle. Thurston and McKenna3 subse-
quently discussed in detail the existence and behavior of this
wave, and obtained the same wave speed as Sinha.2 The
flexural edge wave speed was also derived from the modes of
a thin plate of finite width by taking the limit in which the
width becomes infinite.7

The classical Kirchhoff plate theory predicts a speed for
the edge wave which is in constant proportion to the flexural
wave speed. The constant of proportionality is independent

of the frequency and depends only on the Poisson’s ratio,
being slightly less than unity and equal to unity when the
Poisson’s ratio vanishes. As noted by Thurston and
McKenna,3 this equality reflects the fact that a flexural wave
traveling parallel to the edge of a thin plate of zero Poisson’s
ratio gives no bending moment or shear and hence automati-
cally satisfies the free edge conditions of the classical plate
theory.

The edge wave solution of the classical plate theory has
been studied by many since then, for instance Refs. 8, 9, and
is discussed in at least two monographs.10,11The speed of the
flexural edge wave was measured and agrees well with finite
element calculations,9 and both the measured speed and the
FEM calculations are less than the values predicted by the
Kirchhoff plate theory. An explicit expression can also be
obtained for the edge wave speed on an anisotropic thin
plate.4 The analog of a flexural Stoneley wave propagating
along the line of contact of two joined semi-infinite plates
and decaying exponentially in the perpendicular direction
has been studied by Zilbergleit and Suslova.12 Kouzov
et al.13 have considered the more general configuration of a
starlike nodal junction of thin plates.

Two of the present authors have recently established the
existence of edge supported flexural waves on fluid loaded
thin plates.14 However, submerged plates support such waves
only under very light fluid loading conditions: for instance,
thin plates of aluminum, brass or Plexiglas will support edge
waves in air, but not in water.14

Previous studies of the flexural edge wave on a semi-
infinite plate in vacuohave used either the Kirchhoff plate
theory or some far more sophisticated analysis based on the
full equations, e.g., FEM. We now demonstrate that the es-
sential characteristics of the edge wave are captured by the
Mindlin plate theory15 without much additional effort be-
yond that required for the Kirchhoff theory. To the best of
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our knowledge, the edge wave has not been previously ana-
lyzed in the context of Mindlin plate theory. The Mindlin
theory for flexural waves incorporates shear-deformation and
rotary-inertia, two effects that are absent from the classical
Kirchhoff theory. According to Mindlin’s theory the dis-
placement at (x,y,z) is u5zc(x,t)1w(x,t)ez , where x
5(x,y) is the 2-D position on the central plane of the plate,
z is the transverse coordinate, withz50 the center plane of
the plate andc5(cx ,cy) is the in-plane vector of rotations.

The equations of motion in the absence of external load-
ing are

]Mx

]x
1

]Mxy

]y
2Qx5

rh3

12

]2cx

]t2
, ~1!

]Mxy

]x
1

]M y

]y
2Qy5

rh3

12

]2cy

]t2
, ~2!

]Qx

]x
1

]Qy

]y
5rh

]2w

]t2
, ~3!

where r is the density andh the thickness. The moments
Mx , M y , andMxy , and the shear forcesQx andQy , are

Mx5DS ]cx

]x
1n

]cy

]y D , M y5DS ]cy

]y
1n

]cx

]x D ,

Mxy5
1

2
D~12n!S ]cx

]y
1

]cy

]x D , Qx5a2mhS ]w

]x
1cxD ,

~4!

Qy5a2mhS ]w

]y
1cyD ,

whereD5Eh3/12(12n2) is the bending stiffness,n is Pois-
son’s ratio,m is the shear modulus, andE52(11n)m is the
Young’s modulus. The shear modulus is modified by the
factora2 in order to better approximate the shear forces, and

a may be chosen according to different criteria, but nor-
mally, a2<1.16

Now let the plate occupy2`,x,`, y>0 with a free
edge ony50. We consider the time harmonicansatzof
frequencyv:

w~x,t !5Re@~V11V2!e2 ivt#,
~5!

c~x,t !5Re@~b1“V11b2“V22ez3“V3!e2 ivt#,

whereV1 , V2 andV3 are given by15

Vj~x!5Aje
i jx2Aj22kj

2y, j 51,2,3. ~6!

The three bulk wave numbersk1 , k2 andk3 and the numbers
b1 andb2 follow by direct substitution into Eqs.~1!–~4! and
are given by

k1
21k2

25kS
21kP

2 , k1
2k2

25kS
2kP

2 2kf
4 , k3

25a2k1
2k2

2/kP
2 ,
~7!

b j5211kS
2/kj

2 , j 51,2,

where

kS5
v

a
Ar/m, kP5vA~12n2!r/E, kf

25vAhr/D. ~8!

By applying the boundary conditions appropriate to a
free edge: vanishing shear force, bending moment and twist-
ing moment, that is, Qy(x,0)50, M y(x,0)50, and
Mxy(x,0)50, respectively, three equations are obtained for
Aj , j 51,2,3. Setting the resulting determinant to zero,
yields, after some simplification, the following dispersion re-
lation for the wave numberj of the edge wave:

FIG. 1. The dimensionless speedc5k1 /j according to
Mindlin plate theory plotted against the dimensionless
frequency kRh5vh/cR . The free parameters are
n50.39, a5cR /cT . The value atkRh50 is given by
Eq. ~10!.
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Aj22k1
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Let k1
2.k2

2, thenk1 is the analog of the classical flexural
wave numberkf in the Mindlin theory. The speed of the
flexural edge wave relative to the Mindlin flexural wave is
c5k1 /j. Numerical experimentation shows that there is al-
ways a root of the dispersion relation forc<1, with equality
again whenn50. The fact thatc51 for n50 is a conse-
quence of the fact that the flexural wave automatically satis-
fies the free edge conditions with no Poisson contraction
effect. For nonzeron the Poisson effect comes into play and
the edge wave solution has a small but nonzero component
from the other two Mindlin plate waves, and its speed is
subsonic relative to the propagating flexural wave. For in-
stance, Fig. 1 shows a plot ofc versus frequency. It may be
verified by direct calculation that the root of Eq.~9! reduces
to the value predicted by Thurston and McKenna3 in the
limit as the dimensionless frequencykSh approaches zero,
that is,

c5@2~12n!~123n!12~12n!

3~122n12n2!1/2#1/4 askSh→0. ~10!

The high frequency limit of the edge wave is of interest.
It may be shown by taking the correct limits that at high
frequenciesj is the unique positive solution of

~2j22kT
2!224j2~j22kT

2!1/2~j22kP
2 !1/250 askSh→`,

~11!

where kT5kS /a is the wave number of bulk transverse
waves, i.e.,kT5v/cT where cT5Am/r. The form of Eq.
~11! is precisely the same as the equation for the Rayleigh
wave on the surface of a half-space, except that the longitu-
dinal wave numberkP in Eq. ~11! is the wave number ac-
cording to membrane theory; see Eq.~8!. This has speed
cP5AE/@(12n2)r# as compared with the larger speed of a
bulk longitudinal wave,cL5cP(12n)/A122n. The mem-
brane Rayleigh wave speedcR* is the same as the true Ray-
leigh wave speed for a material withn replaced by the value
n/(11n), leading to a slower speed. Hence, the high fre-
quency limit of the edge wave according to Mindlin’s theory
is the Rayleigh ‘‘surface’’ wave traveling along the narrow
surface of a thin plate. The meaning and interpretation of this
is unclear since one should be cautious of using the high
frequency limit of Mindlin’s theory for purposes other than
intended. The original goal of Mindlin was to obtain the high
frequency asymptote of the fundamental antisymmetric
mode of a plate, which is itself the true Rayleigh wave speed
cR if a is chosen asa5cR /cT . The occurrence of the
‘‘membrane’’ Rayleigh wave as the asymptote is therefore
all the more interesting since it drops out in the limit inde-
pendent of the value ofa.

Finally, Fig. 2 compares the Mindlin edge wave speed
with the Kirchhoff edge wave speed, and also with measured
data of Lagasse and Oliner.9 The speeds are normalized with
respect to the Rayleigh wave speed. The Poisson’s ratio was

FIG. 2. The edge wave speedv relative to the Rayleigh
wave speedcR according to Mindlin theory~solid
curve! and the Kirchhoff theory~dashed curve!. The
circles represent data from Lagasse and Oliner~Ref. 9!.
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chosen asn50.39 so that the Kirchhoff curve agrees with a
similar curve in Ref. 9, anda5cR /cT . We note that a finite
element computation by Lagasse and Oliner9 produced a
curve essentially overlying the Mindlin curve of Fig. 2,
within the accuracy of the data read from Ref. 9.

Note added in proof.A referee pointed out that Ambar-
tsumyan and Belubekyan17 came to a conclusion opposite to
ours: that the more exact plate theories of Timoshenko–
Mindlin type predict that localized edge wave do not exist.
After examining their paper, we conclude that the analysis of
Ambartsumyan and Belubekyan is in error, and that the edge
wave is predicted by Mindlin plate theory.
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In a recent publication by the author1 a flexural wave
mode was described that freely propagates down the free
edge of a semi-infinite, classical, Kirchhoff plate. In a letter
to the editor Norriset al.2 pointed out that Konenkov3 al-
ready described this wave back in 1960. Consequently, this
is certainly not a new wave type, although largely unfamiliar.
While this was unknown to me before~and supposedly also
to the referees! I take the opportunity to thank Norriset al.
for their letter and to re-confirm that credit should have been
given to Konenkov’s work. Moreover, I would not have sub-
mitted my work for publication if I had been aware of
Konenkov’s paper.

I take the opportunity to make some remarks of minor
importance. This concerns the confusion that might arise
from the termRayleigh wave. Konenkov termed his wave
Rayleigh-type flexural wave. Norris et al. emphasize the
analogy between the flexural edge-wave and the true Ray-
leigh wave. My remarks are made to stress the difference
between the flexural edge-wave and the Rayleigh wave.
First, the amplitude of the Rayleigh wave falls off exponen-
tially with distance from the free surface, while the ampli-
tude of the flexural edge-wave falls off exponentially attwo
different rates. Second, the observation that the amplitude
falls off exponentially does not justify such a close corre-
spondence between the flexural edge-wave and the Rayleigh

wave: to date, there is a very large number of so-called sur-
face waves, although the Rayleigh wave was the first surface
wave identified in the context of elastic waves in solids.
Third, the analogy between the Rayleigh wave and the flex-
ural edge-wave breaks down if one considers that the Ray-
leigh wave and the flexural edge-wave are both transverse
waves, i.e., the particle displacements and velocities are per-
pendicular to the direction of propagation. However, a Ray-
leigh surface wave has no velocity component that is both
perpendicular with respect to the direction of propagation
and, simultaneously, parallel to the free surface, whereas the
flexural edge-wave has no other velocity component than
just that! Note that the analogy requires one to identify the
free edge and the free surface as well as the direction of
propagation. Consequently, the flexural edge-wave cannot be
identified to, nor derived from, the Rayleigh wave.

1C. Kauffmann, ‘‘A new bending wave solution for the classical plate
equation,’’ J. Acoust. Soc. Am.104, 2220–2222~1998!.

2A. N. Norris, V. V. Krylov, and I. D. Abrahams, ‘‘Flexural edge waves
and Comments on ‘A new bending wave solution for the classical plate
equation,’ J. Acoust. Soc. Am.104, 2220–2222~1998!,’’ J. Acoust. Soc.
Am. 107, 1781–1784~2000!.

3Yu. K. Konenkov, ‘‘A Rayleigh-type flexural wave,’’ Sov. Phys. Acoust.
6, 122–123~1960!.
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On the effect of the bending vibration on the acoustic properties
of thin poroelastic plates
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K. Fujiwara and H. Torihama
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An experimental study on the effect of bending vibration on the acoustic properties of thin porous
plates is presented. Poroelastic plates are tested in a large impedance tube in the lower frequency
range. It is shown that bending vibration can be excited by the incident sound and detected by
measuring the acoustic impedance of a plate. This effect together with the effect of the flow
resistivity on the values of the acoustic impedance of the plate are shown. The data from the large
and small impedance tubes illustrate how these effects are reduced with the reduced size of the plate.
© 2000 Acoustical Society of America.@S0001-4966~00!00803-1#

PACS numbers: 43.50.Gf, 43.20.Tb, 43.40.Dx@MRS#

INTRODUCTION

There are a number of studies which have been carried
out on the vibration of plates and structural damping. These
have primarily been to investigate behavior of plates which
are made from nonporous materials. The results of these
studies are widely reported in the literature and a compre-
hensive summary of them can be found in Ref. 1. On the
other hand, some studies have been carried out into the effect
of the solid movement on the surface impedance of porous
layers.

As an example, particular works by Bardotet al.2 and
Allard3 are concerned with the coupling effect between Bi-
ot’s slow and fast waves excited in a layer of highly porous
fibrous materials with an infinite lateral extend bonded by an
impermeable rigid wall. The low rigidity in the thickness of
these materials allows compressions and expansions of the
porous layer associated with the passage of the airborne
acoustic wave. In such a case, the rigid frame approximation
where the solid is immobile is no longer valid.

In this article, a coupling between the solid motion and
the fluid motion is also studied, but this coupling is of a
different nature. Here, the solid movements are eventually
taken into account but these correspond to the structural vi-
bration of thin rectangular porous plates.4 The same assump-
tion is made as in the standard theory of plates~nonporous!
that only the in-plane stresses and deformations are consid-
ered while the deformations in the thickness are neglected.
This assumption is often written in the standard plate theory
as s3350 wheres33 is the component of the stress tensor
normal to the middle surface. As a consequence, the plate is
allowed to bend, but its thickness remains constant. Two
conditions are required to make this assumption: the plate
must be fairly thin and its Young’s modulus must be much
greater than that of the fluid~air in our case!. These require-
ments are met by our samples.

In this configuration, the triple combination of the bend-
ing vibration, the presence of an air gap, and the well-known
visco-thermal interaction in the pores are investigated experi-

mentally. Their influence on the surface impedance and the
absorption coefficient is studied. It is shown that the absorp-
tion coefficient of a thin poroelastic plate can be consider-
ably increased at particular frequencies so that the low fre-
quency acoustic performance can be improved.

I. EXPERIMENTAL PROCEDURE

An investigation has been carried out on three thin po-
rous plates with varying values of flow resistivity, density,
and Young’s modulus. Two plates have been manufactured
from foam granulates which are recovered from automotive
waste. The other plate has been manufactured from flint par-
ticles consolidated with rubber-epoxy binder~Coustone™!.
The dimensions of the plates were 0.5 m30.5 m310 mm.
Other material properties of the plates are listed in Table I.

The measurements have been carried out in the large
impedance tube in the Kyushu Institute of Design and in a
smaller Bruel and Kjaer 4206 impedance tube available in
the University of Bradford. The larger impedance tube al-
lows testing of 0.5 m30.5 m samples of acoustic materials in
the frequency range of 50–300 Hz~see Fig. 1!.

The plates have been tested with 40-mm and 80-mm air
gaps, depending on the material properties. They have been
clamped in the larger impedance tube along their edges using
a strong wooden frame and the edges have been carefully
sealed~see Fig. 1!. Care was taken to ensure good clamping
conditions so that not to distort the panel from its ‘‘natural’’
resting position. All gaps between the edges of the frame and
the wall of the chamber were blocked using sealing putty.
Because of the clamping device, the effective area of the
plate exposed to sound was reduced to 0.48 m30.48 m.

It is assumed that the resonance frequencies for bending
vibration in smaller samples tested in the smaller tube are
considerably higher. The results from the normal incidence
impedance and absorption from the large and small imped-
ance tubes have been compared. From this comparison the
effect of structural vibration on the visco-thermal absorption
in the material is estimated.
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Some nonacoustic properties of the tested materials have
been measured. These are the bulk density, Young’s modu-
lus, porosity, and flow resistivity. The flow resistivity and
porosity have been measured using standard techniques of
air flow tube and the method of water saturation under
vacuum, respectively. The Young’s modulus has been mea-
sured using rectangular strips of the material in a standard
cantilever setup. The values of these parameters are com-
piled in Table I.

II. RESULTS AND DISCUSSION

The results for the real and imaginary parts of the sur-
face acoustic impedance from the measurements in the large
and small impedance tubes are compared in Figs. 2–4. The
absorption coefficient as a function of frequency is shown in
Figs. 5–7.

These figures seem to confirm that the vibration of cer-
tain modes in a clamped, porous, elastic plate can be gener-
ated by airborne sound in the low frequency range. These
modes can be detected as resonances in the acoustic surface
impedance~see Figs. 2–4!. The frequencies corresponding to
the bending vibration modes detected from the measure-
ments are listed in Table I. These frequencies are reasonably
close to the theoretical values provided by the classical
theory of plates.1 At these frequencies the values of the
acoustic surface impedance can differ considerably from
those measured in the small impedance tube, in which case
the amplitude of vibration is considered to be negligibly
small ~see Figs. 2–4!. In the vicinity of these resonances the
absolute value of the imaginary part of the impedance can
have a minimum, at which the relaxation processes are par-

ticularly pronounced. In this region the absorption in the po-
rous material can be noticeably improved~see Figs. 5–7!.

In the case of a porous plate which is manufactured from
consolidated foam G10 it is possible to observe two bending
modes at frequencies 76.25 Hz and 150 Hz on the curve for
the impedance~see Fig. 2!. The frequencies of the modes
correspond to the minima in the absorption spectrum~see
Fig. 5!. The minima in the impedance spectrum for this ma-
terial are observed at 97.5 Hz and 168.75 Hz. At these fre-
quencies the absorption is considerably improved in com-
parison with the data from the small impedance tube~see
Fig. 5!.

There is a resonance in the impedance spectrum corre-
sponding to a mode which is clearly observed at 86.25 Hz in
the case of a porous plate which is manufactured from con-
solidated foam YB10~Fig. 3!. There is a local maximum in
the absorption spectrum at 76.25 Hz~Fig. 6!.

In the case of the Coustone plate~C10! the resonance in
the impedance spectrum is observed at 96.25 Hz~see Fig. 4!.
There is a local minimum in the spectrum immediately above
this frequency, which results in some increase in the absorp-
tion spectrum at 103.75 Hz.

A precise quantitative analysis of the problem described
in this article is still very difficult at the moment because of
the lack of theoretical results. Nevertheless, a few remarks
can be made from this study and some conclusions can be
drawn with a reasonably good degree of confidence:

~1! The acoustical properties of large acoustic panels
measured in a large impedance tube clearly exhibit reso-
nances. These are associated with bending structural vibra-

TABLE I. Summary table of material properties.

YB10 G10 C10

Material Recycled
foam

Recycled
foam

Consolidated
flint

Plate thickness~m! 0.010 0.010 0.010
Density ~kg/m3! 414 390 1464
Young’s modulus~Pa! 2.293107 1.573107 6.203107

Porosity 0.57 0.44 0.40
Flow resistivity, Pa s m22 190367 743200 31520
Observed resonance
frequency, Hz

86.25 76.25 96.25

Frequency of bending
wave ~mode!, Hz

89.02 ~3! 82.54 ~3! 94.35 ~3!

FIG. 1. Experimental setup.

FIG. 2. The real~a! and imaginary~b! parts of the normalized surface
impedance of a 10-mm-thick rectangular plate made from consolidated foam
G10. 80-mm air gap.
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tion of a finite-size, porous plate which has a fairly small
thickness and the Young’s modulus higher than that of air.
The resonance frequencies seem to be close to predictions
given by the standard theory of plates. These results show a
noticeable enhancement of the absorption coefficient at some
frequencies in the low frequency domain where the acoustic
absorption is generally low. A physical interpretation of the
resonances and of the mechanisms of the enhancement of the
absorption coefficient is that a fraction of the acoustic energy
carried by the incident sound wave is converted into the vi-
brational energy used to move the plate. This energy is then
partly re-radiated at particular frequencies and partly dissi-
pated in the frame.

~2! It is known that the presence of an air gap with
properly chosen dimensions can enhance the low frequency
acoustic performances.3 It is also known that while increas-
ing the absorption coefficient at some frequency areas, an air
gap will decrease it at some others.3 Nevertheless, the com-
bination of an air gap with the structural vibrations could be
very useful. Depending on its thickness, the presence of an
air gap is thought to favor or hinder the observation of the
structural vibration, but not to change the resonance frequen-
cies which are solely dependent upon the plate mechanical
properties, the clamping conditions, and the microstructural
parameters~porosity, tortuosity and flow resistivity!.

FIG. 3. The real~a! and imaginary~b! parts of the normalized surface
impedance of a 10-mm rectangular plate made of consolidated foam YB10.
80-mm air gap.

FIG. 4. The real~a! and imaginary~b! parts of the normalized surface
impedance of a 10-mm rectangular plate made of the material C10. 40-mm
air gap.

FIG. 5. The normal incidence absorption coefficient of a 10-mm-thick rect-
angular plate made from consolidated foam G10. 80-mm air gap.

FIG. 6. The normal incidence absorption coefficient of a 10-mm-thick rect-
angular plate made from consolidated foam YB10. 80-mm air gap.
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~3! The comparison of the damping of the resonances in
the three examples investigated in this study shows that
peaks in Fig. 5 seem to be smoother than those shown in
Figs. 6 and 7. It is thought that particular values of the flow
resistivity exist that will result in a maximum loss of energy
by viscous frictions at certain frequencies of vibrations of the
plate structures. In the optimum case, the phase shift between
the solid and fluid motions is maximum and the viscous
losses are maximum. This will result in a very smooth reso-
nance peak.

~4! The visco-thermal interactions in porous media have
been and are still the subject of active research~see Refs.
3,5!. At low frequencies, the compressibility of air in the
pores is isothermal and the absorption is dominated by the
viscous frictions. At higher frequencies the compressibility is
adiabatic and the viscous friction is also predominant. The
thermal effects are particularly pronounced in the medium
frequency range. Although they have less influence on the
absorption than the viscous friction, their effect is not negli-
gible. The combination of the visco-thermal effects and the
effects described in~1!–~3! can provide an improved absorp-
tion spectrum in the whole frequency range.

III. CONCLUSIONS

An experimental study has been carried out to determine
the effect of bending vibration on the acoustic properties of a
clamped, porous, elastic plate. It has been shown that bend-
ing vibration of certain modes can be excited by incident
sound in the plate and affect its acoustic impedance. The
corresponding frequencies can be estimated a using a stan-
dard theory for clamped porous plates.1 The measured values
of the normal incidence plane wave absorption coefficient
suggest that, in the vicinity of these frequencies, the absorp-
tion can be significantly improved as a result of relaxation
processes which develop in the moving porous frame. In this
way, porous plates with improved low frequency absorption
can be designed. The experimental data also suggest that the
acoustic impedance is more affected in porous plates with
higher values of the flow resistivity as a result from a better
coupling between airborne sound and bending vibration in
the elastic frame.
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following salicylate overdose
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A 22-year-old woman consumed approximately 10 g of salicylate with suicidal intent. She had a
severe hearing loss and a strong tinnitus within 22 h of the overdose, and then 24 h later a
subsequent hearing restoration and tinnitus abolishment. Transiently evoked otoacoustic emissions
~TEOAEs! and 2f 12 f 2 distortion product otoacoustic emissions~DPOAEs! were measured in both
states. In the state of intoxication DPOAEs could be recorded well in the frequency range that
corresponded to the appearance of the tinnitus despite the 50-dB hearing loss. The corresponding
DPOAE I/O-functions were linearized, indicating loss of outer hair cell compression. After
recovery, DPOAE level and DPOAE growth were within the normal range and showed normal
physiological compression. The TEOAEs were missing in the acute state of intoxication. This case
supports the hypothesis that aspirin-induced tinnitus is generated at the outer hair cell level.
Whereas TEOAEs only give evidence that something might have changed in the cochlea, DPOAEs
are a more useful and robust quantitative indicator of the underlying mechanism of some forms of
cochlear tinnitus. ©2000 Acoustical Society of America.@S0001-4966~00!03003-4#

PACS numbers: 43.64.Jb, 43.64.Kc, 43.64.Ri@BLM #

FINDINGS

A young female~22 years! who had just overdosed on
salicylates was brought to our attention. She had a severe
high-frequency hearing loss associated with a strong tinnitus
in both ears. The patient reported that she swallowed all
capsules in an aspirin box with suicidal intent. She was un-
able to give precise information on the dose or how many
capsules she swallowed. On the assumption that she swal-
lowed the content of a standard package of aspirin contain-
ing, 1000-mg capsules, a dose of 10 g can be estimated. Her
approximate height was 165 cm, her weight 60 kg. The pa-
tient reported that she did not take additional drugs. Because
aspirin-induced tinnitus is known to be reversible~Myers
and Bernstein, 1965; McFadden and Pattsmier, 1984; Long
and Tubis, 1988; Wieret al., 1988; Stypulkowski, 1990!, the
patient was not referred for any medical treatment.

The clinical audiogram, measured 22 h after swallowing
the aspirin capsules, revealed a sensorineural hearing loss
with a 50-dB notch at 6 kHz in both ears, and the patient
reported hearing a high-frequency hissing noise in both ears.
She estimated the loudness of the tinnitus to be somewhat
above the audiometric threshold in the high-frequency re-
gion. Forty-six hours after swallowing the aspirin capsules
hearing sensitivity had been completely restored and the tin-
nitus had disappeared~see audiograms for the right ear in
Fig. 1!.

Distortion product otoacoustic emissions~DPOAEs! and
transiently evoked otoacoustic emissions~TEOAEs! were
measured in the state of aspirin intoxication and after recov-
ery in both ears immediately after audiogram recording.

The DPOAEs were measured betweenf 25488 and
8008 Hz ~Cubedis/ER10-C instrumentation, Mimosa

Acoustics/Ethymotic Research, USA! using a special pri-
mary tone level setting~L150.4L2138 with 20,L2

,65 dB SPL andf 2 / f 151.2, see Kummeret al., 1998! that
accounts for the nonlinear basilar membrane response at the
DPOAE generation site atf 2 . DP-grams and I/O-functions
were constructed. In order to quantify the DPOAE growth,
the slopes of the I/O-functions was calculated betweenL2

540 and 60 dB SPL and plotted againstf 2 . Calculation
betweenL2540 andL2560 dB SPL was chosen because in
that range normal and pathological growth differed most
~Janssenet al., 1998; Kummeret al., 1998!. The TEOAEs
were recorded using the nonlinear stimulation mode~ILO-88
instrumentation, Otodymamics, UK!.

In the state of intoxication the DP-grams obtained at
different primary tone levels fromL2550 dB SPL to L2

565 dB SPL ~5-dB steps! followed that of normal-hearing
subjects with reduced level. It should be emphasized that the
DPOAEs were relatively large, around 6 kHz, where the
hearing loss was greatest. In that frequency region, DP-
grams were widely spaced in intensity, indicating a linear-
ized ~that is, pathological! growth of emission level. After
recovery all ten DP-grams fromL2520 dB SPL to L2

565 dB SPL~5-dB steps! were found to have normal levels.
The DP-grams were close together at high primary tone lev-
els, demonstrating normal nonlinear compressive growth of
emission levels~compare middle panels in Fig. 1!. Both ears
behaved similarly, therefore only the data of the right ear are
presented.

The different DPOAE growth behavior, during aspirin
intoxication and after recovery, may be seen more clearly in
the slopes of the I/O-functions. In the state of aspirin intoxi-
cation, the slope increased with increasing hearing loss~4–6
kHz!, and was greatest at the frequencies of maximum hear-
ing loss ~6 kHz!, indicating increasing loss of compression
with increasing hearing loss. After recovery, the slope re-a!Electronic mail: T.Janssen@lrz.tu-muenchen.de
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turned to its normal range~compare bottom panels in Fig. 1!.
In the state of intoxication, in both ears no TEOAEs

could be measured. The click level amounted to 74 dB SPL
at both ears with a stability of 95%~right ear! or 91% ~left
ear!. The reproducibility of the response was24% in the
right ear and 27% in the left ear. After recovery, TEOAEs
were normal in both ears. The level of the TEOAE response
was 19.8 dB SPL in the right and 17.2 dB SPL in the left ear.
The reproducibility of the response was 86% in the right ear
and 87% in the left ear. The click level amounted to 74.4 dB
SPL at the left and 75.2 dB SPL at the right ear with a
stability of 98% ~right ear! or 88% ~left ear!. The TEOAE
data are not shown.

DISCUSSION

Administration of salicylate is known to affect hearing
sensitivity and to induce tinnitus~Myers and Bernstein,

1965; Boetcher and Salvi, 1991!. Also, otoacoustic emis-
sions have been shown to be affected~McFadden and
Plattsmier, 1984; Wieret al., 1988; Long and Tubis, 1988;
Brown et al., 1993; McFadden and Pasanen, 1994!. To our
knowledge there is no report in the literature of DPOAE
measurements for a case with salicylate-induced hearing loss
with a hearing loss of 50 dB.

In the case reported here, DPOAEs could be measured
in the frequency region of the tinnitus despite the 50-dB loss
with a nearly normal level. The slope of the I/O-functions,
however, increased with increasing hearing loss and, there-
fore, did correlate with the pathological alteration of the
hearing threshold. Normally, no DPOAEs are measurable in
ears with a hearing loss of 50 dB or more~Lonsbury-Martin
and Martin, 1990!. However, in hearing loss ears associated
with tinnitus, high emission levels can be recorded in the
frequency range that corresponded to the appearance of the
tinnitus, despite considerable hearing losses~Janssenet al.,
1998!. Also, in these ears, the slope of the DPOAE I/O-
functions increased with increasing hearing loss, revealing
decreased outer hair cell compression.

How can we interpret such DPOAE behavior? A retro-
cochlear pathology can be excluded because the patient’s
auditory brainstem responses were normal and comparable
between both states. The linearized DPOAE growth indicates
a malfunction of cochlear micromechanics near the tinnitus
frequency. The steep slope of the DPOAE I/O-function re-
veals that the low level~more vulnerable! response is af-
fected more than the high level response. The linearized
DPOAE growth therefore suggests impairment of active co-
chlear processes and is strong evidence that a cochlear pa-
thology is the cause for the aspirin-induced hearing loss and
tinnitus. This is in accord with the report of Wieret al.
~1988! who also found steepened DPOAE I/O-functions in
volunteers who took 325-mg tablets of aspirin four times per
day for four days.

Structural changes in outer hair cells~OHCs! appeared
to be the most likely pathological correlate. Outer hair cells
perfused with salicylate solution are reported to show a re-
versible reduction in the turgidity and axial stiffness~She-
hataet al., 1991; Russell and Schauz, 1995!. Loss of stiff-
ness of OHCs or of their stereocilia and the corresponding
alteration in the coupling with the tectorial membrane may
play a key role in this process. Assuming that a loss of stiff-
ness is responsible for mechanical disturbances that lead to
altered DPOAE growth, we suggest the corresponding tonic
changes at the level of the stereocilia of inner hair cells to be
one potential correlate of tinnitus of cochlear origin~Janssen
et al., 1998!.

Such alterations in cochlear micromechanics could also
change mechanical tuning. The DPOAEs measured in volun-
teers during aspirin administration exhibited a downward
shift in the frequency of the DPOAE level maximum, which
have been interpreted as changes in mechanical tuning
~Brown et al., 1993!. Correspondingly, models have been
proposed in which the basilar membrane/tectorial membrane
resonance is determined by its mass and its elastic attach-
ment to the spiral lamina~Allen, 1980! and in which a
stereocilia/tectorial membrane resonance allows OHCs to in-

FIG. 1. Audiograms~upper panels!, DP-grams showing the levelLDP( f 2) at
different primary tone levels according toL150.4L2138 with 20,L2

,65 dB SPL andf 2 / f 151.2 ~middle panels!, and slopes ( f 2) of the
DPOAE I/O functions calculated betweenL2540 and L2560 dB SPL
~lower panels! in the right ear during acute aspirin intoxication~left-hand
side! and after recovery~right-hand side!. Shaded areas indicate ranges of
mean6 one standard deviation of the corresponding measures calculated
for a normal-hearing subject sample for the DPOAE level~at L2

565 dB SPL only!, and the slopes ~see Kummeret al., 1998!. Dotted lines
in the middle panels indicate the noise floor for the different DP-grams. The
small lower shaded area represents normal noise condition. In the lower
panels open circles show slope values calculated only from twoLDP(L2)
values, while filled circles mark slope values calculated from three or more
LDP(L2) values.
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fluence the TM’s displacement~Zwislocki, 1980, 1990!. An-
other argument that speaks for changes of the basilar
membrane/tectorial membrane resonance is the fact that, dur-
ing the acute state of intoxication, no TEOAEs were measur-
able.

Assuming that TEOAEs present unit pulse responses of
the nonlinear micromechanical elements~the OHCs!, an al-
tered resonance could affect the dynamics of the mechanical
ringing after click-stimulation and thereby reduce the
TEOAE amplitude drastically. In contrast, when stimulating
the resonant circuit with stationary signals~the primaries for
eliciting DPOAE!, the altered basilar membrane/tectorial
membrane resonance could yield a much smaller effect on
the output signal~the DPOAE!. Obviously, there is an ad-
vantage of the DPOAEs over the TEOAEs. The DPOAEs are
able to give a qualitative measure of alterations in cochlear
micromechanics in salicylate-induced tinnitus of the form
described here.

How can one explain the complete restoration from a
50-dB hearing loss and a strong tinnitus within such a short
time? Aspirin consumption in doses required to produce tin-
nitus and hearing loss reversibly eliminates SOAE and re-
duces DPOAE~McFadden and Plattsmier, 1984; Wieret al.,
1988!. One explanation for reversible tinnitus and hearing
loss therefore is reversible impairment of cochlear microme-
chanics. It seems reasonable to assume that the effect of
salicylate is to remove the OHCs from their role as force
feedback elements in that the salicylate molecule partitions
into the membrane of the OHC and alters the OHC motor
protein ~Tunstallet al., 1995!.

Our findings carry two implications. First, the effect of
salicylate-induced tinnitus on DPOAE might help to better
understand the underlying mechanisms of ototoxicity. The
fact that DPOAEs in acute acoustic trauma~Janssenet al.,
1998! and in salicylate intoxication behave similarly sug-
gests similar pathogenetic mechanisms. This case supports
the hypothesis that aspirin-induced tinnitus is generated at
the outer hair cell level. Second, whereas TEOAEs only give
evidence that something might have changed in the cochlea,
DPOAEs are a more useful and robust quantitative indicator
of the underlying mechanisms of some forms of cochlear
tinnitus.
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Limitations in using Golay codes for head-related transfer
function measurement
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Although the use of Golay codes has been recommended for measuring external-ear impulse
responses@Zhou et al., J. Acoust. Soc. Am.92, 1169–1171~1992!#, this report demonstrates a
potential limitation that could arise in applications requiring probe stimulus excitation to last longer
than a few hundreds of milliseconds. In such situations, artifacts in the measured impulse responses
can result from using Golay codes if the system under evaluation is time variant. These
impulse-response artifacts are demonstrated for measurements of human binaural impulse responses
~equivalent to head-related transfer functions, or HRTFs! under conditions analogous to small head
movements during the measurement procedure. A popular alternative impulse-response
measurement technique using maximum-length sequences~MLSs! does not produce
artifact-contaminated measurements under the same conditions. ©2000 Acoustical Society of
America.@S0001-4966~00!03303-8#

PACS numbers: 43.66.Yw, 43.64.Ha@DWG#

INTRODUCTION

Modern signal-processing techniques have afforded re-
searchers a variety of methods for measuring the impulse
responses of linear time-invariant systems. Popular methods
have included periodic pulse testing~Berman and Fincham,
1977!, dual-channel fast fourier transform~FFT! analysis
~Pope, 1998!, time-delay spectrometry~Heyser, 1967!, as
well as various methods relying on excitation with types of
deterministic noise signals. One particular type of determin-
istic noise signal that has been utilized for impulse-response
measurement is the Golay code~Foster, 1986!. Given both
its superior signal-to-noise ratio when compared to measure-
ments with conventional impulse-signal excitation, as well as
its implementational ease, Golay codes have been specifi-
cally recommended for measuring human external-ear im-
pulse responses~Zhou, Green, and Middlebrooks, 1992!, or
equivalently, head-related transfer functions~HRTFs!.

External-ear impulse-response measurement using live
humans presents a number of challenges to the measurement
method employed. In addition to both efficiency and noise
immunity requirements, the given measurement method must
be able to handle mild violation of system time invariance,
since humans are arguably always time-variant systems. Al-
though all methods of impulse-response measurement will
produce errors when the system under evaluation is not
strictly time invariant, this report shows that the Golay
method can produce particularly deleterious artifacts in the
measured impulse response under these conditions. As such,
users of the Golay method should be aware of these potential
limitations.

Following a brief description of the Golay method, these
artifacts will be demonstrated by binaural impulse-response

measurements made under the time-variant conditions of
simulated head movement. Results are compared to measure-
ments made with a popular alternative method of impulse-
response measurement using a different deterministic noise
signal known as the maximum-length sequence~MLS!.

I. THE GOLAY TECHNIQUE

Golay codes, named after their creator, Marcel Golay
~1961!, are complementary pairs of radix two digital se-
quences that may be generated by a simple recursive relation
~given in Golay, 1961; Foster, 1986; and Zhou, Green, and
Middlebrooks, 1992!. The codes have the noteworthy prop-
erty that the sum of the autocorrelation functions for each
code is only nonzero at zero lag. Figure 1 demonstrates this
complementarity, which holds for circular as well as noncir-
cular autocorrelation. Since complementary pairs of these
noise-like codes produce a perfectly flat magnitude spec-
trum, they appear ideally suited for use as impulse-response
measurement excitation signals. Additionally, the system’s
impulse response can be determined by cross-correlating the
responses to each of the codes in the pair with the codes
themselves and summing the results. This property avoids
the sometimes unstable frequency-domain division opera-
tions required for deconvolution by certain other impulse-
response measurement techniques~e.g., Wightman and Kis-
tler, 1989!. Also, since both codes and responses are radix
two, the cross-correlation operations may be efficiently
implemented by use of the FFT to multiply complex conju-
gates in the frequency domain~Zhou, Green, and Middle-
brooks, 1992!.

Although Zhou, Green, and Middlebrooks~1992! de-
scribe implementation of the Golay method with only a
single code pair excitation period, additional gains in signal-
to-noise ratio can be realized by presenting multiple code
periods to the system and averaging the results coherently.

a!Current address: Pavel Zahorik, Department of Psychology, University of
California-Santa Barbara, Santa Barbara, CA 93106-9660. Electronic mail:
zahorik@psych.ucsb.edu
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Measurement of a system’s~periodic! impulse response us-
ing this style of Golay code implementation proceeds as fol-
lows:

~1! Generate a Golay code pair with length,L, sufficient to
capture the system’s expected impulse response, and
avoid potential time-aliasing effects.

~2! Excite the system periodically withk repetitions (k
>2) of the first~a! code in the Golay pair. Record and
average thek-p most recent results, wherek.p>1.

~3! Wait for one code period.
~4! Excite the system periodically withk repetitions of the

second~b! code in the Golay pair. Record and average
the k-p most recent results.1

~5! Cross-correlate the response to thea code with the rawa
code.

~6! Cross-correlate the response to theb code with the rawb
code.

~7! Sum the results of 5 and 6 to arrive at the system’s
periodic impulse response.

For example, if the system being measured had a true im-
pulse response that was a delta function, and this system
were probed with a Golay code pair of lengthL516, then
the results of steps~5! through ~7! may be represented by
panels~a! through~c! of Fig. 1.

From this example, it may be seen that if the system
being measured is time variant, then the Golay code re-
sponses are no longer complementary. Returning to this ex-
ample, consider introducing additional gain into the system
betweena and b code probings. Panel~a! of Fig. 1 would
look the same, but panel~b! would be scaled by an additional
gain factor. The sum would therefore no longer have zeros at
all nonzero lags. It would instead have a number of nonzero
elements near lagL/2, which may all be considered artifacts
caused by a time-variant system. Notice as well that if a
small time delay were introduced into the system betweena
andb probings instead of a gain factor, similar nonzero ele-
ments near lagL/2 would result.

This complementarity violation may be of particular is-

sue when making impulse-response measurements on live
human ears, since it is difficult in this circumstance to guar-
antee that the system being measured is time invariant. To
the extent that live humans are unable to remain perfectly
motionless during these measurements, and given that the
HRTF is strongly dependent on head position, such systems
are always time variant. With the Golay measurement tech-
nique, as the length of the codes and/or the number of aver-
ages taken become large, a longer period of time elapses
betweena and b code presentation. There is therefore a
greater chance that the measurement participant is not in ex-
actly the same position for both code presentations, and
hence a greater chance of resulting artifacts in the measured
impulse response.

Conversely, the possibility of system time variation due
to head movement over the course of the measurement is
much less likely with short measurement durations. The
20.48-ms total signal duration~no averaging! used by Zhou,
Green, and Middlebrooks~1992! in making anechoic HRTF
measurements, for example, made it very unlikely that mea-
surements were contaminated by head movement. Noise
level and time-aliasing constraints do not always allow for
such short measurement durations in all applications, how-
ever. For instance, if HRTFs are to be measured in a rever-
berant room environment, longer codes are required to fully
capture the room response and avoid time aliasing. Increased
number of averages may also be required to increase signal-
to-noise ratio in such applications.

II. A TIME-VARIANT SYSTEM TEST

To demonstrate these impulse-response artifacts, binau-
ral impulse responses were measured from a single human
participant under time-varying conditions simulating head
movement. Measurements were made both using the Golay
technique and a popular alternative technique based on
maximum-length sequences~MLSs!, a technique that has
been described in detail by Rife and Vanderkooy~1989!;
Borish and Angell ~1983!; Schroeder~1975, 1979!; and
Nielsen~1998!.

Briefly, MLSs are, like Golay codes, pseudorandom
digital sequences with flat-magnitude spectra that are gener-
ated via recursion~binary shift registers!. They are not, how-
ever, made up of two complementary sequences, but instead
have only a single 2n21 length sequence that must be pre-
sented periodically to the system under evaluation. Like the
Golay technique, impulse responses are computed in the
MLS technique by cross-correlating~circular cross-
correlation must be used in this case! the response to the
MLS with the raw MLS.

A. Procedure

Binaural impulse responses were measured from a single
individual ~participant code: SNA! in an anechoic chamber
using both Golay and MLS techniques. The sound source
was a small loudspeaker~Cambridge SoundWorks Center/
Surround IV! with a nominal position of 0° azimuth and 0°

FIG. 1. LengthL516 Golay code circular autocorrelation functions for the
individual complementarya and b codes, shown in panels~a! and ~b!, re-
spectively, along with the sum of the individual autocorrelation functions,
shown in panel~c!. All functions have been normalized by 2L.
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elevation~directly in front of the participant! and 1.4 m in
distance. Two conditions of system time variation analogous
to that caused by head movements were examined. These
conditions were produced by moving the loudspeaker clock-
wise along a circular arc~via a computer-controlled motor
with movement accuracy of approximately 0.1°! either 5° or
10° in azimuth during the measurement process. Movements
were initiated at the start of the measurement sequence with
a rate chosen such that the desired movement angle would be
traversed in the exact time allotted for measurement comple-
tion. Preliminary testing confirmed that this form of simu-
lated head movement offered a substantial increase in move-
ment precision and repeatability over actual participant head
movement. The effect of noise produced by the are move-
ment apparatus was also found to be minimal, at least250
dB relative to the signal level. A third, time-invariant condi-
tion was also examined in which the loudspeaker remained
stationary at 0° azimuth. Additional stationary measurements
were made at 5° and 10° azimuth~left-handed coordinates!,
for purposes of comparison to the time-variant conditions.

Specifically developed software driving PC-controlled
Tucker-Davis Technologies D/A and A/D hardware~model
PD1! capable of real-time signal averaging was used to
implement both Golay and MLS techniques. Binaural micro-
phones~Sennheiser KE4-211-2! were used in a blocked ca-
nal ~Mo” ller et al., 1995! fashion. For each of the measure-
ment conditions, 100 averages of a 10th-order~1023 point!
MLS and 100 averages of a 10th-order~1024 point! Golay
code pair~50 contiguous-time averages for thea code fol-
lowed by 50 contiguous-time averages for theb code! were
obtained sampling at a rate of 50.0 kHz. The periodic stimu-
lus excitation was initiated ten stimulus periods prior to data
acquisition in all cases. These parameters yielded a total
measurement duration of just over 2 s. The stimulus level at
the position of the participant’s head was approximately 75
dB SPL.

The participant was instructed to remain as motionless
as possible during the duration of the measurements, al-
though no explicit means to prevent movement were em-
ployed.

B. Results

Figure 2 displays the measurement results from the par-
ticipant’s left ear, with columns corresponding to measure-
ment technique~Golay or MLS! and rows corresponding to
movement angle~0°, 5°, or 10°!. Little difference is observed
between the two methods when the system is time invariant
~0° of movement!, other than a slight difference in gain most
likely attributable to listener positioning differences in the
two conditions. For the time-variant conditions~5° and 10°
of movement!, however, marked difference may be observed
between the two methods, the Golay technique showing sub-
stantial artifacts in the time region between 10 and 20 ms. If
the impulse-response maximum were shifted back to lag
zero, removing the system’s pure delay of approximately 4
ms, it can be seen that the Golay code artifacts present for
the time-variant conditions do indeed exist about the region
of lag L/2, which is approximately 10 ms in this case. Addi-
tionally, artifact amplitude appears to be positively related to

movement magnitude. Results from the right-ear measure-
ments are very similar to those displayed for the left ear in
Fig. 2.

Note that the impulse responses measured in either of
the time-variant cases are not expected to be the same as
those measured in the time-invariant case. Both measure-
ment techniques return an average response to source posi-
tions between either 0° and 5°, or 0° and 10° in these cir-
cumstances. This assertion may be verified by examination
of Fig. 3, which displays the transfer functions from each of

FIG. 2. Binaural impulse responses~left ear displayed! measured using
Golay and MLS techniques under conditions of 0°, 5°, or 10° of loudspeaker
movement during the measurement procedure.

FIG. 3. Measured and estimated transfer functions using Golay and MLS
techniques. The measured functions correspond to the impulse responses
displayed in Fig. 2 under conditions of 0°, 5°, or 10° of movement. Esti-
mates of the 5° and 10° functions are also displayed, based on the mean of
log-magnitude spectra measured at static azimuth angles of 0° and 5° or 0°,
5°, and 10°, respectively. All functions have been displaced by increments
of 30 dB for display purposes.
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the three measurement conditions, along with estimated
transfer functions for each of the movement conditions.
These estimated functions are means of the log-magnitude
spectra measured at stationary azimuth angles of 0° and 5°,
or 0°, 5°, and 10°. For the MLS technique, the estimated
functions are quite similar to the measured functions for both
5° and 10° of movement. This suggests that, in the time-
variant cases, the MLS technique does not introduce any
errors in addition to that of returning an average response to
positions over the movement arc. For the Golay technique,
however, less similarity exists between the estimated and
measured movement condition functions, with the high-
frequency noise in the measured functions being a result of
the artifacts observed in the impulse responses measured us-
ing this technique.

While system time variance has been discussed prima-
rily in terms of variation between successive presentations of
the digital sequences, it should also be noted that time varia-
tion within the presentation of a single sequence can cause
errors. For the MLS technique, Vanderkooy~1994! has
shown that these errors are relatively trivial, manifesting
themselves simply as uniform noise in the computed impulse
response. The precise effect of this form of time variation of
Golay codes is unknown, but is likely to be smaller than the
between-pair time-variation effects demonstrated.

III. CONCLUSION

The Golay technique for impulse-response measurement
has been shown to be susceptible to measurement artifacts
caused by time-varying systems. As a result, caution is rec-
ommended in interpreting impulse responses measured with
this technique if the systems under evaluation are known to
be time varying, such as those involving nonstationary hu-
mans.

In practice, certain situations are more likely to result in
contaminated measurements than others. When both noise
level and time-aliasing constraints permit short measurement
durations, such as the 20.48-ms duration used by Zhou,
Green, and Middlebrooks~1992!, these artifacts may be re-
duced to trivial levels. Likewise, strict control of system
movement~e.g., by head immobilization! will undoubtedly
reduce or eliminate time-variant artifacts as well. The addi-
tional practice of time-windowing measured impulse re-
sponses to remove room effects could also potentially re-
move most, if not all such artifacts. In situations where room
effects are of interest, however, such as measuring binaural
room impulse responses, the presence of these artifacts is not
only much more problematic, but more probable as well. The
increase in measurement time required to avoid time aliasing
and achieve acceptable signal-to-noise ratios, in such situa-
tions, leads to a greater chance of system time variation over
the course of the measurement. Not only are measurement
artifacts of this type easily misinterpreted as room-response
components, but they can also lead to significant errors in
reverberant energy calculation.

The MLS technique has been shown to be more robust
with respect to violations of system time invariance, and
therefore may be considered preferable to the Golay tech-
nique for binaural impulse-response measurement applica-
tions where assumptions of system time invariance are ques-
tionable.
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1Although not the averaging method suggested by Foster~1986!, it is tech-
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